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Forensic Verification of Author of Handwritten
Character “k” Using Artificial Intelligence

Eliska Bachorecovéd
Department of Telecommunications
FEEC, Brno University of Technology
Brno, Czechia
247514 @vut.cz

Abstract—Handwriting, as a result of the interplay of physio-
logical and psychological factors, is considered a unique manifes-
tation of human individuality. It carries significant information
about the writer, which can be utilized across various fields,
particularly in forensic science, where it is applied in forgery
detection, psychological profiling, author identification and verifi-
cation. Forensic handwriting analysis is currently facing a decline
of handwriting. Despite the decline, its significance remains
relevant as the need for higher-quality expertise is increas-
ing. This leads to an effort to integrate modern technologies
within this discipline. A major shortcoming of current studies
is that analysis is performed at the sentence or word level.

Therefore, a method was proposed for verifying author-
ship based exclusively on information derived from variations
in the handwritten character “k”. This research was conducted
in collaboration with the Institute of Criminalistics in Prague
and its significance lies in its ability to analyze handwriting
at the grapheme level by employing deep learning-based ap-
proaches. All models were trained and evaluated on authentic
handwriting samples from criminal cases, ensuring practical
applicability. The best results were achieved using a siamese
network with accuracy of 82.8 %.

Index Terms—forensic handwriting analysis, artificial intelli-
gence, deep learning, CNN, siamese networks

I. INTRODUCTION

Forensic handwriting analysis is a criminalistic identifica-
tion method based on the comparison of disputed and reference
materials. Firstly, experts analyze characteristics of individual
handwritten characters, such as slant, width, height and consis-
tency. Based on this analysis, they determine whether there is
sufficient similarity between the materials to confirm or reject
authorship [1]. The underlying premise of this approach is that
no two individuals have identical handwriting [2].

This discipline is relatively demanding, primarily
due to the high variability of graphemes within an individual’s
handwriting. Humans are incapable of reproducing their
handwriting in an identical manner [2]. Consequently,
experts can never base their conclusions on a perfect match
between samples, because such exactness would suggest
a forgery. Handwriting variability depends on numerous
factors, such as education, nationality, psychological state
and maturity. At the same time, handwriting typically
carries enough unique features to allow identification, except
in rare cases where the writing instrument or surface makes
it impossible [3].

DOI 10.13164/eeict.2025.9

One of the main limitations of handwriting expertise is its
subjective nature [4]. The outcomes of handwriting exami-
nations rely solely on the cognitive and perceptual abilities
of experts. Moreover, they are also time-consuming. Quanti-
tative comparative techniques are absent [5]. The results are
presented in the form of categorical conclusions, which cannot
be statistically analyzed. Based on these findings, a method
based on deep learning has been proposed as a supportive
tool for experts, ensuring objective and reproducible results
while also making their work more time efficient.

The general procedure for author verification based on hand-
writing using modern technologies is as follows. The first step
is obtaining the dataset. For practical applicability, it is crucial
that the samples are authentic and not created under laboratory
conditions. This is followed by the digitization of images,
during which dynamic handwriting information such as pres-
sure, speed, or pen tilt is lost. Although these details are
highly valuable to experts, this step remains necessary [6].
The preprocessing of data involves normalization, segmenta-
tion, noise reduction and data augmentation. Data augmen-
tation techniques such as rotation, skewing or morphological
operations can simulate writer variability. Finally, significant
features are extracted and classification is performed using
conventional or modern algorithms, followed by evaluation
based on appropriately chosen metrics [7].

II. RELATED WORKS

Forensic handwriting analysis includes conventional
and modern methods. Conventional methods rely
on handcrafted feature extractors. An expert can

manually define which handwriting characteristics will
be analyzed, such as the geometric properties of a grapheme.
Alternatively, automatic feature extractions can be done by
algorithms like the scale-invariant feature transform (SIFT)
or the local binary pattern (LBP). However, they still
rely on predefined conditions, focusing on specific image
aspects such as local intensity variations. Classification
is often performed using methods like the support
vector machine (SVM) [2], [8]. The main drawback
of this approach is its reliance on the human factor and it
does not always achieve the desired results [7].



Modern approaches use deep learning, where extraction
and classification happen within a single unified architec-
ture [2]. Furthermore, features are detected automatically
without human involvement. On the other side, higher compu-
tational requirements can be a drawback. Convolutional neural
networks (CNN) appear to be particularly suitable, as they can
identify deviations even at the pixel level [9]. Additionally,
siamese networks perform well even with limited data, which
is crucial due to the decline in availability of handwritten
texts [10]. This architecture is frequently used because it can
capture fine nuances in handwriting [4]. In recent years, vision
transformers (ViT) have been gaining popularity [11], as well
as architectures that combine the attention mechanism with
the previously mentioned approaches [12].

Recent studies show promising results, but analyses are
usually conducted on entire words or longer text segments [4],
[11], [12]. These sources [6], [13], [14] focus on individual
graphemes. However, their practical applicability is limited
because they are based on laboratory-created datasets obtained
under controlled conditions. Therefore, the proposed method
uses an authentic dataset containing only cursive and block
variations of the letter “k”, which, due to its complex structure,
is expected to carry significant information about the writer.

III. PROPOSED METHOD

The general experiment scheme is shown in Figure 1.
In the first phase, data is collected and then preprocessed
appropriately. The next step involves training the model, which
is then evaluated using assessment metrics.

Rcterem,e ma 1\‘cn.d

— 5% —
Dml[lnuon N
@ @ Preprocessing

Database

— an — CNN
opnmlzed

Training Oplmlw ation
dataset

E\ aluation

Disputed material

Validation dataset Test dataset

Different model implementations

Fig. 1. Experiment scheme

A. Dataset

The dataset was provided by a consultant. It contains
samples from a total of 89 individuals of Czech and Slovak
nationality, which introduces certain specific characteristics.
Each author provided 2—4 pages of handwritten text in A4 for-
mat. The samples are authentic and were not obtained under
standardized conditions. The images were scanned at a res-
olution of 600 dpi. Next, they were converted to grayscale
to mitigate the risk of the model learning to classify based
on ink or pencil color. Connected component detection was
then applied to isolate the grapheme itself and remove un-
wanted elements such as paper impurities or lines. Individual
characters were manually selected via a convex hull. The im-
ages were centralized and resized to a uniform dimension
of 229x229. In total, 2 655 samples of letter “k” were selected.

The dataset was created by first selecting a random docu-
ment as the reference and another, from the same or a dif-
ferent author, as the disputed document. From the reference
documents, 2—4 characters were selected, while 4—8 characters
were taken from the disputed documents. This process resulted
in the creation of training, test and validation datasets. The dis-
tribution of these datasets is shown in Table I. The datasets
can be considered balanced, so minor deviations were compen-
sated by using a simple numerical balancing method. Training
data was shuffled to ensure that model performance was not
dependent on the order of input data.

TABLE I
DATASET FOR THE LETTER “K”
[ Train [ Test [ Validation |
Match | No match | Match | No match | Match | No match
809 832 180 180 139 155

B. Model based on convolutional neural network

The first model, shown in Figure 3, is based on CNN
with input images capturing differences between averaged
disputed and reference characters, represented in grayscale,
as shown in Figure 2.

A b

1.disputed ajpg  1_disputed bjpg

||||7|

*» mragcd chnrnctcrs 5

Disputed document

_—> Fxtrac!cdcllaracters “K”

|||‘J

Difference of averaged
characters “k”

!
Reference document

1.ref ajpg 1.ref bipg 1_ref cjpg

Fig. 2. Data preprocessing for the CNN

The architecture consists of four convolutional layers
with a kernel size of 2 x 2. Their number doubles
at each stage, as shown in Figure 3. These layers are fol-
lowed by 2 x 2 MaxPool. Excessive data augmentation had
a negative impact on model performance, so only rotation
and horizontal and vertical shifts were used. Leaky ReLU
is employed as the activation function to mitigate the risk
of dying ReLU [15]. The loss function is a binary cross-
entropy (BCE), defined by the following equation:

N

Lycg = N lyi log(9:) + )]

=1

(1 —y;)log(1 —4;)],

where N represents the total number of samples in the dataset,
y; denotes the actual class membership of the sample and ¥;
represents the predicted class membership [15]. The model
showed a strong tendency to overfit, therefore Batch Normal-
ization, L2 regularization and Dropout layers were applied.
For optimization, EarlyStopping and ReduceLROnPlateau
mechanisms are used. The final classification is performed
by the sigmoid function. The number of training epochs is
70 with a batch size of 16.
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Fig. 3. The CNN architecture

C. Model based on siamese network

This model is a siamese CNN (SCNN), where the input
consists of pairs of averaged disputed or reference characters.
Differences or similarities between characters are highlighted
in various shades of gray. An example of the input is shown

in Figure 4.

1_disputed_ajpg
Averaged characters “k”

|||,J

. 1_disputed_bjpg
Disputed document

—— > | Extracted characters “k” EEE——

AN AN

1ref ajpg 1_ref cjpg

'“J

Reference document

1_ref bjpg

Fig. 4. Data preprocessing for the SCNN

Due to insufficient performance and a tendency to over-
fit when using only a CNN architecture, an autoencoder
is employed, as shown in Figure 5. This type of neural
network consists of an encoder and a decoder, where data
is first reduced to a latent space before the model learns
to reconstruct the images [15]. The number of convolutional
layers with 3 x 3 kernels ranges from 64 to 512. MaxPool
and UpSampling layers use 2 x 2 kernels. First four layers
of the pre-trained encoder are utilized as a part of siamese
network. Data augmentation did not improve results, likely due
to the dataset’s complexity. Leaky ReLU is used as the acti-
vation function. Finally, Lambda layer computes the absolute
difference between the outputs of siamese network, followed
by sigmoid classification. As in the previous case, EarlyStop-
ping and ReduceLROnPlateau are applied. The model is
trained for 70 epochs with a batch size of 16.
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Fig. 5. Autoencoder as a part of the SCNN

IV. RESULTS

This section presents the results achieved for both mod-
els. The selected metrics include: accuracy, precision, recall,
F1score and AUC. These metrics were chosen considering
the binary nature of the problem and the dataset balance.

Table II presents the observed metric outputs. The second
column shows results for the CNN model, while the third
column corresponds to the SCNN architecture. The SCNN
outperformed the CNN across all evaluation metrics, achiev-
ing 82.8 % for each of accuracy, precision, and recall. Based
on these values, the F1score is 82.8 %. The CNN model
achieves an accuracy of 73.9 %, with a precision of 73.6 %.
Recall reaches 74.4 % and the F1score is 74.0 %. Values
of AUC for the CNN and the SCNN are 73.9 % and 82.8 %,
respectively.

The graphs in Figure 6 shows how accuracy changes
for training and validation data for the CNN and the SCNN,
in that order. It indicates that both models do not show clear
signs of overfitting.

Examples of heatmap outputs from Grad-CAM are shown
in Figure 7 for the CNN and Figure 8 for the SCNN.
These visualizations were created to improve the inter-
pretability of the results. Each includes both the origi-
nal image with the actual label value and its combination
with the heatmap and predicted label value. The importance
of different regions is represented by a color scale, where
red indicates the most significant areas, while blue represents
the least important ones.

TABLE 1T
METRICS OF THE CNN AND SCNN MODELS FOR THE LETTER “K”
[ Metric | CNN [ SCNN |
Accuracy | 739 % | 82.8 %
Precision | 73.6 % | 82.8 %
Recall 744 % | 82.8 %
F1 score 74.0 % | 82.8 %
AUC 739 % | 82.8 %
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Fig. 6. Accuracy development for the CNN and the SCNN, respectively

Original 2 | True: 0

Grad-CAM 2 | Pred: 0

Fig. 7. Grad-CAM example for the CNN

Original Disputed 0 | True: 1

Original Reference 0 | True: 1

Fig. 8. Grad-CAM example for the SCNN

V. CONCLUSION

This study presents the design and implementation of two
neural networks for verifying authorship based on the hand-
written character “k”. The primary goal was not to replace
the human factor from handwriting analysis but to create
a supportive tool for the Czech and Slovak experts. The key
contribution of this work is the ability to correctly verify
authorship with 82.8 % accuracy based on cursive and block
variations of a single grapheme, reflecting the current de-
cline in handwritten text usage. The models were trained
and tested on authentic datasets, which is crucial for practical
applicability. For comparsion, studies [13] and [14] focus-
ing on graphemes achieved an average accuracy of 97 %
and 80 %, respectively. Nevertheless, both rely on laboratory-
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created dataset containing only block letters, which raises
concerns about models performance in real-world cases.

For future work, it would be beneficial to test the models
on additional characters and evaluate their robustness. To im-
prove result interpretability, it would be useful to consult
the heatmap outputs with experts from the Institute of Crimi-
nalistics in Prague.
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Abstract—Nanopore sequencing has transformed genomics by
enabling real-time analysis of DNA and RNA in a compact,
cost-effective device. However, conventional workflows require
a separate basecalling step to convert raw electrical signals
into nucleotide sequences, which can introduce errors and delay
downstream analyses such as gene detection. Here, we present a
novel approach that bypasses basecalling by directly analyzing
raw nanopore signals using a transformer-based neural network.
By adapting a model originally designed for ECG classification,
we developed a system capable of detecting specific antibiotic
resistance genes in Klebsiella pneumoniae samples. Raw signals
were preprocessed through downsampling, z-normalization, and
segmentation into 5,000-sample windows, yielding a dataset of
13,080 labeled segments. Experimental results demonstrate that
our model effectively distinguishes gene-containing segments
from non-target signals, achieving up to 80% accuracy in the
“no target gene” category. In contrast, accuracy for other gene
categories was lower, indicating that further optimization of the
model is required. This direct-signal approach not only reduces
the computational burden associated with basecalling but also
streamlines the workflow, promising faster diagnostic turnaround
times. These findings provide a significant step toward integrating
advanced deep learning methods with nanopore sequencing for
rapid, on-site genomic analysis and have potential applications
in clinical diagnostics and epidemiological surveillance.

Index Terms—Nanopore sequencing, transformer neural net-
works, gene detection, antibiotic resistance, bioinformatics, deep
learning

I. INTRODUCTION

Over the last decade, nanopore sequencing has become a
prime example of third-generation sequencing technology, of-
fering real-time analysis in a portable, cost-effective device [1].
In its early implementations, so-called “event”-based methods
attempted to break the current signal into discrete transitions,
each of which was assigned to a likely nucleotide by analyzing
features such as the mean amplitude, standard deviation,
segment length, and the difference in means across consec-
utive events [2]. However, these event-based approaches often
struggled with noise and relatively low accuracy, limiting their
utility for clinical or large-scale applications. With advance-
ments in nanopore chemistry, hardware, and neural-network-
powered basecallers, accuracy has since risen dramatically
[3]. Modern pipelines typically rely on more sophisticated
neural network architectures (e.g., RNNs, CNNs, LSTM/GRU
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models) to process raw signals directly and produce high-
accuracy sequences [4].

Despite these advances, a major bottleneck remains: the
conventional pipeline converts the nanopore signal into a
basecalled sequence before performing higher-level analyses,
such as gene detection or variant calling. This extra basecalling
step can introduce errors or data loss and add significant
time to the overall workflow. Inspired by the idea that DNA
can be viewed analogously to linguistic data [5], we have
begun exploring direct signal processing with neural net-
works—particularly transformers, widely used in today’s large
language models (LLMs) because of their ability to capture
long-range dependencies and process long sequential data [6].

Motivated by these factors, our work seeks to eliminate
the basecalling phase entirely by using a deep learning model
that directly classifies genetic information from raw nanopore
signals. The aim is to improve speed and maintain accuracy by
bypassing intermediate conversion steps. In the following sec-
tions, we describe the data preparation workflow, provide an
overview of our transformer-based model design, and present
the experimental results along with potential applications.

II. DATA PREPARATION AND PREPROCESSING

Data preparation was a critical part of this project. Raw
signals from nanopore sequencing of K. pneumoniae samples
were obtained from runs performed at the Department of
Internal Medicine — Haematology and Oncology, University
Hospital Brno. Initially, sequencing reads stored in BAM
files were converted to SAM using SAMtools (v1.13), and
then a dedicated module within the NanoBlast tool [7] was
employed to convert the SAM files to FASTA, thus facilitating
downstream processing. Using another module of NanoBlast,
the resulting sequences were compared against a reference
database of selected antibiotic resistance genes. Matches that
met our quality criteria (e-value, bit score, minimum matched
sequence length) were located in the PODS files, where the
raw nanopore signals are stored, and the corresponding signals
were extracted.

As shown in Fig. 1, these signals sometimes exceed 100,000
samples in length, while most gene segments are shorter than
20,000 samples. Based on this analysis, we first divided the
signals into training, validation, and test sets in a 70:20:10 ratio
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Fig. 1. Visualization of the raw signal length distribution and gene length

distribution.

to ensure that segments from a single signal did not appear
in multiple sets. Subsequently, we downsampled the signals
by a factor of 4 and segmented them into windows of 5,000
samples, ensuring that the genes are contained within a single
segment. Genes samples that were too long for one segment
were not used. The segmentation was idealized so that the
target gene was either fully present or absent in each segment.
Additionally, one signal could be segmented multiple times
by applying an offset. This form of augmentation allowed our
dataset to contain thousands of labeled segments, which is
essential for effective model training. Before segmentation, we
also applied z-normalization to each signal to account for the
variability in amplitude [8], which was necessary for more
stable model training.

III. METHODOLOGY

Our approach uses a transformer-based neural network to
classify the presence or absence of specific genes directly from
raw nanopore signals, without the need for basecalling. The
entire model was implemented in Python (v3.8.12) using the
PyTorch library (v2.4.1). During implementation, we adapted
a transformer model originally designed for ECG classification
[9]. Nanopore signals generally have a much greater length and
higher sampling frequency than ECG data, so modifications
were necessary to handle more extensive sequential input.

Figure 2 presents a block diagram illustrating the architec-
ture of our transformer model. A linear layer first embeds the
one-dimensional signal into a higher-dimensional space, and
positional encoding (via sine and cosine functions) preserves
the order of samples. These embeddings pass through two
layers of multi-head self-attention and feed-forward networks,
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Fig. 2. Block diagram of the adapted transformer model for direct gene
classification.

capturing both local features and long-range dependencies.
The final classification stage uses fully connected layers to
convert the encoder’s output into class probabilities for mul-
tiple genes or the no-gene class [6].

During training, we encountered overfitting issues. To mit-
igate this, dropout was incorporated at several stages of the
network, and additive Gaussian noise was applied to the input
layers. These regularization strategies enabled the model to
generalize more effectively, even when processing lengthy
nanopore data [6] [10].

IV. RESULTS DISCUSSION

Our dataset consisted of 2,081 raw signals collected from 10
distinct subtypes of K. pneumoniae. Among these, 642 signals
contained the aac(3)-Ila gene and 624 signals contained
the aac(3)-1ld gene—two variants conferring resistance to
aminoglycosides that share 95% sequence identity—with gene
lengths of approximately 1.1 kbp and 1.0 kbp, respectively.



Additionally, the fetA gene, associated with resistance to
doxycycline, tetracycline, and minocycline, was present in 815
signals and had a length of about 1.6 kbp. Due to the variance
in the raw signal sampling rate, the measured gene lengths
varied from signal to signal [8]. The lengths of whole signals
varied considerably, ranging from roughly 13,000 to 754,917
samples. Augmentation via segmentation (with applied offsets)
increased the dataset to a total of 13,080 labeled segments.
These normalized segments of 5,000 samples—typically cov-
ering the full length of the target genes—were already down-
sampled by a factor of 4.

Figure 3 shows the confusion matrix for the testing set,
providing additional quantitative insight into the model’s per-
formance in distinguishing among the gene classes. Notably,
the model achieved the highest accuracy in the “no target
gene” category, with approximately 79.87% correct classi-
fications. In contrast, the fetfA gene was detected with an
accuracy of 60.51%, while the two variants of the aac(3)-1la
gene were recognized with lower success rates—39.22% for
aac(3)-Ila and 34.47% for aac(3)-1ld. These results highlight
the challenges in accurately differentiating highly similar gene
variants and underscore the need for further optimization of
the model.

One significant challenge remains: even after downsampling
and segmentation, the input length is still too large. The
computational complexity of the attention mechanism scales
quadratically with the input length (i.e. O(n?)) [6], which
imposes memory constraints on the GPUs used for training.
Future work will explore several strategies, including:

o Using convolutional layers to extract features from the
signals prior to feeding them into the transformer—this
approach can preserve important information better than
simple downsampling.

o Altering the transformer model to use local attention
mechanisms (with complexity O(nlogn)), as imple-
mented in architectures like the Reformer [11] or Long-
former [12].

o Incorporating statistical evaluation by combining hun-
dreds of reads from a single run to reduce the effects
of noise and artifacts.

« Employing filtering methods to reduce signal noise prior
to analysis.

V. CONCLUSION

The primary application of this approach is the rapid de-
tection of antibiotic resistance genes—a capability that can
be crucial in emergency clinical situations. In cases where
every minute counts, waiting for traditional laboratory results
can have serious consequences for patient survival rates. Fur-
thermore, in epidemiology, the method can be used for swift
pathogen identification during outbreaks, thereby facilitating
faster and more effective quarantine measures, especially in
remote areas with limited laboratory facilities.

In conclusion, the integration of transformer-based neural
networks with direct analysis of raw nanopore signals repre-
sents a promising advancement in bioinformatics. By eliminat-
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Fig. 3. Confusion matrix (testing set). The colored percentage values inside
each cell denote the proportion of the total samples falling into that cell.
Correctly classified instances are shown in green, while misclassified instances
appear in red. The last row and column present the sum of predictions for
each class (row) and the sum of actual occurrences (column), together with
the associated performance metrics: true positive rate (TPR), false negative
rate (FNR), positive predictive value (PPV), and false discovery rate (FDR).

ing the basecalling step, this method has the potential to signif-
icantly accelerate diagnostic processes, which are essential for
both clinical decision-making and epidemiological monitoring
[13]. Although the current model requires further refinement to
improve its classification accuracy and generalization ability,
the approach underscores the potential of combining cutting-
edge deep learning methods with next-generation sequencing
technologies. This work not only contributes to the evolution
of bioinformatics but also lays the groundwork for future de-
velopments in rapid, on-site genomic analysis and personalized
medicine.
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Abstract—This work addresses the issue of upper limb ges-
ture recognition based on the analysis of surface EMG signals
recorded in the wrist area. Machine learning classification algo-
rithms, especially LDA, are utilized for this purpose. The research
focuses on future applications of this technology, particularly in
the field of remote control of electronic devices in real-time, such
as controlling smart home systems, robots, or other intelligent
systems. In this paper, LDA machine learning classification
models with different parameters were trained, achieving success
rates up to 94.15% on testing data. Furthermore, a detailed
analysis was conducted to examine how the specifically placed
recording electrodes affected the success rate of the resulting
machine learning model. This analysis can be followed to reduce
the number of recording electrodes while minimizing the decrease
in classification success rate.

Index Terms—EMG, gestures, wrist, classification, machine
learning, MATLAB

I. INTRODUCTION

Nowadays, there are many wearable devices that make our
daily lives easier. Various smart bracelets and watches are
capable of giving us useful information such as daily physical
activity, heart rate or stress levels. This information is obtained
by the smart device from monitoring various signals, for
example plethysmographic or accelerometric data. But with
the help of these smart devices, it is also possible to interact
more easily with other electrical devices.

The touch screen interface is still the most widely used
for this purpose today. However, this method may not be
applicable in all situations because of the need to use both
hands. Furthermore, interacting with the small display of the
device may not be comfortable for the user.

There are attempts to recognize hand gestures and use
them for device control, like Apple’s *AssistiveTouch’ feature,
which utilizes accelerometric, gyroscopic, and photoplethys-
mographic data. However, this method limits the appearance
of gestures, that can be recognised.

A signal that is not currently used for these purposes is
surface EMG. The main reason is the complexity of acquisi-
tion, as achieving high recognition accuracy requires precise
anatomical placement of electrodes over the active muscle and
good conductive contact with the skin to suppress noise in the
signal. However, its use could enable the classification of more
complex and natural gestures, enhancing the user experience.
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The focus of this paper is to develop a machine learning
model capable of recognizing hand gestures in real time using
EMG signals obtained from the subject’s wrist. Furthermore,
analysis in terms of the number of channels will be carried out.
This can be used to reduce the number of electrodes, thereby
simplifying data acquisition.

II. DATASET DESCRIPTION

For the purposes of this paper, publicly available dataset
GrabMyo (Gesture Recognition and Biometrics electroMyo-
gram) was used [1]. This database was chosen for many
reasons. First of all, it was the only found database with
records captured from the wrist with such a large number of
participants. This brings us to the second reason for choosing
this database, which is its size. The database measured 43 sub-
jects on three different days, which, as the authors themselves
state, differs significantly from other databases with a similar
focus, where usually is a lack of diversity in days of records
for a single subject. In this database, the lack of diversity is
eliminated by measuring each subject on three different days
(the first session: day 1, the second session: day 8, the third
session: day 29). Other reasons include the high sampling rate,
which was set here at 2048 Hz (more than enough for the EMG
signal with a range of 10-500 Hz [2]).

Fig. 1. Appearance of measured gestures, taken from [1]

Twenty-eight monopolar electrodes were used and were
placed on the subject’s arm according to the acquisition



protocol . The measurement itself then consisted of 16 gestures
+ relaxation (gesture 17). Each gesture was measured during
one session seven times, and the gestures were measured in
random order. These measurements therefore resulted in 3
sessions, including 43 subjects with 7 repetitions for each
gesture. Each repetition then resulted in 28 recordings (number
of electrodes) lasting 5s. The authors of the study then reported
that after each measurement, any errors in the recording (delay,
confusion gestures) were remeasured and replaced, so the
resulting recordings should capture only the required gestures.
These recordings were also preprocessed with a band pass in
the 10-500 Hz region, using a fourth order Butterworth filter,
futhermore network noise was removed using a Notch filter at
60 Hz.

Elbow crease
i Centerline of elbow crease

12 x 8 channels
| forearm setup

1 2x 6 channels
wrist setup

(©) Original electrode numbering

Fig. 2. Electrode location, taken from [1]

ITI. FEATURE EXTRACTION

Object of interest of this paper are mainly the surface EMG
signals obtained from the wrist, and therefore the only signals
from 6 distal electrodes (electrodes number 26-31 according
to “Fig. 2”) located on the subject’s wrist were processed.

A. Preprocessing

In the block diagram in “Fig. 3”, it can be seen how the
signals were processed before the actual extraction of the
features. The first two steps, signal acquisition and filtering,
were already performed by the authors of the database [1]. In
order to achieve a higher SNR (”Signal-to-Noise Ratio”), the
signals from the monopolar electrodes were referenced to the
common average of all electrodes according to the formula:

1 N
szc_NE‘ri ey

This formula describes bringing the value x., captured by a
particular electrode, to a common reference constructed from
the average of the values of all electrodes z;, x; D x.. The
result is processed value of r. N is the number of electrodes
used.
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This method, known as CAR ("Common Average Referenc-
ing”), can reduce noise by up to 30% as reported in [3]]. The
signal prepared in this way was further segmented into sections
of 250ms in length. The segmentation was performed using the
non-overlapping method to avoid repeating information in the
windows. From the 5s signal, 20 non-overlapping segments
were created.

Rereferencing

Signal acquisition H Filtration }-
clectrodes

S . Feature
egmentation R
extraction

Fig. 3. Block diagram of signal preprocessing

B. Features

Features can be categorized based on the signal domain
from which they extract information, namely the time domain,
frequency domain, and time-frequency domain. As noted by
the authors in [4], the most commonly used features for real-
time gesture classification belong to the time domain. This
preference is due to their lower computational complexity,
which results in shorter computation time while maintaining
the same recognition accuracy as features from other domains.
For these reasons, this paper focuses exclusively on time-
domain features.

A total of 25 features were extracted from the time domain,
including Mean absolute value, Waveform length, Zero cross-
ing, Slope sign change, etc. Most of the features used in this
work are described in [4]. After extraction, statistical analysis
of the features was performed, to be specific, Spearman’s
correlation coefficient method was used to determine the
similarities between features (the resulting coefficients can be
seen in the Fig. 4). Based on the results, 6 features were
eliminated from further work because they did not provide any
new useful information. The eliminated features were RMS,
iEMG, MNR, SD, PC and SUD.
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IV. MODEL IMPLEMENTATION

There are a number of classifiers for EMG signal classi-
fication in the literature, and therefore it is very difficult to
choose the best method for solving a specific problem. Studies
that provide an overview of existing solutions such as [4] and
[5] give the reader a slightly more detailed insight into the
problem. Howeyver, it is not easy to compare the success rates
and applicability of each algorithm, as each uses a different
set of flags, recognizes different gestures, and is tested on
a different number of subjects. Among the most frequently
used classification methods are KNN (K-nearest neighbours),
LDA (Linear discriminant analysis) and SVM (Support vector
machine).

After initial testing of these algorithms, even though the
most successful algorithm was SVM, it was decided to use the
LDA algorithm for the purposes of this paper. The main reason
for this is its learning rate, which is highly outperforming the
other mentioned algorithms.

For the purpose of learning the algorithm, the data was
divided into training and testing parts in a ratio of 35:8. This
ratio was chosen because there are records from 43 participants
in the dataset, therefore random 8 participants were not used
for training the algorithm. The remaining 35 participants were
divided into 5 random folds which were then used to perform
cross-validation.

To increase the success rate of the algorithm, outliers in each
feature for a particular gesture were removed from the training
data. These values were replaced with the median value of the
specific group. Additionally, within each feature, the data was
standardized according to the following formula:

2)

where x; is the original data value, p is the mean of the
data, o is the standard deviation of the data and z; is the
standardized value.

The learning of the algorithm was performed in 6 iterations.
In the first 5 iterations, the model was cross-validated with
the given parameters (4 training folds and 1 validation fold).
In the last iteration, the final model was trained from all
available training data (35 participants). The success rate of
this model is then calculated from the average success rate
of the models produced in the cross-validation. At the same
time, the standard deviation of the success rates is calculated
to obtain information on how much the models differed from
each other.

V. RESULTS AND DISCUSSION

Different testing and evaluation procedures were used to
compare the models and their different parameters with each
other.

At first, models were trained using all recording electrodes.
This training was performed in 5 iterations, i.e. in each
iteration all combinations of 2, 3, 4, 5 and 6 gestures consisting
of the original 17 were tested. Of course, the training could
be continued, but due to time complexity the process was
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stopped at 6 gestures (the number of trained models for 6
gesture combinations is 12 376). From this training the 5 most
successful gesture combinations resulted, which can be seen
in table I). These models were then evaluated on the testing
data. It can be seen from the table that there is a decrease in
success rate for the test data, but always at most in the order
of one percent. These variations can be explained by outliers
in the test data, for example.

TABLE I
TABLE SHOWING ACCURACY OF MODELS FOR DIFFERENT NUMBERS OF
GESTURES.
Number | Gestures number Accuracy Test data
of + Accuracy
gestures Standard [%]
deviation
[%]
2 5,17 99.63 + 0.33 | 94.15
3 15, 16, 17 98.46 + 0.43 | 92.59
4 14, 15, 16, 17 95.26 + 1.61 | 86.56
5 11, 14, 15, 16, 17 91.77 £ 2,29 | 83.28
6 7,8, 11, 14, 15, 17 | 86.69 &+ 2.74 | 74.70

In the next step, the gesture combinations from Table 1
were used. Again, the models were trained in 5 iterations,
but this time, the gesture combinations used were the stable
parameter, and the number and combination of electrodes
used were varied. For each combination of gestures, models
were trained with all possible numbers and combinations of
electrodes (resulting in 5 * 63 trained models). From these
models, the most successful combinations with a given number
of electrodes were selected and plotted in Fig. 5 . There it
can be seen how the success rate of the models changes as
recording electrodes are added over time.
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Fig. 5. Trend in success rate depending on the number of electrodes

As expected, the success rate of the model increases as
electrodes are gradually added, but this rise is not linear.
The graph clearly shows that as the number of electrodes
used increases, the difference between the success rates of the
models becomes less and less. This may be due to the fact that
information from different electrodes is repeated and less and
less new information is fed into the system as the number of
electrodes increases, which leaves space for a reduction in the



number of acquisition electrodes used. It can also be seen that
the larger the number of gestures recognized by the model,
the larger the number of electrodes must be for successful
recognition.

However, the results in Fig. 5 do not tell us anything about
which electrodes carry the most information, or whether it
varies depending on the gestures. For these purposes, another
series of model training was performed. This time 17 groups of
models were trained specifically targeting each of the gestures
(the model recognizes 2 groups : 1 - specific gesture, 0 - all
other gestures). Due to the disproportion of the classification
groups (1:16), some records were randomly omitted from the
second group, so that this disproportion would not affect the
success rates of the models.

The models were then ranked according to their success
rate from highest to lowest. A scoring system based on
the difference in success rates between combinations was
introduced to rate the electrodes and then compare them with
each other. If a given electrode was present in a combination
of a certain success rate, a certain number of points was added
to its score according to the following formula:

N
Electrode score = Z (1

i=1

MaxA — CurA 3)
MaxA — MinA

where N is the number of combinations where a given
electrode occurs (32), MaxA and MinA correspond to the
maximum and minimum success rates of the models for a
particular gesture, and CurA is the currently evaluated model.

In Fig. 6, we see the percentage of points achieved com-
pared to the maximum possible score for individual electrodes
and individual gestures. Here we can see that the importance
of the electrodes varies for different gestures. This fact is
probably mainly due to the fact that different muscles of the
forearm are involved in different gestures, and thus important
information is captured in different parts of the wrist.
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Fig. 6. Electrode scores for individual gestures

In Fig. 7 we can then observe the comparison of the
individual electrodes with each other according to the averaged
differences between the electrodes. It can be seen that on
average electrode 1 carries the most information, followed by
electrodes 6 and 5. With less information are electrodes 4, 2,
and 3. According to this order, it should therefore be possible
to proceed with the reduction of acquisition electrodes with
the least decrease in classification success.
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Fig. 7. Final electrode score

VI. CONCLUSION

The aim of this work was to create and compare machine
learning classification models with different parameters. In
particular, the possibility of reducing the acquisition electrodes
while maintaining a high classification success rate was in-
vestigated. The trained models using all available recording
electrodes achieved high success rates with a decrease on the
testing data, caused primarily by the occurrence of outliers.
Further analysis of the information content of each electrode
then provides a detailed picture of the effect of each electrode
on classification success in general and in relation to specific
gestures.
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Abstract—This work focuses on a design of nanosatellite and
its communication system with use of solely Commercial Off-
The-Shelf (COTS) parts. Aim is to construct an operational
model according to CubeSat standard, capable of capturing and
transmitting imagery along with telemetry. Satellite is expected to
respond to ground station’s commands. Regulations constraining
satellite from the point of orbital lifetime and usage of available
spectrum are being discussed here. Also requirements for suitable
frequency band and transmission itself are explained, providing
downlink and uplink requirements for the RF circuitry. Except
transceiver, attention was paid to on-board computer, camera
and power system.

Index Terms—CubeSat, nanosatellite design, communication
systems, data and imagery processing, RF design

I. INTRODUCTION

The development of conventional satellites is not only astro-
nomically expensive, but also very time consuming to ensure
great longevity and reliability of the spacecraft. However, not
all missions demand such qualities of their craft, nor have
unlimited budget — universities, for instance. This is exactly
why concept of nanosatellites rose on popularity, as many
components used are Commercial Off-The-Shelf parts. Also
the satellite itself is delivered to its desired orbit as secondary
payload of much larger project, which lowers overall costs
even more.

Point of this work is to provide reader with insight of
construction processes, although durability testing, thermal
control or solar panel power supply are not discussed here,
as they exceed already wide scope of this work.

Many design’s procedures follow its manufacturers recom-
mendations. RF design was additionally backed up by simula-
tions performed in ANSYS Electronics desktop environment
to guarantee proper functionality of system.

II. SATELLITE ORBIT

The mechanical design was already standardized by Cal-
ifornia Polytechnic State University, San Luis Obispo and
Stanford University’s Space Systems Development Lab in
1999 [1], today known as CubeSat standard. The CubeSat
Handbook [2] provides overview of standardized procedures.
It is highly recommended to follow these to avoid design er-
rors or complete system failures. Compliance with deployers’
terms is another reason why standards have to be followed.
Many, not if all, satellites’ deployers have their dispensers
constructed to contain spacecraft of standardised dimensions
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only. For purpose of this work, 1 U configuration was selected,
constraining maximum mass to 2 kg. This hypothetical mission
takes place on Low Earth Orbit (LEO), for sake of simplicity.

To minimize ongoing pollution of space near Earth (”space
debris™) [3], the Federal Communications Commission (FCC)
has issued a 5-year rule for deorbiting satellites [4] [5], which
means that satellite has to decrease its altitude below 50 km
within 5 years after finishing its primary mission on LEO.
According to data from Analysis and comparison of CubeSat
lifetime [6] a 1 U satellite orbiting at altitude of 500 km will
comply with such a regulation only if satellite itself will not
be heavier than 1.897kg. Such a result was deduced from
the analysis by linearly approximating the data describing the
effect of 1 U satellite’s mass on its orbital lifetime. Influence
of other factors, such as drag area or solar radiation reflection,
is not only negligible in LEO in contrast with mass, but also
they do not prolong the lifetime. More precise data could be
simulated in e.g. Systems Tool Kit (STK) software if required.

III. LINK BUDGET
A. Maximum transmission distance

Valid link budget has to be calculated for the least
favourable conditions of transmission, i.e. the longest path.
Figure (1) shows a model situation of transmission path
between ground station (GS) and a satellite (SAT) with respect
to the centre of the Earth (CE). Considering the Earth as
perfect sphere of radius 6378 km defines distance c. Satellite’s
altitude was said to be around 500 km, then distance
a = 6878 km. Angle « represents an elevation angle, assume
then an empiric value of 5° as ground station can be sur-
rounded by obstacles blocking the signal path. Consequently,
the angle between CE and SAT equals to o’ = 95 °. Finally,
the maximum distance b was calculated by solving the system
by applying the law of sines, resulting in distance of 2077 km.

B. Frequency band selection

Selection of frequency band has to be done with respect to
the International Telecommunication Commission (ITU) and in
case of this work with respect to the Czech Telecommunication
Office (CTU) as well. It was found out that for a real space
mission, it would be appropriate to allocate custom frequency
band that would allow radiation of higher magnitudes, oth-
erwise additional low noise amplifiers onboard the satellite
would be required. Testing of this module will be measured
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Fig. 1. Model of geometrical relation between satellite, ground station and a
centre of the Earth

over relatively short distances, therefore the use of Industrial
Scientific and Medical (ISM) band is convenient as it allows
unlicensed operation by limiting maximum Effective Radiated
Power (ERP) to 10mW, bandwidth to 250kHz and duty
cycle to 10 % per hour [7]. Specifically, the 434 MHz band
was selected, because of low Free Space Path Loss (F.SPL,
discussed later) and also because it is recognized by ITU as
radio-amateur band in all three regions [8].

C. Link budget calculation

The link budget was calculated with a guidance from
Satellite communications systems, techniques and technology
[9]. Note that calculation is performed only from a point of
”gains and losses”. Noise analysis is not included here, as
many parameters are unknown and their rough approximation
would not prove useful in broader perspective whatsoever.
First, the F’'SPL can be calculated as

2
LFSP = 1010g l(%) ‘| =

A - 2077 - 103 - 434 - 106 2 (1)
= 10log 3108 =

= 151.5dB,

where f is frequency and c is speed of light. Next, ERP was
recalculated to Equivalent Isotropically Radiated Power
(EIRP) [10].

101073

FEIRP = ERP +2.15 =10log (103

) +2.15 =
=12.15dBm
2
Magnitude of received power can be calculated by equation

PTX . GTmaw 1
Lr-Lprx Lps-La Lg-Lrrx-Lpor

GRmax

3)

Prx =
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Since this is just a prediction of system’s behaviour, it is
necessary to estimate losses and gains which would normally
require measurement. First fraction in (3) represents already
calculated EIRP, which on contrary will help to determine
required magnitude of transmitter’s input power Prx later
on. Aside from power requirement, also other variables are
included here.

o Mismatch losses Lt are considered negligible as theoret-
ically omnidirectional (half-wave dipole) antenna will be
used,

« assume that gain of antenna is G4, = 0dBi,

o feeder loss estimated Lr7x = 1dB.

Second fraction represents medium losses, meaning attenua-
tion of transmission channel’s environment - attenuation of the
atmosphere L 4 is negligible for given frequency [2].

Last fraction describes power level at receiver side, which
was estimated in similar manner as for the transmitter, except
polarisation losses Lpor. While satellite’s transceiver is as-
sumed with linear polarisation, the ground station is supposed
to work with circular polarization for the best compatibility
between them. This may introduce higher polarisation losses
of 3dB [9], but can ensure communication even if satellite
starts to rotate. Of course, since a real dipole does not have
perfectly omnidirectional radiation pattern, signal will be lost
during times, when dipole’s centreline is orthogonal to the
ground station antenna’s plane.

By applying said estimates and expressing (3) logarithmi-
cally, new form of equation can be obtained

Prx — EIRP-L =
= FEIRP—(Lprx + Lrsp + Lrrx + Lpor) = (4)
—12.15-(1 + 151.5+ 1 + 3) = —144.35 dBm.

Result of this equation dictates requirement on receiver’s
sensitivity, however such a low power level would be a
great challenge to detect. This is the reason why a real
mission would require custom frequency band allocation from
a point of maximum radiated power or sophisticated low noise
amplifier onboard the satellite, as mentioned earlier. Inspired
by parameters of 443 MHz band [11], which allows maximum
ETRP of 42.15dBm. A hypothetical ground station would be
constructed with antenna (or antenna array more likely) that

has gain of 15 dBi, excited by power less than
PZI"X = EIRP' + Lprx — G,Tmaac = (5)
=42.15+1— 15 = 28.15dBm.

Which are completely feasible parameters. Such a upgrade
would result in acceptable value of Ppy = —114.35dBm
(uplink).



IV. TRANSCEIVER DESIGN

As a transceiver, the Si4468 chip was selected. It has lower
sensitivity than LoRa SX1262, but provides up to 1 Mbit - s~
data rate, which is convenient for imagery data transfer. Si4468
can transmit up to 20 dBm and receive with sensitivity as low
as —133dBm [12]. From range of modulation the Gaussian
Frequency-Shift Keying (GFSK and 4GFSK) will be used.
Note that the 4-level modulation exhibits lower receiver sensi-
tivity [13]. Parameters of communication channel and their
variation over the shortest and the furthest communication
paths are summarized below for uplink (I, IT) and for downlink
{1, 1v).

TABLE I
MAGNITUDE OF RECEIVED UPLINK POWER FROM DISTANCE 500KM
GFSK 4GFSK
Sens. R Prx Sens. R Prx
[dBm] | [kbit-s~!] | [dBm] | [dBm] | [kbit-s~!] | [dBm]
-133 0.1 31.98 -127.5 0.2 26.48
-110 40 8.979 -104.5 80 3.479
-106 100 4.979 -100.5 200 -0.5210
-98 500 -3.021 -92.5 1000 -8.521
TABLE II
MAGNITUDE OF RECEIVED UPLINK POWER FROM DISTANCE 2077KM
GFSK 4GFSK
Sens. R Prx Sens. R Prx
[dBm] | [kbit-s~!] | [dBm] | [dBm] | [kbit-s~!] | [dBm]
-133 0.1 19.61 -127.5 0.2 14.11
-110 40 -3.390 -104.5 80 -8.890
-106 100 -7.390 -100.5 200 -12.89
-98 500 -15.39 -92.5 1000 -20.89
TABLE III
MAGNITUDE OF RECEIVED DOWNLINK POWER FROM DISTANCE S00KM
GFSK 4GFSK
Sens. R Prx Sens. R Prx
[dBm] | [kbit-s~!] | [dBm] | [dBm] | [kbit-s~!] | [dBm]
-133 0.1 43.83 -127.5 0.2 38.33
-110 40 20.83 -104.5 80 15.33
-106 100 16.83 -100.5 200 11.33
-98 500 8.829 -92.5 1000 3.329
TABLE IV
MAGNITUDE OF RECEIVED DOWNLINK POWER FROM DISTANCE 2077KM
GFSK 4GFSK
Sens. R Prx Sens. R Prx
[dBm] | [kbit-s~1] | [dBm] | [dBm] | [kbit-s~!] | [dBm]
-133 0.1 31.46 -127.5 0.2 25.96
-110 40 8.460 -104.5 80 2.960
-106 100 4.460 -100.5 200 -1.040
-98 500 -3.540 -92.5 1000 -9.040

It is obvious that negative magnitudes of received power
cannot be detected by current Radio Frequency (RF) circuit.
Documentation states that BER < 0.1% (Bit Error Rate)

for GFSK modulation and PER = 1% (Packet Error Rate)
for 4GFSK modulation are achievable. Communication will
be set according to situation, depending on requested channel
throughput while also complying with ECSS-E-ST-50-05C
standard [14], which states that the received signal should be
having at least 3dB power margin.

In terms of hardware, sharing one antenna for uplink and
downlink is convenient not only from financial perspective,
but also because of limited space onboard the satellite. For this
purpose a pair of PIN diodes was implemented as RF switch
inspired from [15]. Figure (2) shows such a switch, controlled
by the SI14468’s GPIO (General Purpose Input/Output) pin.
It works in “Transceiver mode” when current flows through
PIN diodes, otherwise stays in “Receiver mode”, waiting
for commands. Since transceiver will be receiving most of
the time, this feature provides significant power savings.
Transceiver’s GPIOs can drive maximum current of 5mA,
for which numerous simulations on FR4 board (e, = 4.4)
were done. Circuit is adapted for possibility of higher driving
current from MOSFET switch, although this feature will not
be initially used. It rather serves as a reserve in case of future
testing and upgrades. More importantly, specific components
were used to match the system to 50 2 impedance. Additional
harmonic components generated by RF switch’s nonlinearity
are filtered by 3™ order Chebyshev low-pass filter(s) [16].
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Fig. 2. Excerpt from the schematic of RF circuit, the RF switch section

Mentioned 1 Mbit - s~ data rate is doable, because of the
wide bandwidth available in the 434 MHz band. This topic
is explained on Noise, Data Rate and Frequency Bandwidth
website [17]. If bandwidth B and symbol keying M is known,
then from (6) theoretical maximum data rates of GFSK (7) and
4GFSK (8) modulations in given band can be obtained.

R=2B 10g2 (M) (6)
Rersx =2-25-10" - log, (2) = 0.5Mbit -5~ (7)

Rigpsx =225 10" -log, (4) = 1Mbit s~ (8)



V. ONBOARD COMPUTER

Based of its popularity and successfully passed radiation
testing [18] the STM32H7 series of microcontroller (MCU)
will be used as onboard computer. High clock frequency of
280 MHz, Integrated Direct Memory Access (DMA), which
manages data flow without extensive interruption(s) and Dig-
ital Camera Interface (DCMI) are major advantages as well.
The STM32H7A3VIT6 model was picked for its spacious
RAM of 1.4 MB and FLASH of 2 MB, hence external memory
is not required.

Program flashing is handled by Trace Asynchronous Serial
Wire Debug by connecting external ST-Link programmer &
debugger. Access to console application for direct command-
ing can be also done by connecting PC to USB-B micro
receptacle.

VI. CAMERA MODULE

An OV7670 camera module will be used to capture imagery.
Camera is powered through MOSFET switch controlled by
GPIO pin from MCU to provide safe current level (GPIO
protection). Connection is handled by DCMI peripheral that
manages image transmission — synchronisation, image storage
through DMA etc. Microcontroller communicates with camera
though I2C bus. After successful image capture the camera is
shut down to reduce overall system consumption.

Appropriate setting is done by library, that has been writ-
ten to support black-and-white (YUV) and colour (RGB565)
imagery capture. This library was already tested with said
camera module and NUCLEO-H7A3ZI-Q development board
and proved to be fully functional. Supported resolutions are:

e VGA (640x480),

o CIF (352x288),

« QVGA (320x240),

o QCIF (176x144).

In case of YUV, only the luminescence component will be
send, which significantly lowers throughput of communication
channel. More information towards camera’s capabilities can
be found in its documentation & implementation guide [19].

VII. POWER SYSTEM

When all peripherals are running, consumption of major
components is estimated to 268 mA. To supply systems of the
satellite a pair of 18650 batteries was implemented, as well as
their protection and charging circuitry via USB-C receptacle,
allowing fast battery charging with 5V and 2 A. System is then
provided with voltage of 3.3V regulated by switched DC/DC
convertor.

VIII. CONCLUSION - SYSTEM OVERVIEW

In this work, nanosatellite systems and their constrains
were discussed. Each system is constructed with respect to its
manufacturer’s recommendations. Additionally, all parts that
are exposed to direct contact with operation personnel are
provided with an Electrostatic Discharge (ESD) protection.
Satellite itself was divided into 3 sections: onboard computer,
power system and RF system. Boards following the PC/104
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form factor are stacked on top of each other and connected
by spacers positioned in the corners of each board. Camera
and antenna are connected externally aside from boards, on
opposing sides of the satellite.
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Abstract—This paper deals with troubleshooting and moni-
toring of industrial networks. It describes possible problems
of deploying a network monitoring system in an industrial
environment. The proposed solution, described in this paper,
demonstrates the edge computing paradigm, which is also shortly
introduced. The solution has been developed on the Cisco IE3400
network switch, and tested on live Profinet traffic and real
industrial networking equipment.

Index Terms—Edge computing, industrial networks, traffic
monitoring

I. INTRODUCTION

Industrial networks are — from a networking standpoint — a
highly sensitive environment. They are very demanding, espe-
cially in terms of delay, quality of service, and reliability [1].
With the introduction and implementation of the Internet of
Things (IoT) and the Industrial Internet of Things (IIoT) into
industrial manufacturing, these networks are becoming more
and more complex.

Consequences of a potential issue can be, in this kind of
environment, quite far-reaching. Possible loss of communica-
tion between devices could lead to a shutdown of production,
which could cause financial losses for a company. It is highly
desirable for any issues to be solved promptly. This can put a
lot of pressure on network administrators who are responsible
for error-free operation.

Troubleshooting a complex network can be a challenging
task. The key to a swift problem-solving process is having
enough information about the issue right from the beginning.
This could be achieved by deploying a monitoring system into
the network infrastructure. But, as was said in the beginning,
industrial production is an atypical environment.

Incorporating a new piece of hardware into an existing
infrastructure often means dealing with the SWaP problem.
The SWaP abbreviation stands for size, weight, and power.
In this context, it means that every piece of hardware has its
size and weight, and it needs its own mounting point, as well
as a power source. These conditions are not met easily in an
industrial hall full of production lines.

A system designated to be used in an industrial environ-
ment should be certified to work in harsh conditions, which
increases the price of such hardware.
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II. THE CONCEPT OF PROPOSED SOLUTION

The solution presented in this paper builds on the follow-
ing idea: Implementing the monitoring system right into the
networking infrastructure. This allows for new functionality to
be added to the already existing network, without the need for
new hardware. This approach avoids the SWaP problem and
decreases the overall price of the solution.

There are 2 goals to be achieved:

1) Implement a simple traffic monitoring application, that
uses predefined filters to generate alerts when a problem
is detected and creates records of this communication for
later manual analysis.

2) Give administrators a traffic capturing tool to help with
network troubleshooting, e.g. detection of data flows,
increasing visibility into the network.

This concept builds on the edge computing paradigm.

A. Edge Computing

The main idea behind this concept is that data are processed
near their source — near the place they are generated, rather
than being sent to the cloud for processing. This way allows
for lower latency, faster response times, and higher reliability.
Not sending data to the cloud leads to reducing network load
and bandwidth requirements [2].

Edge computing is a distributed computing architecture,
which involves deploying edge devices throughout the net-
work. Edge devices do the real-time processing of the data
and only send the necessary data to the cloud [2].

This concept was also implemented in the industrial en-
vironment. Smart factories can generate massive amounts of
data. Sending all the data to the cloud for processing would
put excessive load on the network and increase the delay [3].
That is why edge devices with sufficient computing power are
used for local data processing and also immediate decision-
making [3].

For example, in smart factories, the end devices can be
different types of machines, robots, and other equipment.
These devices use sensors to collect parameter data while in
operation [4]. Smart manufacturing can benefit from local real-
time data processing by having better production control and
maintenance [4].



B. Solution Outline

Fig. 1 shows an example of a simplified industrial network
topology. The robotic arm and sensor are examples of end
devices, controlled by a programmable logic controller (PLC).
Human machine interface (HMI) is a device mainly used for
commissioning, diagnostics, and visual representation of data.

Connection to
wider network

EIRIEIRIEN Switch
Robotic arm
(end device)

(9)

Sensor
(end device)

PLC

Fig. 1. Example of simplified industrial network topology.

As can be seen from fig. 1, the communication between
the PLC and a device controlled by the PLC runs through the
network switch. Also, the network switch is often the device
nearest to the end devices. If it is powerful enough, it can be
used as an edge device for some kind of data processing. The
proposed solution is built on this idea.

III. THE EQUIPMENT AND TECHNOLOGIES USED

The discussed solution was developed and implemented on
the Cisco IE3400 switch, which can be seen in fig. 2. Cisco
is a leading vendor of networking devices, and the IE3400 is
one of the most advanced switches in its Industrial Ethernet
series.

It also supports an application hosting framework, which
allows for external applications to be run directly on the
switch, and it is powerful enough to handle both functions
at the same time — network switching as well as running an
application.

There are several industrial communication protocols, but
the proposed solution focuses on Profinet, which is an indus-
trial communication networking standard, built upon industrial
Ethernet.

There are 2 main technologies on which the proposed
solution is built — Cisco I0x and Docker.

These 2 technologies are used together to build a standalone
Linux container that is deployed and run directly on the switch.
A simple traffic monitoring app is then run inside the container.

A. Docker

Docker is an open platform, which allows for application
management. Docker can be used to package applications and
all their dependencies into an isolated container. This way, the
packaged application has everything it needs to work and is
not dependent on software installed on the host. Containers
are a fast and lightweight means of virtualization [5].
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Fig. 2. The Cisco IE3400 network switch.

B. Cisco 10x

Cisco IOx is an environment used for application devel-
opment and their deployment to Cisco networking devices
[6]. Most platforms supporting IOx run a newer version of
operating system called I0S XE. The architecture of this
system allows Linux containers and virtual machines to be
hosted on the device [7].

Every I0S XE platform has specified the amount of hard-
ware resources that are available for application hosting. These
resources are reserved for applications and do not interfere
with the normal operation of the device, protecting the perfor-
mance [7].

IV. CONTAINER ASSEMBLY

The first step in the process of deploying a container to the
switch is the assembly of the Docker container itself. Alpine
Linux, which is a minimal and lightweight Linux distribution,
was chosen as the base image for the container. With the
help of Dockerfile, this image was further modified. Several
packages were installed, including the Python programming
language interpreter and package manager, components for
Secure Shell (SSH) and Secure File Transfer Protocol (SFTP),
as well as components for Network Time Protocol (NTP)
and tshark — a terminal version of the Wireshark network
protocol analyzer.

The container was further customized via a simple Linux
script. This script was used to create a directory structure,
configure NTP, and SSH access.

The container is uploaded and installed to the switch in the
form of a .tar archive. To create this archive, one more file
needs to be created.

A. The generation of archive

The file needed for the creation of a .tar archive from
a Docker image is package.yaml. This file specifies an
application identifier and type of application, network inter-
faces, CPU architecture, and hardware resources. In this case,



the default resource profile was used, which allocates 20% of
resources available for application hosting to the container.
The archive itself can be generated from the Docker image
using the ioxclient command-line tool, which is available
at Cisco’s official websites. This tool interacts with the I0x
environment on the targeted platform, in this case, the IE3400.

V. CONTAINER DEPLOYMENT

After the archive is ready, it can be deployed to the switch
with an enabled IOx environment. The ioxclient can be
used to upload and install the container to the switch.

To ensure connectivity and proper operation of the con-
tainer, there are 4 more things to be configured on the switch:

1) The network properties of the container itself.

2) The AppGigabitEthernetl/I interface, which is an inter-
nal interface used for connecting deployed containers to
the network.

3) Monitor session, which makes the switch copy the
communication on the physical interfaces, and send it
to the container for analysis.

4) NTP service.

The networking configuration utilizes the concept of Virtual
Local Area Networks (VLANS).

A. Container Configuration

The main goal of the container is to analyze communication
and send out alerts. To do so, the container has 2 network
interfaces. One of the interfaces is placed in the management
VLAN and has a statically assigned IP address. This interface
allows the container to actively communicate, send alerts, and
make SSH or SFTP connections. The other interface is placed
in the Remote Switch Port Analyzer (RSPAN) VLAN and
allows the container to receive communication. This interface
does not need an IP address, as it is only used to receive
communication for analysis.

B. Interface Configuration

The application interface is configured as a trunk port,
which means that it can forward traffic from multiple VLANS.
In this case, the interface will be forwarding traffic from the
management and RSPAN VLANs and also the VLAN that the
monitored ports are assigned to.

This interface also has a native VLAN configured, so that
all traffic meant for the container has a VLAN tag.

C. Monitor Session Configuration

In order for the switch to copy all communication and send
it to the container, there has to be a monitor session configured.
The monitor session copies traffic from a VLAN with physical
ports assigned and sends it to the RSPAN VLAN.

D. NTP Configuration

The container creates records of communication and sends
out alerts. All this information is timestamped, and so it is
important for the container to have the accurate time set. This
can be achieved with the NTP. In order for the container to
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be dependent only on the switch and not on other resources, a
simple hierarchical architecture was implemented. The switch
itself acts as an NTP client and synchronizes itself with a
public NTP server. It then acts as an NTP server and allows
the container to synchronize with the switch. For this reason,
there is a loopback interface created on the switch.

VI. THE TRAFFIC MONITORING APPLICATION

The main objective of the application is to monitor com-
munication passing through and look for issues based on
predefined filters. If a problem emerges, the application will
create a record of the communication and generate an operative
notification.

In Profinet, the network packets warning about an issue are
called alarms. These packets trigger the filters and cause the
generation of notifications and communication records.

The idea behind the application is that when an issue occurs,
a notification is generated. The operator knows about the issue
and can connect to the container and, using SFTP, securely
download a record of the communication. This record can then
be manually analyzed, which should give valuable insight into
the situation and help with the problem-solving process.

Communication records are saved in a .pcap file format.
This format is used by the Wireshark network protocol ana-
lyzer. This tool is often used in network troubleshooting, espe-
cially when troubleshooting industrial networks. Notifications
are sent using the syslog protocol to a syslog server.

To capture and analyze packets, the application utilizes the
Scapy packet manipulation Python library.

VII. TESTING

The solution discussed in this paper has been tested on real
Profinet traffic in a lab, as shown in fig. 3. The IE3400 can
be seen in the bottom left corner. On the DIN rail stand, there
is the InduSol PROFINET-INspektor, which does a deep-level
analysis of a Profinet network, as well as InduSol PROmesh
switches. The other equipment is the Siemens Simatic S7-1500
and VIPA CPU M13C PLCs, the VIPA SLIO X1, which acts
as a Profinet 10 device, and the Weidmiiller u-remote.

The test, which took place in a time window of about 2
hours, was focused on the 2 most common scenarios — an
IO module disconnecting from its controller and the network
being overloaded.

Disconnecting the IO module was easy to simulate. Fig-
ure 4 is a screenshot from the InduSol PROFINET-INspektor,
and it shows all the devices connected to the network. The
single device shown in red is the inactive (disconnected) X1
module. The application correctly generated notifications and
communication records triggered by alarm packets.

Overloading the small network was achieved by broadcast-
ing multiple multimedia streams to multicast addresses. These
streams flooded the network and, together with the 1 millisec-
ond interval of Profinet cyclic data exchange, the network was
overloaded. Time requirements for Profinet communication
have been breached, which caused the generation of alarm



Fig. 3. The network on which the solution was tested.
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Fig. 4. Device pane from the InduSol Inspektor.

packets. The application still behaved correctly under these
conditions.

An example of the communication records created by the
application during testing can be seen in fig. 5. There are 3
things highlighted in the picture:

1y

2)

Name of the file includes the date and time of creation.
The multimedia multicast stream, used to forcibly over-
load the network.

The captured alarm packets, that triggered the creation
of the file.

3)
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Fig. 5. Communication record example opened in Wireshark.
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The hardware resources allocated to the container were
sufficient for the container to analyze traffic and work properly
for the whole test. The container CPU utilization did not
exceed 35%, as can be seen in fig. 6, which means that the
computation power reserved for the hosted application on the
IE3400 is not insignificant.

simonremper — ssh appuser@192.168.2.10

2247296K cached
0% sirq

: 3569276K used, 394312K free, 129032K shrd, 380316K buff
p : 16% usr 4% sys 0% nic 71% idle 6% io 0% irq
f'Load averag 1.10 1.16 1.11 5/338 186
»
47 root S 107m 3% 2 11% python3 main.py
40 root 2128 0% 0% sudo su
38 root 1300 0% 0% dropbear -F
41 root 2124 0% 0% sudo su
54 appuser 1792 0% 0% -sh
39 appuser 1788 0% 0% -sh
42 root 1788 0% 0% sh
186 appuser 1720 0% 0% top
52 appuser 1468 (3 0% /usr/lib/ssh/sftp-server
53 1 root 1300 0% 0% dropbear -F
1 root 1300 0% 0% dropbear -F
0@ root 1272 0% 0% dropbear -F

CWOEONWNNWN L

Fig. 6. Output of the top command executed on the container.

VIII. CONCLUSION

This paper describes a traffic monitoring tool, intended for
industrial networks, and walks through the deployment of such
a tool. The proposed solution builds on the edge computing
concept and utilizes the application hosting capabilities of the
IE3400 network switch. Together with the Docker platform, a
lightweight container was built and deployed to the switch.

The solution described in this paper is meant to be an
additional tool that helps network administrators with network
visibility and troubleshooting. It utilizes and builds upon
known and used tools and technologies, such as Docker,
the Linux operating system, and Wireshark. The aim of this
approach is to make the solution open, customizable, and easy
to use.

Testing of the solution has shown that this concept is appli-
cable, and the results achieved can be considered a success.
The application worked correctly throughout the entire testing
period and did not cause any problems. It also correctly
identified alarm packets, and created records and notifications
as intended.
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Abstract—This paper deals with the design and implementa-
tion of a measurement system for the long-term monitoring and
evaluation of a Long-Range (LoRa) radio links in the 2.4 GHz
band. The measurement system is based on the SK-iM282A
development module, which operates in the 2.4 GHz band.
An appropriate software solution is proposed and implemented
for seamless data collection and further offline data analysis.
The correctness of the proposed concept has been experimentally
tested for two different LoRa signal configurations in an indoor
environment. Preliminary results show different performance of
LoRa in different scenarios.

Index Terms—LoRa, IoT, 2.4 GHz, ISM band, transmission
scenario, SK-iM282A, Raspberry Pi

I. INTRODUCTION

Long-Range (LoRa) is a proprietary protocol that belongs
to the family of Low Power Wide Area Network (LPWAN)
technologies and primarily targets Internet-of-Things (IoT)
applications. LoRa was developed to enable low data rate
wireless communication with a high link budget, even in noisy
transmission environments. Its use for various applications in
the 2.4 GHz Industrial, Scientific and Medical (ISM) band has
been reported in [1] — [4]. However, long-term monitoring and
measurement of LoRa-based radio links in the 2.4 GHz license
free band have received little attention. The main purpose
of this paper is to introduce a simple measurement system
suitable for this purpose.

This paper is organized as follows. Section II provides
a brief description of LoRa technology, including its key
properties, signal configurations, and the potential benefits of
extending LoRa to the 2.4 GHz band. Section III describes the
main hardware (HW) components used for the implementation
of the measurement setup, along with the software (SW) used
to configure the LoRa radio modules. In Section IV details the
test measurements conducted for three different LoRa signal
configurations in an indoor environment, followed by a brief
evaluation of the results. Section V concludes this paper.

II. LORA TECHNOLOGY

LoRa utilizes Chirp Spread Spectrum (CSS) modulation.
Wireless data transmission is influenced by several key factors,
primarily signal attenuation and interference.

This work was supported by the BUT project no. FEKT-S-23-8191.
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Signal attenuation refers to the gradual weakening of the signal
as the distance between the transmitter (TX) and receiver (RX)
increases, leading to a degradation in transmission quality.
One of the most common causes of signal loss is free-space
propagation (F'SPL), where attenuation is quantified as [5]:

FSPL (dB) = 20 - log (‘”;df> , (1)

where d is the distance between the TX and RX, f is
the frequency and c is the speed of light in a vacuum. In
addition to free-space loss, signal degradation can also result
from reflections and diffraction caused by obstacles in the
environment. Interference arises when the transmitted signal
overlaps with other radio signals in the same radio frequency
(RF) band or when multi-path propagation occurs [5].

A. LoRa modulation

LoRa enhances the sensitivity of RXs and improves their
resistance to frequency shifts. The RX can often decode signals
below the noise level and is very resistant to multi-path
propagation. To establish a successful connection between two
or more devices, they must have the same signal configuration.
The signal configuration of LoRa is defined by parameters:

e Bandwidth (BW) — together with the spreading factor
(SF), it influences the transmission rate and RX sensitiv-
ity. With higher BW, the transmission rate increases, but
reduces both maximum communication range between
TX and RX decreases, and the RX’s sensitivity [7].

o Spreading Factor (SF') — determines the rate of frequency
change in the chirp signal. As higher SF' increases the
maximum transmission range and RX sensitivity, but at
the cost of significantly higher power consumption. The
SF also represents the number of bits transmitted per
symbol [7].

e Code ratio (CR) — LoRa uses Forward Error Correction
(FEC) to enhance robustness against transmission errors.
The CR is expressed as a fraction (e.g., 4/5), where the
first number represents the number of useful information
bits, and the second number represents the total number
of transmitted bits. A higher C'R results in longer trans-
mission times but increases the likelihood of correctly
decoding the message [7].



B. LoRa in the 2.4 GHz ISM band

Since 2017, LoRa-based wireless links can be also operated
in the 2.4 GHz ISM band. This license-free band extends the
range of possible signal configurations for LoRa technology,
as listed in Table I. Thanks to its flexible signal configuration,
LoRa-based protocols can be applied in a wider range of fields,
including industrial machinery [1]. LoRa devices operating in
the 2.4 GHz ISM band are not subject to transmission time
constraints. However, the higher frequency limits their suitabil-
ity to shorter-range data transmissions, as higher frequencies
are more susceptible to attenuation and absorption by the
surrounding environment. For LoRa devices, the transmitted
power is limited to EIRP =10dBm [8].

TABLE I
POSSIBLE LORA SIGNAL PARAMETERS IN 2.4 GHz BAND

Bandwidth [kHz] 203, 406, 812, 1625
SF 5,6,7,8,9,10, 11, 12
CR 4/5, 4/6, 411, 4/8

III. HARDWARE AND SOFTWARE
A. SK-iM282A development module

In this work, the SK-iM282A development module', de-
veloped by Wireless solutions, is used to create LoRa-based
wireless links. The kit includes two development modules,
two external antennas with SMA connector and a USB flash
drive containing the necessary documentation and SW. The
development module features the IM282A-L radio module,
which supports Frequency Shift Keying (FSK), Long Range
Communication (FLRC), and LoRa modulation [7], [9].

B. WiMOD LR Studio

The SK-iM282A development kit also includes configu-
ration SW, WiMOD LR Studio, which provides a graphical
user interface (GUI) [1] for setting up key parameters such
as modulation type, center carrier frequency, device address,
transmission power, and active receiver time. In this study,
WIMOD LR Studio is specifically used to configure the
individual radio modules before starting the measurements.

C. Measurement setup

The block diagram of the proposed and implemented mea-
surement system for large-scale LoRa communication mea-
surements is shown in Fig. 1. To manage the measurements, a
C++ program was developed using the library provided by the
SK-iM282A module manufacturer in the documentation. This
library was extended with the Radio link test functionality,
which serves as the core of the whole measurement process.

The Radio link test function can perform a predefined
number of measurements or repeat measurements until stopped
by the user. During each measurement, a device connected to
a Raspbery Pi transmits a packet of a predefined size to a
remote device.

Uhttps://wireless-solutions.de/products/sk-im282a/
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Fig. 1. Block diagram of the measurement system
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Fig. 2. Diagram of Radio link test [11]

Real Time Clock (RTC) module is used to automate the
acquisition of the exact time for the measurement records.
It is connected to the Raspberry Pi via the I2C bus. The
radio module connected by USB cable to the Raspberry Pi
single board computer is called Local, the remote module
is called Peer. The modules store the number of packets
sent and received in their memory. Upon receiving a packet,
the remote device measures the signal strength (RSST) and
signal-to-noise ratio (SN R). It then responds with a packet
containing its RSSI, SNR, and the number of packets sent
and received. Once the local device receives this response,
it also measures its RSSI and SNR. All recorded values
are then transmitted via a USB interface to the Raspbery Pi,
where they are processed and saved to a file. This measurement
process is repeated periodically, as illustrated in Fig. 2.

IV. TEST MEASUREMENTS

Two long-term measurements were conducted using the
developed measurement system to test the functionalities of
both HW and SW. These test measurements took place in an
indoor environment, with the distance between the TX and
RX set at ~5m. The devices were not in direct line-of-sight
(LOS). The placement of the radio modules and their labels
are shown in Fig. 3.

Measurements were performed using different signal config-
urations, listed in Table II, representing fast and slow data



Fig. 3. Radio module locations for test measurements

TABLE I
LORA SIGNAL CONFIGURATIONS FOR TEST MEASUREMENTS

Bit-rate SF | BW[kHz] | CR
Fast (152 kpbs) 6 1600 4/5
Slow (0.6 kpbs) | 12 200 4/8

throughput for the LoRa link. The transmitted power was
set to 8dBm, and the center frequency was 2.444 GHz.
The measurement environment (room) was also covered by
a Wi-Fi signal operating on channel no. 6, corresponding to
the frequency range 2.427 GHz to 2.447 GHz, which could
potentially interfere with the LoRa signal.

A. Slow bit-rate

Figure 4 shows the RSSI values received by the module
placed on a microwave oven when the signal configuration
was set up for slow data throughput (see Table II). The mea-
surement was conducted from November 21st to November
24th, 2024 (Thursday — Sunday). The random sharp drops
in RSST values between 7AM and 10PM were caused by
human movement in the room. In contrast, the periods with
minimal fluctuations in RSSI values, primarily during the
weekend, correspond to times when the room was empty.

A similar pattern can be observed in box plots shown in
Fig. 5. This figure captures data from an extended measure-
ment period lasting eight days, from November 20th to 27th,
2024 (Wednesday - Wednesday). Once again, the RSST values
remain higher from Friday to Sunday (November 22nd — 24th,
2024), when the room was empty. As a result, the data show
very few outliers and minimal variations, with 99 % of the
measured RSST values stabilizing at —54dBm. The large
number of outlying RSSI values observed on weekdays and
Sundays corresponds to the negative peaks seen in Fig. 4.

A similar trend is observed in the signal-to-noise ratio
(SNR) values, as shown in Fig. 6. Lower SNR values
can be caused not only by the presence and movement of
people in the room but also by interference from Wi-Fi or
Bluetooth networks operating in the same RF range as the
LoRa transmission. This reduction in SNR is reflected in
an increased number of outliers and shorter whiskers in the
box plot. Additionally, the successful reception of several
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packets with signals below the noise floor was observed, with
a minimum SN R of —13dB.

B. Fast bit-rate

The measurement for the LoRa signal configuration la-
beled as Fast bit-rate was conducted from November 13th
to 19th, 2024 (Wednesday — Tuesday). Similar to the other
measurement scenarios, the influence of human movement in



the room is evident. The box plots in Fig. 7 show RSST values
comparable to those observed in the slow data throughput
scenario, but with more significant drops.
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The minimum obtained RSSI value was —89dBm. Once
again, RSST values stabilized on Friday and Saturday, with a
noticeable decrease in variance compared to the other days.

In Fig. 8, it can be seen that the SN R values fluctuate
significantly, regardless of human presence in the room. The
median SN R value remained at 12dB, with a whiskers
spanning from 10dB to 13dB indicating slight fluctuations
around a stable value. However, a large number of outliers
were recorded, ranging from —7dB to 15 dB. his variability
is likely influenced by other wireless services operating in
the 2.4 GHz ISM band. Due to the increase in bitrate, the RX
sensitivity was reduced to a minimum, making the LoRa-based
wireless link much more susceptible to interference.

V. CONCLUSION

This paper focused on the design and development of a
measurement system for monitoring LoRa communications
in the 2.4 GHz ISM band. The functionality of the proposed
system (HW and SW design) has been validated through long-
term measurements of two distinct LoRa signal configurations
in an indoor environment.

32

The slow bit-rate configuration proved to be the most robust,
demonstrating greater stability in both RSST and SN R values
under interference. This configuration successfully decoded
several packets below the noise floor with SNR values as
low as —13dB. The majority of the measured SN R values
were in the positive range, with a stable resting value of 5dB.

The fast bit-rate configuration shown significantly higher
susceptibility to interference, as evidenced by greater fluctu-
ations in RSST and SN R values compared to the slow bit-
rate configuration. Despite this, it was still able to receive
packets below the noise floor, with SNR values as low
as —7dB. During the measurements, SNR values varied
considerably, with negative values occurring more frequently
than in the slow bit-rate scenario. Experimental measurements
confirmed that both human movement within the room and the
presence of other wireless technologies (e.g., Wi-Fi [12]) had
a significant impact on the LoRa wireless link, particularly in
the fast bit-rate configuration.

Future work will involve testing the measurement system
in an outdoor environment. These experiments, in addition to
measuring portable scenarios (e.g., RX in motion), will explore
multiple LoRa signal configurations, including FLRC and FSK
[11, (31, [4].
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Use of aerogel in combination with high entropy
materials as anode material for Li-ion batteries
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Abstract—This paper focuses mainly on Li-ion batteries in
combination with an aerogel as an anode material in secondary
batteries. The research then presents the fundamental principle of
batteries - intercalation. At the end of the theoretical discussion,
aerogel is described as a promising material not only for sec-
ondary batteries but also for technology in general. The practical
part primarily focuses on the preparation of reference cells,
which are used to compare key battery parameters (e.g., energy
capacity, charging and discharging times, aging) to determine
whether the assembled cells meet the required specifications.

This study explores the potential of aerogel in secondary cells.
It begins with a literature review and continues with a practical
section describing the process of assembling reference cells and
aerogel production.

Index Terms—Li-ion battery, electrolyte, aerogel, electrode
material, secondary cell

I. INTRODUCTION

Nowadays, it is difficult to imagine everyday life without
electrical technologies. The average citizen of a civilized coun-
try uses at least one portable electronic device. Such a device
could not exist without a portable energy source - a secondary
battery. In recent years, the focus of development has shifted
precisely to secondary batteries. These can be found not
only in mobile phones but also in laptops, electric vehicles,
portable medical devices, and many other applications. Aero-
gel represents an interesting material that could become a new
component of secondary batteries. This extremely lightweight
material remained outside technological development for a
long time, despite its use as an excellent aid in NASA space
missions. One of its great advantages is the ability to be created
from various chemical compounds, such as inorganic oxides
or more abundant organic substances. Aerogel is characterized
by its ability to store particles, which could be utilized in
secondary cells that operate on the principle of intercalation.

II. PRINCIPLE OF LI-ION BATTERY FUNCTION
A. Intercalation Reaction

As previously mentioned, the intercalation reaction is es-
sential for Li-ion batteries. Originally, the term intercalation
had a different meaning than its current technical usage; it
referred to the addition of days to a standard calendar year
for a certain period, such as February 29 in a leap year.
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Chemically, intercalation follows a similar principle. Chemical
intercalation is based on storing molecules and then releasing
them into the circulation. This reaction occurs not only in
electronics but also in fields like biomedicine. [1]

During intercalation, both the hosting material and the ions
undergo reversible changes during the merge in their chemical,
electrical, optical, and geometric properties. Conductivity has
a significant impact on the process, as it can influence the
number of electrons flowing between the host and the ions.
[1; 2]

The material used for intercalation must maintain its struc-
ture during the process to prevent mechanical collapse. Some
common intercalation compounds include graphite, layered
silicates, clays, and transition metal dichalcogenides. There is
also ongoing research into the intercalation of alkalic metals
into graphite. [2; 3]

B. Charging and Discharging

In Li-ion battery systems, the negative electrode is most
commonly made of graphite, while the positive electrode
consists of lithium metal oxides or phosphate-based materials.
The cathode does not contain metallic lithium, as its presence
could lead to dendrite formation, increasing the risk of short-
circuiting. [4; 5]

During charging, lithium ions are released from the positive
electrode’s structure and travel through the electrolyte to be
incorporated into the layers of the negative electrode. In this
state, the electrode accepts electrons that move through the
external circuit. [5]

The discharging process is the reverse of charging. Lithium
ions exit the anode, pick up an electron flowing through the
external circuit on their way to the cathode, and are subse-
quently incorporated into the cathode structure. The advantage
of this principle is that the electrolyte does not participate in
the reaction itself; it serves only as a medium for ion transport.
Therefore, only a small amount of electrolyte is needed, and
it does not alter the electrode structure, ensuring a longer
lifespan for the cell. [5]

III. AEROGELS

A gel material known as an aerogel has its liquid component
replaced by gas, yet its overall structure remains intact. These
materials are particularly interesting due to their low density,



high porosity (which makes them transparent), and large
surface area. [6]

Fig. 1. Aerogel [15]

A. Characteristics

Aerogel is the lightest solid material in the world, with
origins dating back 95 years when chemist Samuel Kistler
developed it during his tenure at the university. Aerogels can
be produced from various chemical compounds, including
inorganic oxides (e.g., SiO, AlO, WO, FeO, SnO, NiO) and
organic substances such as gelatin, agarose, egg albumin, or
gum. Kistler used specialized methods for preparing colloidal
solutions, which allowed him to control the morphology of
the solid in a finely dispersed state, thereby achieving unique
properties with the same chemical compounds. [7; 8]

Aerogels gained attention thanks to three key NASA mis-
sions: Mars Pathfinder, Mars Exploration Rovers, and Stardust.
At the same time, experiments were conducted on aerogel pro-
duction in microgravity to develop transparent aerogels suit-
able for insulating window glass. The first practical application
of aerogel by NASA occurred in 1997, when it was used as an
insulator for the electronics of the Sojourner rover during the
Mars Pathfinder mission. The success of this technology led to
its deployment in the Mars Exploration Rovers mission, where
aerogel protected the batteries, electronics, and computers of
the Spirit and Opportunity rovers. [7; 6]

Fig. 2. Aerogel Dust Collector under construction [12]

Today, aerogels are primarily used in laboratories, with
commercially available silica aerogels, as well as some organic
and carbon-based variants. One of the largest consumers of
aerogels is NASA, which has explored various types for a wide
range of applications. A significant innovation has been the
development of polymer-reinforced aerogels, which enhance
material strength. [9; 10]
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B. Applications

Scientists initially underestimated the potential of aerogels,
but today, they are recognized for their exceptional insulating
properties. Aerogels are used in construction as thermal insu-
lation materials that are highly flexible, low in adsorption, and
resistant to moisture. They are used wherever heat retention
is necessary, minimizing thermal loss. For example, aerogel
fibers are sewn into mountaineering gear for climbers scaling
Mount Everest. [11; 12]

Aerogel also reached space under NASA’s initiative in
1999 aboard the Stardust spacecraft. This mission was the
first to bring comet samples (specifically from Comet Wild
2) back to Earth, made possible by aerogel. The crucial
aspect was capturing comet particles without damaging them.
Aerogel successfully trapped and preserved the particles while
maintaining their trajectory as they penetrated deeper into the
structure. [12]

IV. SUPPORTING EXPERIMENTS

There are many other studies suggesting that the use of
aerogel in Li-ion batteries has great potential. Below, two
studies focusing on aerogel as an electrode material are briefly
introduced.

A. Aerogel as a cathode material for Li-ion

This research compared LiMO and LiMnO materials with
aerogel as a cathode material. To obtain the results, X-ray
analysis, Cyclic Voltammogram (CV), Galvanostatic Charge
Discharge (GCD) analysis, and Electrochemical Impedance
Spectroscopy (EIS) were used. The results show that aerogel
enables fast charge carrier migration within its porous network
while maintaining a stable capacity over a long period during
multiple cycling processes. [13]

B. Aerogel as an anode material for Li-ion

In this research, the authors investigated Cobalt Carbon-
ate and Cobalt Oxide/Graphene Aerogel Composite Anodes.
Cyclic voltammetry (CV) and electrochemical impedance
spectroscopy (EIS) were also performed. They demonstrated
that this anode, compared to others without aerogel, exhibits
higher capacity at high currents and improved stability. Ad-
ditionally, it was found that the CoCO/GA anode performed
better at low current densities, while the CoO/GA anode
exhibited superior performance at high currents. [14]

V. THE EXPERIMENT
A. Preparation

HEOs labelled CCC-A and MgCoCuNiZnO produced by
CEITEC BUT was used as the active materials of the anode.
The anodes were prepared from conductive carbon Super P
(10% wt.), binder PVDF (polyvinylidene difluoride) (10%
wt.), and active material CCC-A (80%. The resulting mixture
was deposited on an Al foil by a 200 um coating bar, dried
at 60 °C under ambient atmosphere, and, after the solvent
was evaporated, pressed with the pressure of 300 kg-cm?. The
discs with a diameter of 18 mm were cut out from the coated



Al foil and subsequently dried at 110 °C under the vacuum.
Finally, the discs were inserted into an electrochemical cell El-

Fig. 3. The mixture applied on copper foil

Cell© ECC-Std and assembled in the argon atmosphere inside
a Jacomex glove box with less than 1 ppm of oxygen and water
content. For Li-ion configuration a lithium metal disc was used
as the anode and 1 mol 11 LiPF6 in EC:DMC in the ratio 1:1
w/w as the electrolyte. The electrolyte was soaked into the
glass fiber separator. Cyclic voltammetry (CV) were used for
electrochemical characterization. All methods were performed
on the VMP3 potentiostat (Bio-Logic). CV was done in the
potential window from 0,01 to 2,5 V vs. Li/Li+ and scan rate
were set to 0,1, 0,5, 1 and 5 mV/s.

Fig. 4. Finished electrodes

B. Results of Cyclic Voltammetry

The first graph shows the course of four cycles of cyclic
voltammetry for the Li-CCC-A cell at a scan rate of 5 mV/s.
During individual cycles, an increase in both anodic and
cathodic currents can be observed.

In the following graph, the scan rate was reduced to 1 mV/s.
Even in these cycles, the currents increase, although not as
significantly as in the previous graph. The extreme potential
values remain the same, but the maximum anodic current has
decreased, while the corresponding potential has increased.

The first graph in the second row shows a gradual decrease
in anodic and cathodic current was observed. At the same
time, the individual peaks are already quite clearly visible.
The maximum anodic current is half of that in the first graph,
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Fig. 5. CV of Li-CCC-A

reaching 430 mA/g at 1,73 V. The minimum current has also
visibly decreased to -1000 mA/g at a potential of 9,87 mV

The last graph provides a highly detailed representation,
as it has the lowest scan rate — 0,1 mV/s. The maximum
current has dropped to 102 mA/g at 1,70 V vs. Li/Li+, while
the minimum value is -978 mA/g (9,74 mV). The maximum
and minimum values are therefore converging, and the overall
profiles are narrowing.

In the second graph of the first row, both currents decreased
compared to the previous graph. The most significant drop is
in the anodic current, which decreased by nearly 1000 mA/g
to 562 mA/g, with the maximum value reduced to 2,07 V.

The third graph maintains the maximum potential value at
2,07 V (as does the following graph); however, the anodic
current has again decreased, this time by half, to 289 mA/g.
The minimum has significantly dropped multiple times to -940
mA/g at 9,75 mV.

The last graph once again shows the lowest values. The
maximum value is 73 mA/g at a constant 2,07 V, while the
minimum is -417 mA/g at 9,66 mV.
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Fig. 6. CV of Li-MgCoCuNiZnO

In these results, it can be seen that the Li-CCC-A cell
exhibits the best performance, as its profile is stable. Overall,
cells with a lithium electrode show significant stability.

C. Aerogel production

First, 65 mg of sodium alginate was weighed. Additionally,
150 mg of sodium alginate was weighed to evaluate its
properties and gelling ability. The alginate was then stirred
on a magnetic stirrer in 20 ml of deionized water until fully
dissolved, which took approximately 40 minutes. This mixture
was poured into a Petri dish and left to further solidify.

The gel was then transferred in a plastic bag creating a
vacuum atmosphere to a freezer, where it was frozen at -40
°C for 24 hours. After one day, the material was annealed
at 900 °C in a nitrogen atmosphere. After this process, the
aerogel was completed and ready for use in cells.

=
g, —-

Fig. 7. Gel after stirring process

VI. CONCLUSION

Based on numerous studies, aerogel holds great potential
in battery applications. Its exceptional properties could enable
higher performance and stability in secondary batteries. In this
work, we have verified the properties of two HEO-based anode
materials in combination with Li anode. Both materials were
found to be electrochemically active. The material labelled
MgCoCuNiZnO showed good electrochemical stability at all
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scan rates from 5 mV/s to 0,1 mV/s, with a gradual increase
in the generated current in all cases. Thus, this sample seems
to be more suitable for use as Li-ion battery anodes. Initial
experiments have been undertaken to prepare the aerogel and
subsequently the aerogel will be modified using a selected
sample of HEO based anode material to form a porous
conductive matrix which should help to further improve the
electrochemical properties of this anode material.
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Abstract—This article focuses on a case study of an energy
community assessment. Different allocation keys will be presented
to ensure a fair and efficient distribution of shared energy among
community members. The calculation is demonstrated using real
data from an anonymized energy community. A static allocation
key will be used for the calculation with repeated iterative
computation.

Index Terms—Allocation key; Energy community; Energy
sharing; Accounting operations

I. INTRODUCTION

In August 2024, the Czech Republic implemented elec-
tricity sharing within community energy systems, aligning
with Directive (EU) 2019/944 of the European Parliament and
Council, part of the Clean Energy for All Europeans (CEP)
package. This initiative empowers citizens, municipalities, and
businesses to actively manage energy production and con-
sumption, fostering cost savings, energy self-sufficiency, and
reduced reliance on centralized sources. Community energy
plays a pivotal role in decentralization and contributes to the
decarbonization of the energy sector.

To support this transition, the Czech Republic established
the Energy Data Centre (EDC), tasked with collecting, ana-
lyzing, and providing energy data to stakeholders such as pro-
ducers, consumers, and market operators. The EDC’s online
platform enables stakeholder registration for electricity sharing
and community management.

Electricity sharing operates under two models:

e Active customer model

o Energy community model.

The active customer model allows individuals or groups (up
to 11 members connected via the distribution network or up to
1,000 members within a single residential building) to share
the electricity generated by their members. For example, pho-
tovoltaic energy generated at a cottage can be consumed in a
family home with associated distribution charges. Registration
on the EDC platform and ownership of the energy source is
sufficient to participate, without the need to set up a legal
entity. Sharing here is not territorially limited.

Energy communities, on the other hand, require formal
legal structures such as associations or cooperatives and can
include up to 1,000 members in 3 neighbouring municipalities
or within the Prague metropolitan area. These communities
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benefit from subsidies, voting rights and larger investment
opportunities. According to the Czech legislation, the amend-
ment to the Energy Act 469/2023 Coll. (LEX OZE 1), two
types of energy communities are defined: Energy Communities
(EC) and Renewable Energy Communities (REC). While ECs
focus exclusively on electricity sharing, RECs include heat and
biogas sharing. Both models mandate the reinvestment of at
least 67% of profits in community development

A key aspect of electricity sharing is the allocation of
electricity, which is determined by predefined keys for the
distribution of electricity among members. This system en-
sures fair distribution while supporting the broader goals of
sustainability and local energy independence [1]-[3].

II. ENERGY DATA CENTRE

The Energy Data Centre (EDC), established as a joint-
stock company, addresses challenges arising from the decen-
tralization and digitalization of the energy system, as well as
issues related to the integration of volatile energy sources.
EDC achieves this by collecting and analyzing household
and business energy consumption and production data at 15-
minute intervals, providing these insights to relevant market
participants.

In addition to data analysis, EDC facilitates the registration
of off-take points (EANc) and generation transfer points
(EANSs) on its online platform. These points can be integrated
into energy communities or active customer structures. The
platform also supports the setup of allocation systems for indi-
vidual off-take points and enables comprehensive management
and monitoring of sharing groups [4].

III. ALLOCATION KEY

Currently, at the time of the amendment to the Energy Act
Lex OZE 1I, the electricity produced in the Czech Republic is
divided among the consumption points using a static allocation
key with the possibility of repeated iterative calculation. In the
following years, with the third stage of the amendment of the
Energy Act Lex OZE III, the possibility of using a dynamic
key is envisaged. The principle of the hybrid allocation key,
which is not yet envisaged in the Czech Republic but is also
used in Europe, will be described here.



A. Static Allocation Key

The static allocation key (SAC) with the possibility of itera-
tive recalculation, as used in the Czech Republic, is defined by
a fixed percentage distribution of the shared energy among the
energy end-uses (EANc) in the community. However, due to
the iterative calculation, energy can be allocated to a customer
site up to five times in a given 15-minute interval. In the
first iteration, a given percentage allocation of the total energy
produced is assigned to the customer site. In each subsequent
iteration, the remaining unallocated energy is then allocated
by the same percentage. There is a limitation of a maximum
of 5 generation sites (EANs) that can supply a single load
point. The key is set in the online form during community
registration and configuration in the EDC web portal. Based
on the set priorities, a percentage of the shared energy from
each EANS is allocated to each EANc in turn. If there is not
enough energy available to cover all EANc’s according to their
percentage allocations, energy will only be allocated to the
higher priority customer sites up to their allocation, starting
with the highest priority 1.

B. Dynamic Allocation Key

The Dynamic Allocation Key (DAC) takes into account
the actual electricity consumption at individual consumption
points, compared to the Static Allocation Key. Whereas in
SAC, the shared energy is distributed to the customer sites
according to predetermined percentages, irrespective of their
actual needs, and the surplus energy is returned to the grid after
all iterations are completed (in case of repeated iterative calcu-
lations), DAC allows for a more flexible energy allocation. In
each 15-minute interval, the largest share of energy is allocated
to the customer site that shows the highest consumption. This
maximizes the efficient use of available energy within the
community, up to the current demand at any given time.

C. Hybrid Allocation Key

The hybrid method combines static and dynamic methods. It
is built on the principle of two cycles, where in the first round
the electricity is distributed by the static method according to
a set percentage and the energy that is not consumed in a 15-
minute interval is distributed among the other participants by
the dynamic method (according to their actual consumption)

[3].

IV. DATA BASIS FOR ELECTRICITY ALLOCATION
CALCULATION

The allocation key was processed using the MATLAB
software tool, enabling efficient handling of large datasets and
graphical visualization of results. This approach also facilitated
the automation of calculations and their generalization for
different consumption points. The computation was conducted
as part of a broader study, in which I participated, aimed at
assessing the benefits and feasibility of establishing an energy
community for a real group of municipalities.

To comply with data anonymization requirements, specific
names of municipalities and their associated data are omitted
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in this paper. Instead, the calculation is presented through
a model scenario. The model simulates an energy commu-
nity comprising six consumption points and three production
points, all located within a single municipality. Electricity
production is provided by three photovoltaic power plants. The
parameters of the individual consumption and production sites
are summarized in Tables 1 and 2.

TABLE I
ANNUAL ENERGY CONSUMPTION AND TARIFF RATES IN THE ENERGY
COMMUNITY

EANc Annual Energy Tariff rate Sharing

Consumption

(MWh)
Municipal Office 167.61 C45d Yes
Community Centre  15.83 C02d Yes
Nursery 37.33 C25d Yes
Primary School 149.17 C25d Yes
Health Centre 42.73 C02d Yes
Collection Yard 5.06 C45d Yes
Public lighting 4.60 C62d No

For municipal power sharing, only objects that coincide
with electricity production are suitable.For example, if we
have PV generation without batteries, it is not possible to
use the consumption in the form of public lighting. The use
of batteries is currently not possible under the amendment
to the Energy Act No. 469/2023 Coll. (Lex OZE II) as
separate facilities independent of production sources, but with
the forthcoming amendment to the Energy Act No. 458/2000
Coll. (Lex OZE III) their full legislative anchoring is expected,
including conditions for grid connection and operation as
separate storage facilities.

TABLE I
INSTALLED POWER IN THE ENERGY COMMUNITY

EANs Installed Power (kW)
Municipal Office PV 49.58
Nursery PV 29.815
Primary School PV 10.45

V. PROCESSING PRODUCTION AND CONSUMPTION DATA

Neither the annual consumption data nor the PV installed
capacity data will be sufficient, so we will have to spread these
data over suitable intervals. For simulation and community
setup we need consumption data at 15 minute intervals as
processed by EDC. Smart meters are used for metering and
sending, which are mandatory for sharing. However, if, as in
our case, we want to simulate e.g. a community that is just
starting to share and we only have annual consumption data
and building tariff classes, we need help by approximating the
consumption pattern over the year. For this purpose, Standard
Load Profiles (SLP).

A. Working with Standard Load Profiles of Electricity Supply

The electricity market operator (OTE a.s.) publishes average
annual consumption profiles at 15-minute intervals, divided



by typical consumption groups. These groups correspond to
specific tariff classes. The sum of all the values in the cor-
responding column of the SLP class represents the maximum
duration of Tm per year that satisfies equation (1). Based on
the given annual energy consumption E, the maximum energy
consumption Pm can be determined. In the next step, each
value in the corresponding SLP class column is multiplied by
Pm to obtain the profile of the annual energy consumption
in hourly intervals, respecting the SLP class and the annual
consumption at the point of consumption.

This method can be used for all required consumption
points. For the distribution into 15-minute intervals, an even
distribution of the hourly power value is assumed, i.e. one
quarter of the hourly power is assigned to each 15-minute
interval.

E 1
- = <
P, = = / Pt)dt<T (D)

Where:
P, is the highest power consumption (kW),
E is the value of annual energy consumption (kWh),
T,, is the duration of the maximum (h).

B. Photovoltaic Power Generation Prediction

In order to accurately predict the amount of energy produced
by PV plants in the following year, it is necessary to take into
account meteorological data in addition to the installed capac-
ity of the plants. A number of software tools and applications
are available to calculate the energy production of PV systems.
For our model we have chosen the Photovoltaic Geographical
Information System (PVGIS), which is developed by the
European Commission’s Science Centre.

PVGIS allows estimating the annual electricity production
of PV plants with hourly increments in a specific location. The
calculation is based on an approximation based on long-term
solar radiation databases since 2005. This approach allows pre-
diction based on historical meteorological data and provides a
relevant basis for modelling future electricity production from
PV sources [5]. Hourly data were further interpolated to 15-
minute intervals.

VI. ALLOCATION KEY CALCULATION

The developed MATLAB program allows to assign individ-
ual power plants to individual consumption points. In addition
to the allocation, priority levels are also set. Demand points
with a photovoltaic (PV) system installed on the roof have their
own PV system assigned as priority 1, while all other priorities
are determined according to the order shown in Table II.

Once the priorities are set, the software tool requires the
selection of a specific point of consumption of interest. The
software then sequentially allocates energy from available
resources to this point. The process of energy allocation is
governed by two key conditions:

o If the allocated shared energy exceeds the consumption

of the selected point, only the amount equal to the actual
consumption is shared.

39

« If, after sharing energy from a given source, the consump-
tion at the selected EAN remains positive, energy from
the next available source is allocated.

Once the priorities are set, the software tool requires the
selection of a specific point of consumption. The software then
sequentially allocates energy from available resources to this
point.

The output of the programme is not only numerical values
of energy surplus and unmet consumption, but also a graphical
representation. The first set of graphs shows the overall energy
balance of the municipality (see Figure 1), the second set
of graphs visualizes the annual energy consumption of the
selected EAN before and after energy sharing from individual
sources (see Figure 2).

Total ion in the Energy C

e

3 Ao g st i,

August  September omne November December

January Februa ry  March Ap il May July
Total electnclty productlon |n the Energy Community

I H\MH kbl

ary  February  Mard M iay July August  Septe mbe oa ber  November
Energy Balance in the Energy Commumty

I ————————

January  Fel szry ust mber

uf ,20 L

L =
December

- 0
| | u\
= I
\
E
h ril

Ap

Decemb er

Fig. 1. Overall balance of the energy community in a 15-minute profile

Energy Consumption in the Municipal Office

Consumption without sharing

§ \ T \h\ \hh M“ ‘“\ li “N i
: ‘ \
W u\uwh uhww i

January Fabruary March Apri

\\'u‘m‘ i

U Ot uu‘u\h il Ll u\ U
AL AL
e el A w‘w il

June. uly August September October

Consumption after sharing from the Municipal Office PV system

Iy l I | |‘ il '\‘
‘W‘M‘MNm‘wm; www‘#.,Vr..m, Mh\%‘u‘“ﬂ'ﬁm“ﬂm W MW«u“\n"‘\‘%'\uw{m”“w i hw

January Fobruary March Apri ay June. uly August September October November  Decomber

=il W“H\U m ‘H Wi
= ‘ml\ il hi il HJ\);\”\'\‘ W‘H\'u i u“f“h“

Consumption after sharing from the Municipal Office and Primary School PV systems

(T Ml ‘ 1 u"‘\“\l“ ;|
I m‘dwt m.m.w o h mmmw MM w WMW f "g ulww" il

January Febary  Mach  Apd  May  dme oy Awgust

Consumption after sharing from the Municipal Office, Primary School, and Kindergarten PV systems
i 4‘“ ’M \‘ mo

i M"‘ ‘
‘ J’MMM \»\ wwh“\Mym”l'f‘{uw\‘fb(\‘m‘wmll‘\‘ WWMWW‘W‘\W Mm MMWM WN‘”‘}””““‘w”"“I‘ ”"ﬂ«“

Fig. 2. 15-minute energy consumption profile at the municipal office

Table III provides a detailed financial analysis of energy
sharing within the Energy Community. It shows key parame-
ters such as consumption, generation and energy use, together
with financial factors including unit electricity prices, total
purchase costs and resulting savings. The data illustrates the
economic feasibility of energy sharing by comparing costs
with and without a sharing mechanism. The results highlight
potential cost reductions for community members. The average
price per MWh according to the second largest electricity
supplier in the Czech Republic EG.D, a.s. is calculated here.It
is further assumed that community members will not incur any
costs for energy produced within the community.



TABLE III
FINANCIAL BENEFITS OF POWER SHARING WITHIN THE ENERGY COMMUNITY

Name of Energy Energy Use  of Purchase Unit Price for Price for Unit price  Savings
munici- con- pro- energy for con- price of purchase purchase for the (CZKl/year)
pality sumption  duction (MWh/year) sumption  electricity ~ without with purchase

(MWh/year) (MWh/year) (MWh) (CZK/MWh) sharing sharing of shared

(CZK) (CZK) energy
(CZK/MWh)

Energy 417,725 14,53 13,18 404,545 3,474 1,451,176 1,405,389 0 45,787
Commu-
nity

Electricity prices from community-owned sources are assumed to be 0 CZK/MWh.

TABLE IV
AVAILABILITY OF POWER SUPPLY AND OVERFLOW FOR COMMUNITY
SHARING
Potential energy  Unused potential  Energy use (MWh)
production (MWh) of electrical energy
(MWh)
14.53 1.35 13.18

Table IV shows the balance between energy production and
consumption. It shows the total potential energy production,
the surplus energy produced and the proportion of energy
successfully used for sharing.The amount of surplus energy is
directly affected by the correct configuration of the allocation
key.

TABLE V
ANNUAL BALANCE IN ELECTRICITY CONSUMPTION COVERAGE FOR THE
MUNICIPALITY

Purchase of electric-
ity for consumption
(MWh)

404,545

Power consumption
for sharing (MWh)

Surplus
energy (MWh)

14.53 1,35

VII. CONCLUSION

This paper investigated the principle of the allocation key
function in community energy and its importance for the
efficient allocation of shared electricity among the members
of the energy community. Different approaches to energy
allocation and their implications for equity and optimization
of the use of available resources were analyzed.

A custom computational model was also presented and
implemented in this study, which allows iterative calculation
of shared energy allocation based on predefined parameters.
This model reflects the static allocation key used in the Czech
Republic, while its iterative nature allows dynamic reallocation
of unallocated energy at a given time interval.

Another purpose of the article was to present the real
situation of some municipalities that are considering electricity
sharing. It is always important to remember that electricity
sharing only covers the commodity portion of the electricity
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price and it is not possible to avoid distribution charges unless
the area owns the distribution portion. Due to the CAPEX and
OPEX associated with the construction of resources, power
sharing cannot be recommended to everyone, but only after
careful consideration.
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Abstract—This article deals with the reduction of the energy
consumption of water treatment plants through the production
of their own electricity and their optimization using new, more
efficient energy technologies and approaches. The main objective
of the work was to present the issue of high electricity con-
sumption of waterworks, its solution, and the technologies used
for optimization. These technologies have already been proven
worldwide but remain underutilized. By their extension and
appropriate use, significant and proven savings can be achieved.
The second task was to propose a model of a photovoltaic power
plant with a battery system designed for a water pumping station,
based on data obtained by monitoring electricity consumption for
a whole year. The model was created using the SAM (System
Advisor Model) software from the US National Renewable
Energy Laboratory (NREL) and is used to demonstrate possible
solutions. Basically, the aim of this work was to present the
problem of high electricity consumption of waterworks and the
possibilities to reduce it.

Index Terms—Water treatment plant; Wastewater treatment
plant; Water pumping station; Energy optimization

I. INTRODUCTION

Reducing the electricity consumption of water supply facili-
ties is a key issue that affects everyone. Every day, an average
person uses between 120 and 150 litres of water, which is
first pumped to the point of consumption using pumps in water
pumping stations. Pumps consume large amounts of electricity,
so we try to use the most efficient ones. Subsequently, most of
this water becomes wastewater. This wastewater is discharged
through waste pipes to a wastewater treatment plant where it
undergoes a complex treatment process. Wastewater treatment
is generally a very energy-intensive process and cannot be
restricted in any way to save energy, as the quality of the
treated water could be adversely affected. There are many
different ways to reduce the energy intensity of pumping and
treatment. This issue has already been dealt with in a number
of expert articles, see [1]. One option is to generate your own
electricity and thus achieve greater self-sufficiency. This can
be done by using a photovoltaic power plant with a battery
system that could cover part of the electricity consumption. Its
main advantage is its simple and quick installation. However,
the disadvantage is the uneven production. Another option is
to install heat pumps. In the case of wastewater treatment
plants (WWTPs), it is possible to use the biomass generated
during the treatment process to produce biogas. The second
way to achieve savings is to use new and more efficient
technologies in the different parts of the water pumping or
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treatment process, which will be discussed later in this paper
[2].

The solution to the energy needs of waterworks facilities

can be seen on two levels:

a) in electricity savings — meaning that it is necessary to
focus on the efficient use of electricity and not just
electricity

b) in the resource base — meaning primarily the production
of energy directly at the point of consumption.

II. NEW ENERGY-SAVING TECHNOLOGIES

The technological equipment of waterworks usually corre-
sponds to the time of the establishment of these facilities.
Nowadays, with advanced modeling and new materials, it is
possible to replace machine technologies with newer ones
that provide the same functionality, but with better energy
efficiency. Furthermore, two types of main plants are distin-
guished, namely:

a) pumping stations (water treatment plants)

b) wastewater treatment plants

III. PUMPING STATIONS — WATER TREATMENT PLANTS

Pumping stations are used to increase the water pressure
in the system and to pump water from storage tanks or
boreholes into the water reservoir. They are used, for example,
to pump wastewater from households, apartment complexes,
businesses, or parts of towns into sewers, which can be either
pressure or gravity. They are also used for pumping drinking
water and distributing it to the water supply network [3].

A. New pumps and electric motors with IE3

As standards are gradually tightened, old equipment with
low efficiencies is being phased out and replaced with newer,
more efficient electric motors. The efficiency classes of electric
motors are denoted by IE and are divided into four classes
according to EN 60034-30, namely:

« IE1 standard efficiency

o IE2 increased efficiency

o IE3 high efficiency

o IE4 very high efficiency

Currently, under EU Regulation 2019/1781, electric motors
from 0.75 kW to 1000 kW must meet at least IE3 efficiency.
For electric motors rated from 75 to 200 kW with a pole
count of 2, 4 and 6 , which are non-braking and designed
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for non-explosive environments, a minimum efficiency of IE4
is required. New electric motors for hazardous areas from
0.12 kW to 1000 kW nominal power shall also comply with
a minimum efficiency of IE2 [4].

For an example of possible electricity savings by replacing
the existing electric motor with a 55 kW four-pole electric
motor, if it were loaded to 100 % of rated power every 24
hours for 251 working days, see Tab. II. The savings would
be 11 424 kWh/year, so the return on investment would only
take a few months.

TABLE 1
EXAMPLE OF POSSIBLE SAVINGS BY USING A HIGHER EFFICIENCY
ELECTRIC MOTOR, TAKEN FROM [5]

Electric motor 55 kW IE1 1E2 1IE3
Electricity consumption (MWh/year)  331.3  323.6 3199
Saved electricity (MWh/year) 0.0 7.7 11.4

IV. WASTEWATER TREATMENT PLANTS

Electricity consumption in wastewater treatment plants
varies according to their size. The published data show that
the 8 monitored WWTPs of up to 500 PE (population equiv-
alent) in size achieve an average electricity consumption of
173 kWh/PE. In contrast, WWTPs for more than 100,000 PE
achieve an average consumption of 36 kWh/PE [2].

Tab. II shows the share of consumption of individual tech-
nological units in the wastewater treatment plant. It shows that
it is the blowers that consume the most electricity.

TABLE II
SHARE OF CONSUMPTION OF INDIVIDUAL TECHNOLOGICAL UNITS IN
WWTP, TAKEN FROM [2]

Technological unit ~ Share of consumption

blowers 64 %
others 15 %
screening station 13 %
drainage 5%
thickening 3%

A. Screw blowers

One of the most used technologies for reducing the power
consumption of wastewater treatment plants is screw blowers.

Screw blowers are increasingly replacing existing Roots
blowers. The main difference between them is in design,
principle of operation, and efficiency. Blowers are generally
used to create the compressed air needed to aerate and mix
the waste material in the tanks. They provide access for micro-
organisms that remove waste substances from the water [6],
[7].

These blowers consist of two screw rotors that rotate in op-
posite directions. This draws in air and creates many working

chambers. The sucked air is compressed between the rotors
and the wall, where it leaves into a pressure tank [8].

Their main advantages include high efficiency over the
entire range of volumetric flow, as the tight screw profile in
speed control manages an almost constant power flow in each
mode of operation. Thanks to the integrated control, data can
be monitored for efficient control and parameter monitoring.
Another significant advantage is the long service life and low
heat generation [8].

Fig.. 1 shows the power consumption of the wastewater
treatment plant before and after process optimization. In the
first part of the optimization, a photovoltaic plant was installed
to cover part of the electricity consumption. In the second
part, the replacement of the existing Roots blowers with new
screw blowers was carried out. The overall optimization has
thus been shown to reduce electricity consumption by almost
20 %.

V. RESOURCE BASE

The resource base can include photovoltaic power plants,
heat pumps, and cogeneration units. These plants are able to
use either freely available renewable sources of electricity or
those that are a by-product of the process.

A. Heat pumps

Wastewater treatment plants in the Czech Republic have
a large potential for waste heat. Their outlet temperature is
almost constant all year in the range of (12-15) °C. Because
WWTPs are located in almost every town or village, they are
a locally available source of energy. Their use would reduce
the proportion of heat for heating obtained by burning fossil
fuels [9].

Heat pumps are distinguished according to the refrigerant.
The refrigerants most commonly used are hydrofluorocarbons
(HFC), mixtures containing HFC, and natural refrigerants.
These refrigerants are being replaced by less harmful refriger-
ants such as R290 (propane) and R744 (carbon dioxide) [10].

TABLE III
THE MOST USED REFRIGERANTS IN HEAT PUMPS, TAKEN FROM [10]-[14]

Refrigerant R744C R407C R32 R290
Type natural HFC blend HFC  natural
GWP 1 1774 675 3
Safety classification Al Al A2L A3
Water temperature (°C) 65 55 55 55
SCOP 3.5 3.8 3.51 3.66
Maximum temperature (°C) 100 65 65 80

B. Cogeneration units

One of the other options is the use of combined heat and
power (CHP) units. CHP units work by combining an engine
and a generator to produce electricity and heat directly at the
point of consumption. They allow the combustion of biogas
containing methane, which is produced from organic waste
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Fig. 1. Graph of electricity consumption in the wastewater treatment plant before and after optimization

accumulated during wastewater treatment. This makes it pos-
sible to generate their own energy directly in the wastewater
treatment plant and to make efficient use of organic waste
materials that would otherwise be wasted [15].

The installation of a cogeneration unit at the wastewater
treatment plant on site in Tdbor and the Klokoty wastewater
treatment plant covered almost 95 % of the electricity con-
sumption. The heat generated is used to heat all buildings on
site, as well as the digestion tanks. These treatment plants
produce around 8 000 tonnes of digested sludge per year.
During the digestion process, biogas is released, which is used
in two cogeneration units [16].

C. Photovoltaic power plant

Photovoltaic power plants are one of the most widely used
ways of generating your own electricity at the point of con-
sumption. Optimal photovoltaic design can reduce electricity
consumption. The size of the photovoltaic plant must be
chosen so that the solar panels themselves fit on the land and,
at the same time, there are no large power flows into the grid.

In the SAM program, a photovoltaic power plant with a bat-
tery system was designed for a water pump station. The pattern
of electricity consumption before and after the installation of
the photovoltaic power plant is shown in Fig. 2. This represents
a typical pattern for a water utility facility. The calculated
output of the photovoltaic power plant is 58.888 kW s, which
will be achieved using 128 solar modules with a maximum
output of 550 Wpc, along with a LiFePO, battery with a
capacity of 12 kWh.

The share of individual sources contributing to covering the
electricity consumption of the pumping station is shown in
Fig. 3.
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Fig. 2. Electricity consumption before and after PV installation

Fig. 4 shows the histogram of the probability density
function (PDF) and the cumulative distribution function (CDF)
for the electricity drawn from the grid after the installation of
a PV resource.For a practical evaluation of the object under
study, the following applies:

« The object has a fairly wide range of electricity consump-
tion,
o There are distinct patterns of usage (presumably corre-
sponding to different modes of operation),
o This type of graph is useful for planning energy needs,
sizing systems, and optimizing electricity consumption.
After the installation of the additional power source, ap-
proximately 20 % of the time the consumption is less than
1kWh.h~1, approximately 50 % of the time the consumption
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is less than 2kWh.h~!, and approximately 80 % of the time
the consumption is less than 6 kWh.h~!. The facility has a
relatively wide range of electricity consumption. There are
distinct usage patterns (which probably correspond to various
operational modes). The CDF curve shows that consumption is
not evenly distributed but has several typical operational levels.
This regime differs from the typical household consumption
pattern.

VI. CONCLUSION

Reducing the energy intensity of water utility facilities is a
very current topic of societal importance. In most cases, these
are already outdated operations with high electricity consump-
tion. Reducing their energy demands by producing their own
electricity at the point of consumption and implementing new
technologies that will provide the same functionality can lead
to a better energy balance. The proposed photovoltaic power
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plant with a battery system for the water pumping station is a
demonstrative example of a possible implementation of partial
optimization of these facilities. However, it is necessary to
meet EU conditions with respect to the requirements of Direc-
tive 271/91/EEC on urban waste water treatment, which calls
for energy neutrality by 2040. This article therefore provides a
basic overview of technologies and possible directions toward
fulfilling EU goals.
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Abstract—This paper describes the design, kinematics, and
control of the Deltabot, a high-speed parallel robot optimized
for precision tasks such as assembly and 3D printing. The
study focuses on its mechanical structure, material selection, and
trajectory planning using MATLAB Simulink.

Index Terms—Deltabot, Delta robot, Inverse Kinematics, For-
ward Kinematics, Multilateration, PLC, MATLAB Simulink,
Trajectory generation

INTRODUCTION

Deltabots are widely used in industries requiring high-speed
and high-precision automation, such as packaging, assembly,
and 3D printing[1]. Their parallel kinematic structure allows
for rapid movements with minimal inertia, making them ideal
for applications where speed and accuracy are critical [2]. One
of the few major European manufacturers is Igus GmbH [3],
which primarily produces linear Deltabots. These robots differ
from traditional delta designs by incorporating linear actuators
instead of rotational joints, making them less demanding on
motor torque[4]. This paper explores the design, control, kine-
matics, and trajectory generation of a Deltabot, addressing its
advantages and the solutions for implementing such systems
in practical applications.

I. MECHANICAL DESIGN

This section delves into the design of the Deltabot, exam-
ining its physical structure and functionality.

A. Materials Used

The Deltabot is built using materials selected for their
strength, low weight, and cost-effectiveness. Aluminum pro-
files: Provide a balance of strength and low weight for the
frame and moving axes. Carbon rods: Used for the arms,
ensuring a high strength-to-weight ratio for reduced inertia
and faster movements. 3D-printed ASA filament: Used for
structural parts, the effector flange, carriage, and mounts due
to its ease of printing, machining, and light weight while
maintaining reasonable strength.
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B. Frame

The Deltabot has a triangular base frame with a side length
of 820 mm, made from 30 mm aluminum profiles. The total
height, including the effector, is 834 mm. Each corner houses
a 45° tilted movable axis. The axes are securely fixed to a
central piece for stability. See Fig.1.

Fig. 1. Assembled Deltabot

C. Linear Axis

The moving axes use 300 mm linear bearing tracks mounted
on 20mm profiles. A 48-tooth pulley with a 15mm GT2
belt connects the motor to the axle. The 440 mm axles link
the frame to the trolley. The belt tensioning system has an
adjustable motor attachment for precise tensioning.

D. Trolley

The trolley links the moving axis to the arms and consists
of 3 parts. T-part: Connects to the linear bearings and holds



the belt. Wedge mechanism: Secures the belt in GT2-profiled
grooves. Articulated segment: Connects to the arms via ball
joints, preventing collisions. The T-part includes a counter-
piece to prevent deformation. It has precisely cut grooves
matching the 2mm GT2 belt pitch, creating a self-locking
system. Its width prevents deflection.

E. Frame and Joints

Deltabot’s 500 mm arms are made from lightweight carbon
rods. Movement relies on self-lubricating Igus KRBM 06 CL
ball joints with a 6 mm hole, handling up to 210N and a 40°
rotation.

1) Joint Restriction Issue and Solution: Initial tests showed
10 mm bolts limited rotation to 21.16°. Switching to 8.5 mm
bolts increased it to 26.13°, but still constrained the workspace
to a 225 mm diameter and 300 mm stroke. Future improve-
ments could enhance the working area.

F. Effector - Flange

The effector serves as a universal actuator mount, connect-
ing all arms. With a 12 mm thickness, it supports loads up to
1kg. Offset joint holes prevent collisions, and its width aligns
with the trolley to keep the arms parallel.

II. PLC PROGRAMMING

The PLC is programmed using ST for initialization and
motion control.

A. Configuration

The X20 PLC from B&R utilizes mappMotion technology
for ACOPOS motion control. Since the stepper motor cards
cannot process motion directly, the PLC simulates this func-
tionality. MappMotion includes pre-configured libraries for
CNC and robotic control. Motion feedback is provided by
an incremental encoder with a resolution of 4096 ppt and a
maximum operational speed of 4000 rpm.

B. Axis Motion

Each axis supports direct positional control. Before opera-
tion, the encoder must be zeroed relative to the actual motor
position. Axes are synchronized for simultaneous initiation.
Motion is controlled via ST code, internally translated into
G-code.

C. Motors and Power Supplies

A Nema 23 stepper motor (2.83Nm, 2.83 A, 36 V) drives
the system, configured for maximum torque at low speeds,
enabling accelerations up to 50ms~2. Power is supplied at
36 V with a maximum current of 12.5 A, ensuring adequate
reserves to prevent overload. PLC and power supplies are in

Fig. 2}
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Fig. 2. PLC and Power Supplies

III. KINEMATICS

Before solving the kinematics, it is necessary to get famil-
iarized with the notation for the individual parts of the arm,
according to the Fig.3.

Fig. 3. Declaration of arm junctions and lengths notation

A. Inverse kinematics

Inverse kinematics for manipulators is used to calculate the
necessary linear axis extension and joint rotation to achieve
the desired endpoint position. Solving inverse kinematics is
considerably simpler than forward kinematics, as the linear
axis extensions aren’t codependent for solving this problem.
The intersection of the sphere and the straight line can be
used to calculate the inverse kinematics of the Deltabot. The
sphere, with radius Dy, is located at point by. The straight
line is defined by the point b3, which moves depending on the
extension of the linear axis Ds.

The line can be expressed by the parametric equation

§=a-+th (1)

By expressing the parameters d a b we obtain the following
form

cosy (D1 4+ D3 cos (—a))

sin (=) (D1 + D3z cos (—a)) | , (2)
D1 + D3 cos (—a)

a=



cosy (Dg cos @)
b= |sin(—) (Dycosa)] , 3)
Dy sin «
where v represents the rotation of each arm: U, V, and W and
o = 45° as specified in I-B. Arm U points in the direction of
the x-axis, with rotations given by vy = 0, vy = 120°, and
yw = —120°.
The equation of a sphere in space is of the form

(z—a)+ (y—b)°+ (2 — ) =1, 4)

where a, b, ¢ are the coordinates of the center of the sphere
in z,y,z coordinates. By expressing the coordinate of the
point by, we obtain the resulting equation of the sphere in
the following form:

(@ — (w5 + D5 cos7))” + (y — (y5 — Dssinv))* +

(z — z5)2 = D3,

To find the final linear axis extension, the equation of the
lines [I] is substituted for the components z, y z in 5 to give
three independent equations with three unknowns ty7, tv, tyy.

Each equation has two solutions. The solution is the one where
values ty, ty, tw lie in the interval (0;1).

®)

B. Forward kinematics

For the Deltabot, the endpoint position can be determined
by finding the intersection of three spheres centered at point
bs, offset toward the center of the Deltabot by the length Ds.
This displacement ensures that the intersection corresponds to
the position of the endpoint.

The centres of the spheres can be calculated in the form

cos () (D1 + D3 cosa + ty Dy sina — D)
sin () (D1 + D3 cosa +tyDysina — Ds) |, (6)
—Dg3sina + ty Do cos a

,S_;:

where vy = 0, vy = 120°, vy = —120°.

1) Forward kinematics first method: The first method in-
volves substituting the centers 6 into 4 to obtain a system
of three equations with three unknowns. Analytic formula
for the solution is quite large (108,567 characters), making
it impossible to include in this paper.

2) Forward kinematics multilateration method: The second
method of calculation is to use multilateration. This method
is most commonly used in GPS localization[5][6]. The end
point can be obtained using the position of each radar and their
distance to the end point. For the Deltabot case, we know the
center of the sphere and the distance from the search point.
To simplify the calculation, we transform the sphere centers
into a simpler form, namely Sy = [0 0 0]7, Sy = [V, 0 0]T,
and Sy = [W, W, 0]T. In this case, the spheres are in the
same plane and the coordinate calculation is greatly simplified.
Thus, the coordinates of the intersection are

, r?—r24+U?
B 2U ’
r%fr§+Vf+Vy272Vx

' = (7
y o, ;

2 =4\/r} — a2 —y2
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The back-transformation is then used to obtain the position of
the search endpoint.

C. Joint rotation limits

The cosine law can be used to solve the limiting joint angle
problem mentioned in I-E1. However, it is necessary to know
the current pose of the Deltabot (linear axis extension and
endpoint position). To use the cosine theorem, the shape of
the arm needs to be simplified to the shape shown in Fig. 4.

Fig. 4. Arm simplification for cosine law

The cosine law is of the form

? =a%+b%+ 2ab- cos,
from the original formula of the cosine law, gamma is calcu-
lated, which takes the form

2 —a?-b?

= arccos ,
v —2ab

The angle ~y represents the limiting joint angle. The individual
lengths a, b, ¢ can be calculated using the standard formula
for length calculation.

a=\/B3, — B + /B2 - B2
b=\/B}, — B2+ /B2 - B, ®)
c= \/ng - B2 + \/B§4 - B2,

These points here contain only the x and y coordinates, since
changing the z coordinates does not change the angle due to
the properties of the Deltabot structure.

IV. LINEAR TRAJECTORY GENERATION

This chapter describes the method of trajectory generation
for the digital twin of a Deltabot in the Matlab environment.
The code used for trajectory generation is divided into two
parts.



A. Root function Path_planer.m

In the function, the trajectory can be defined using
points, between which the trajectory is subsequently gen-
erated. It is also possible to specify the speed at which
the Deltabot’s end-effector should move along the trajectory.
Lastly, sampling period of 20ms is defined. The function
Func_P2P_Linear_trajectory_builder.m is called, which com-
putes the trajectory and returns it as a precisely defined set
of points that the Deltabot’s end-effector follows. This set
of points is then converted into a timeseries format, which
is compatible with MATLAB Simulink. There is a model of
the inverse kinematics in MATLAB Simulink, that calculates
the positions of the linear actuators for the given end-effector
trajectory.

z[mm]

100

-100

0

y[mm] -200 -100 x{mm]

Fig. 5. Generated trajectory (black) in workspace (red grid)

B. Function Func_P2P_Linear_trajectory_builder.m

This function is used to generate a trajectory that connects
multiple points in 3D space using linear motion. The trajectory
is divided into discrete points to ensure that the motion adheres
to the desired speed while maintaining the specified sampling
period, which is practically determined by the real control
system—in this case, a PLC from B&R Automation. The
function always generates the trajectory sequentially between
each pair of consecutive points. To maintain the desired speed,
the given points must be interpolated with the appropriate
number of intermediate points. This is achieved by weighting
the velocities in the individual X, Y, and Z coordinates using
the parameter t (see 9).

X — /X2 +4- Velocity - Y2 + 4 - Velocity - 22
a 2 (Y2 +22) '
By multiplying the parameter t with the distance in each
axis, we obtain the velocity components in the X, Y, and Z

t= ©))
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directions. Furthermore, based on the distance between the
given points, the computed velocities in each axis, and the
sampling period, the number of intermediate points needed to
interpolate the trajectory is determined. The step size between
consecutive intermediate points is then calculated. This step
size is iteratively added to the given starting point until the
specified endpoint is reached. In this manner, the trajectory
of the Deltabot’s end-effector is generated for the given speed
and sampling period.

V. CONCLUSION

This paper presented the design, control, mechanics and
kinematics of the Deltabot, focusing on its structural con-
figuration and motion control. The analysis of inverse and
forward kinematics demonstrated the advantages of the parallel
mechanism in achieving precise and high-speed movements.
Additionally, the implementation of trajectory generation in
MATLAB Simulink proved to be an effective method for
optimizing motion paths and ensuring smooth and accurate
end-effector positioning. Future work could focus on refining
the trajectory planning algorithms to enhance motion effi-
ciency and minimize dynamic errors. Further improvements in
kinematic modeling and real-time control strategies may also
contribute to better adaptability and performance in industrial
applications.
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Abstract—This paper presents a system designed to improve
the organisation of archery competitions. The system reduces
errors and delays by replacing the traditionally used paper cards
with an electronic system. The basic components of the proposed
system are described. The communication between the parts and
the basic description of the operation of the whole system are
outlined.

Index Terms—display equipment for sports events, archery,
e-ink display, embedded system

I. ARCHERY

I have been organising archery competitions for five years.
Our club organises competitions for 200-300 archers, such as
national championships, competitions of the Czech Archery
Association Cup. In cooperation with our partner club in
Slovakia, we organize a 4-round international cup, in which
about 400 archers from both countries participate every year.

A. Archery competitions

In the archery competitions, the archers first shoot 72 arrows
in qualification. The values of the hits are added up, the archer
with the highest score wins this part. The scores are used to
create a ranking for each category, and the advancement key
is used to create the initial pairs for the elimination round of
the competition. The winner of the duel advances to the next
round of duels. Finally, two pairs remain in the semi-finals,
and the winners of these duels will compete against each other
for the first place, the gold medal. The less successful in the
semi-finals compete together for the bronze medal.

Several categories can be competing in one round at the
same time, so shooters and their coaches need to know exactly
where they will be competing in the next round. Matches are
shifted to make efficient use of shooting range space and to
make room for new categories. However, this brings with it the
need to inform shooters which target ranges will be used for
their next round of matches. This information is usually posted
in several places on the range, and also available online in the
results system, but often shooters do not pay enough attention
to this information or do not perceive this information when
concentrating on their performance.

B. Paper cards

Currently, paper cards with shooter’s names are used to
determine where the next round of competition will take place.
These are placed in front of the shooting line by the number

DOI 10.13164/eeict.2025.49

49

Petr Petyovsky
Department of Control and Instrumentation
FEEC Brno University of Technology
Brno, Czech Republic
petyovsky @vut.cz

indicating the shooting position. When the duel is over, the
cards must be manually collected and moved to the appropriate
location. The time between the end of the round and the start
of the next is often very short, it is important that this move
is done quickly and flawlessly.

Moving shooter’s cards to the correct position on the range
currently requires a dedicated group of people to handle the
exchange and organisation of these tags. It often happens that
this group is made up of different volunteers at each event, and
it is therefore necessary to train and explain the principle to
the new group of people each time. Initial uncertainty or lack
of knowledge of the system and possible lack of coordination
causes unnecessary time delays and technical complications
during the eliminations.

II. INFORMATION SYSTEM OUTLINE

To simplify the organization of archery competitions, es-
pecially the elimination part, I propose a system that could
simplify and replace the work of several people. Important
information will be shown completely on the display in front
of the archer.

Fig. 1. First prototype

The system replaces paper cards with electronic display
devices (EDD) and a central control unit (CCU), the com-
puter. Each device will display the shooter’s name and other
information needed to navigate the shooting range. The data
will be entered into the computer and transmitted to the
display devices. Because the distance between the EDD’s can



exceed 100 m, the RS-485 serial standard was chosen for
communication between the devices.

According to the official archery rules, the numbers in-
dicating the shooting position must be 4 m away from the
shooting line, so the EDD’s must be placed at this distance.
This imposes requirements on the size of the display, the size
of the displayed text and the overall amount of information
that will be readable at this distance.

III. ELECTRONIC DISPLAY DEVICES

Each EDD will consist of an electronic display (E-ink), a
microcontroller (MCU) and an RS-485 converter.

_____________ Device2
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. Block diagram of the EDD

A. Microcontroller

The following solution was choosen. Raspberry Pi Pico
microcontroller (MCU) has been selected to control the entire
EDD. To operate the display, a memory is required in which
the prepared image is stored before it is displayed. And also
the font used occupies considerable space in the memory due
to its size.

Especially because of these memory capacity requirements,
it is not possible to use a simpler microcontroller such as the
Arduino Nano. Increasing the memory capacity by using ex-
ternal memory, adds not only the cost but also the complexity
of the whole system.

B. Display

Since archery is mainly an outdoor sport, it was necessary
to find a display that would be easy to read even in direct
sunlight. E-ink technology was chosen. It is a passive display,
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i.e. it does not need an internal light source to function, it
reflects light from the surrounding environment.

This type of display also consumes electricity only the
moment when the image on the display changes. Since the
devices will be powered from a central unit this feature is not
as important as if EDD’s were wireless. The display of the
display device consists of a black and white 7.5 display with
a resolution of 800 x 480 pixels made by Waveshare company.
The display driver communicates with the MCU over 4 wire
SPIL

C. Device-to-device communication

The individual devices are connected in a daisy chain
topology. As mentioned in the previous chapter, the RS-485
serial communication standard has been chosen. The control
unit sends information about the shooters to each display unit
individually. Each device has an address corresponding to the
number of the target in front of which it is placed. The address
of the device can be changed using the DIP switch on the back
of the device.

There are also two RJ45 connectors on the rear panel
for connecting the previous and next device. The connection
itself is made using a UTP cable, where one pair is used for
communication and the other two pairs are used to power the
unit. The remaining pair will not be used in this system and
is reserved for future improvements.

CCU (PC)

USB

Y

Power .
Power supply Connection box

RS 485

Power

Fig. 3. Connections between devices



Data is sent from the control unit to each device indi-
vidually, i.e. in unicast mode. After the transmission of the
message, the display device will send an acknowledgement
of receipt of the data to the control unit. CRC-16 is added
to the transmitted data to ensure reliable transmission of
information and to detect any errors that may occur. One round
of elimination matches typically takes 20-30 minutes, so the
status of the device must be monitored outside of the sequence
of new data transmissions; the activity of the display device
is checked approximately every 5 minutes. If the controller
loses contact with one of the display devices, it makes several
attempts to re-establish communication. If this fails, the user
reports the disconnection of the device to the control program.

IV. THE CENTRAL CONTROL UNIT

The connection between the EDD and the central control
unit is made via a connection box that contains a USB to
RS-485 converter and provides the connection of the display
devices to the power supply. The computer is connected to the
connection box via USB on one side, and the display devices
are connected to the RS-485 bus via RJ45 connectors on the
other side. Activity on the bus is indicated by an LED on the
side of the connection box.

[Online result system]

CSV file

A

A

Control program
Y
PR

[Archer’s name on display]

Fig. 4. Data flow from scoring application to shooter

The CCU consists of a computer running a control program.
Once connected, the control program allows the user to
monitor the status of the individual display devices, enter and
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send custom text to the displays (e.g., display of break end
time, etc.). Last but not least, to confirm the sending of the
next round to the display devices.

This CSV file is generated by the online results system, for
display purposes it is necessary to edit the downloaded file
to the desired format (change the order of the information
columns) and remove redundant information. Before each
round, the prepared data is presented to the user for review.
Once the user has approved the data, the control unit sends
the appropriate data to each of the EDDs.

In the background, the control program maintains commu-
nication with the individual display devices, monitoring their
activity.

V. FUTURE IMPROVEMENTS

It would be useful to further extend the control system to
connect directly to the online scoring system from which it
will automatically extract scorer data. This connection would
allow to increasing the amount of information shown on the
display of the device, for example the results of individual sets
of matches.

For easier handling and preparation of the whole system,
it is necessary to remove the wired connection between the
devices and switch to wireless communication between all
units.

VI. CONCLUSION

The proposed system of electronic display devices is an
effective solution for simplifying the organization of archery
competitions, especially in the elimination phase. By replacing
paper cards with an automated electronic system, the transfer
of information between organizers and archers will be sig-
nificantly accelerated and made more accurate, eliminating
potential errors and delays.

The use of E-ink technology ensures good display read-
ability even in difficult lighting conditions, while the RS-
485 communication bus enables reliable data transfer between
the control unit and the individual displays. The system also
provides the ability to monitor the connected devices and
detect unit faults early.

Further development of the system should be directed
towards integration with the online results system and the tran-
sition to wireless communication, thus increasing flexibility
and facilitating installation and handling of the devices. These
improvements could make the competition even more efficient
and provide a better experience for shooters and organizers.

This system will minimize the initial delay caused by the
printing and sorting of shooter’s cards prior to the elimination
rounds and will shorten the breaks between elimination rounds.
In practice, this can save around 20 minutes of preparation
time between the qualification and elimination part of compe-
tition, and around 15 minutes during the elimination rounds. It
is also possible to use volunteers for other work on the range,
approximately 2-6 people. The time and number of people
will vary depending on the size of the event and the current
operation of the eliminations in that event.
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Abstract—The Testbed 4.0 project serves as a physical demon-
strator of industrial production designed for testing advanced
control strategies and algorithms. This paper focuses on the
architecture of a cooling cell, one of the production units within
the demonstrator. The cooling cell generates and distributes cold
via a closed-loop liquid circuit to other units requiring thermal
regulation. A mathematical model of the thermal system was
developed in MATLAB/Simulink using measured and estimated
parameters, including thermal capacities, flow rate, and heat
transfer resistances. Several configurations were simulated to
assess the impact of pipe insulation and geometry on temperature
profiles. Results confirm that proper thermal design significantly
improves cooling efficiency and the cooling aggregate is capable
to meet thermal requirements of selected cells. The model
will be further refined using measured data once the physical
system is completed. In future work, the validated model will
be integrated into a predictive control framework (MPC) and
used to coordinate multiple cooling requests in a decentralized
manner via Asset Administration Shell (AAS) interfaces, aligning
with Industry 4.0 principles.

Index Terms—Cooling system, testbed, industrial control, mod-
eling, simulation

I. INTRODUCTION

The Testbed 4.0 project is a modular and physical demon-
strator of industrial production processes, designed to sup-
port the implementation and testing of advanced control and
automation strategies. The demonstrator replicates a flexible
manufacturing environment and consists of a robotic manipu-
lator and several autonomous production cells, each equipped
with a local control system based on PLC and HMI tech-
nologies. The cells are autonomous and are connected to the
testbed table using a unified electrical interface connector that
supplies 5 VDC, 12 VDC, and 24 VDC power.

Over the past years, production cells have been created that
can be integrated into the demonstrator. There are cells for:

o glass warehouse - enables glass storing and dispatching,
o soda stream - creates a portion of soda stream,

o shaker - performs glass mixing,

¢ soft drinks - provides soft drinks,

e ice crusher - creates and distributes crushed ice,
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e cooling - performs cooled medium.

Some of these production cells require thermal conditioning
to maintain product quality and ensure correct operation. To
provide cooling, a dedicated cooling cell was designed. It
includes a recirculating chiller unit and a distribution system
that delivers the cooling medium to the consumer cells through
flexible piping.

To evaluate the behavior and performance of the updated
cooling cell, a thermal model of the system could be mod-
eled using MATLAB/Simulink. The model should incorporate
physical parameters such as flow rate, pipe length and diam-
eter, thermal capacitance, and insulation properties. Different
design variants should be simulated to assess their impact on
system response, energy retention, and the ability to reach
target temperatures in consumer cells.

This simulation-based approach supports ongoing design
refinement and serves as the basis for future implementation of
predictive control strategies such as Model Predictive Control
(MPC). Such strategies can enable anticipatory control based
on demand forecasts and system dynamics. Although the
system currently supports only a single consumer unit, the
presented model prepares the foundation for scaling up the
cold distribution system to multiple cells in a robust and
coordinated manner.

The presented work contributes to the broader goals of
Testbed 4.0, offering practical insight into simulation-driven
design and energy-efficient process cooling in modular, In-
dustry 4.0-ready manufacturing environments. One of the
industrial production control algorithms for which Testbed 4.0
is designed is a distributed control method using AAS (Asset
Administration Shell) technology. In this concept, each cell
is wrapped in a virtual envelope created using AAS, which
concentrates its data and allows it to communicate with other
cells [1]

II. RELATED WORKS

The first version of the cooling cell was created as part of
the diploma thesis [2]. The cell was controlled using the Unipi



Testbed 4.0

Soft Ice Soda
drinks crusher stream
cell cell cell

Desk

Cooling
cell

Fig. 1. The cooling system of the Testbed 4.0

control device. The created program contains its own model of
the cooling apparatus, on the basis of which regulation takes
place when a request arises to deliver a certain volume of
cold for a defined time. The solution is close to the presented
concept, but the communication interface and the method
of communication between the participants are implemented
using a non-standardized mechanism. The results of the work
indicate that the time limitation of the regulation process to
the required temperature may not be observed due to the
limited performance of the available system components and
its inertial nature. Another output is a model of the cooling
cell based on the equations of physical heat transfer of the
dominant components.

The work [3] brought about a change in the control system
to a standard industrial method based on PLC (Siemens S7-
1200). A digital model of the cell was also created in the 3D
environment NX. An interesting conclusion of the work is also
the finding of a significant negative effect of the pump on the
temperature in the secondary circuit. However, the work does
not discuss the possibilities of cell control.

In the article [4] a model of an exchanger station in the
Matlab environment is presented, which is compared with
the temperature course of a real sample. This work shows
the possibility of creating a mathematical model of a cooling
apparatus, or rather. an exchanger between the primary and
secondary circuits, on which it is possible to simulate the
course of the output temperature by setting proportional flow
valves. Thanks to such a model, it is possible to predict the
behavior of the cooling apparatus and train control algorithms
for control. However, the model does not take into account the
regulation.

The contribution [5] shows the creation of a model of an
exchanger station with all its components in the OpenModelica
environment. The simulations performed show the course of
the outlet temperature depending on the settings of the flow
valves in the primary and secondary circuits. The document
also discusses the possibility of integrating this model as a
simulator into the AAS and the properties of this grouping.
However, the simulator no longer takes into account the
regulation.
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III. ARCHITECTURE

The proposed architecture of the Testbed 4.0 cooling system
is designed as a single-loop setup, in which the cooling unit
supplies cold directly to one consumer cell using the closed
primary circuit. The previous design based on secondary loop
has been removed due to thermal inefficiencies and design
complexity. The new design, therefore, provides more efficient
cold delivery through a simplified pipeline.

Each production cell will eventually be equipped with an
AAS that communicates standardized information about the
cell’s services, status, and requests. The cooling unit, encap-
sulated by an AAS, will serve as a future Service Provider
(SP), while consumer cells will act as Service Requesters (SR).
This interaction will be based on well-defined protocols and
semantic models. The feature will provide a distributed-based
control algorithms and implementation of MPC-based control
algorithm for the cooling cell.

Further work will focus on expanding the physical system
to support multiple concurrent cooling requests and enabling
dynamic negotiation between cells based on cooling demand
and aggregate capacity.

IV. IMPROVEMENTS OF THE COOLING CELL

The cooling cell, or rather the cooling apparatus, suffers
from several ailments:

« insufficient cooling performance of the refrigeration unit,
o choice of medium in the secondary circuit,

« low heat exchanger effectiveness,

o unwanted heat input from the secondary circuit pump.

Problem No. 1 - Elimination of the Secondary Circuit
One of the most significant design changes would be the
complete removal of the secondary circuit. This decision is
based on simulation results and experimental measurements
that showed excessive heat gain and inefficient energy transfer.
The secondary loop adds complexity and creates a thermal
bottleneck, particularly due to the limitations of the transfer
pump and heat exchanger. All simulations and models pre-
sented in this paper are based on a simplified, single-loop
design, which significantly improves thermal responsiveness
and control precision.

Problem No. 2- Medium Selection Originally, a brine
solution was used in the secondary circuit as a compromise
between health safety and low freezing point. However, its
long-term use raised several concerns, including the risk of
corrosion and leak formation due to the saline content. In
contrast, the primary loop used ethylene glycol, which has
better thermal properties and is more suitable for closed-
loop operation. If the secondary circuit was removed, ethylene
glycol would circulate directly to the consumer cells, reducing
installation complexity and minimizing chemical degradation
risks. Potential alternative candidates include propylene glycol,
a low-concentration solution of ethyl alcohol, or glycerol, all
of which have been deemed safe by the WHO [6].



Problem No. 3- Heat Exchanger Redesign The original
spiral-type heat exchanger demonstrated low thermal effi-
ciency due to limited surface area and poor flow characteris-
tics. Simulation results suggested that optimizing the geometry
and increasing the contact surface between the medium and
the cooled area would improve performance. Additionally, im-
proved thermal insulation around the exchanger was identified
as a critical factor in reducing losses to the environment.

Problem No. 4-Pump Influence The secondary circuit pump
is not thermally isolated from its motor, resulting in significant
heat transfer to the coolant during operation. This issue is
visualized in thermal imaging (Fig.2), where localized heating
of the fluid path is clearly visible. Since the secondary circuit
will be removed, this thermal interference no longer affects the
system. In the current setup, a circulation pump with lower
power and better thermal separation is used in the primary
loop, further increasing overall system efficiency.

Problem No. 5- The updated model was used to simulate
the behavior of the improved system, including various insula-
tion qualities, pipe lengths, and heat exchanger configurations.
These simulations confirmed that the current single-loop de-
sign significantly reduces the time required to reach target tem-
peratures and increases the stability of thermal delivery. The
simulation parameters were derived from available technical
data and engineering assumptions and will be refined once
measurement data becomes available. The simulation model
also allows future implementation of predictive control (e.g.,
MPC) for optimized thermal management.

Fig. 2. The heating impact to the output temperature (pump contour is
highlighted)

V. SIMULATIONS

The cooling processes were for each cell consuming the
cooling energy modeled using the following equations and
simulated for selected setups:
dTm _ Tc - Tm Tenv =1

- i m - Tin_Tm 1
p Rt +Qm-c( ) (D

Chiuia -
RBHV
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and AT, Ty —T. Tow—T.
C m C env C
C’cell dt Rmc + Renv 9 (2)
where T, is the temperature of the cooling medium [°C],
T, is the temperature of the cell [°C], Cpyiq and Cqe are the
thermal capacities of the fluid and the cell [J/K], Ry is the
thermal resistance between the medium and the cell [K/W],
Repy is the thermal resistance to the environment [K/W], T},
is the temperature of the incoming coolant [°C], T¢,, is the
ambient temperature [°C], @, is the mass flow rate of the
fluid [kg/s], and c is the specific heat capacity of the fluid
(propylene glycol) [J/(kg-K)].
Simulation parameters has been investigated or estimated
as:

« Pipe length: 4 m (expected), 8 m (long variant)

o Inner diameter: 6 mm

o Insulation thickness: 5 mm or none

e Medium: 50% propylene glycol

o Initial temperature: 25°C

o Target temperatures: 5°C (Soft drink cell), -10°C (Ice
crusher cell)

« Time span: 4 hours
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Fig. 6. The simulation of cooling process for Soft drink cell - using isolation

As can be seen from Figure 5 and 6, removing the insulation
from both cells will significantly reduce the quality of cooling
in both cells. Even though the cooling of the Soft drink cell
would be fine if all other parameters were met, the Ice crusher
cell would no longer be able to reach a temperature below 0 °C
and the ice would start to heat up.

Further simulations shows that the cross-section of the pipe
also plays a critical role in the dimensioning of the entire
system. When it is increased, the flow capabilities of the
medium improve, but the area of the pipe also increases, which
increases losses. These losses are so large that they exceed the
improving cooling capabilities of the medium. At the same
time, it is necessary to make the entire line as short as possible,
which again reduces the area of the pipe.

CONCLUSION

Due to the presence of several issues, it is necessary to find
a solution capable of eliminating all the shortcomings of the
current system without introducing any new problems. It is
also essential to select a solution that does not compromise
the system’s regulatory capabilities. In an effort to preserve
as many parts of the existing system as possible, it would be
necessary to replace the system’s insulation with a material
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that provides superior thermal insulation and to ensure that
this insulation remains continuous and unbroken throughout
the entire conduit. Simultaneously, it would be necessary
to replace the pump of the secondary circuit with one of
equivalent performance that incorporates thermal separation
between the engine and pump sections. Moreover, replacing
the cooling medium in the secondary circuit with a substance
that is both food-grade compliant and exhibits enhanced
thermal conductivity is imperative. A significant structural
improvement would also be required for the heat exchanger,
where substantial losses occur.

The presented approach enhancing the cooling performance
rests in eliminating the secondary circuit, which is responsible
for most of the issues. In this case, the only modification to the
primary circuit would involve replacing the cooling medium
with one of the presented substances. Although this change
might reduce the thermal capacity of the primary circuit, it
would overall improve the system’s cooling performance as
the simulations suggested.
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Abstract—This paper deals with verifying methods for deter-
mining the efficiency of buck convertor and their optimization.
Various loss calculation methods are compared with simulations
and experimental measurements on a realized prototype. The
comparison is conducted for different values of switching fre-
quency, duty cycle, output current, and input voltage. Based
on the obtained results, the power supply is then optimized to
increase its efficiency.

Index Terms—switching frequency, duty, layout, buck con-
verter

I. INTRODUCTION

Buck converters are a crucial component of modern elec-
tronics, widely used in various applications that require effi-
cient voltage regulation.

Unlike linear regulators, which regulate voltage at the cost
of significant power losses in the form of heat, switched-mode
power supplies offer considerably higher efficiency. [1] This
improved efficiency leads to a more compact converter, as
there is less need for cooling.

The successful implementation of a buck converter requires
precise adjustment of key parameters such as duty cycle,
switching frequency, and other factors. Additionally, proper
placement of components on the PCB is essential to minimize
losses and reduce electromagnetic interference (EMI).

Several theoretical models and equations exist for calcu-
lating losses in switched-mode power supplies, taking into
account parameters such as switching frequency, input voltage,
output current, and duty cycle. The objective of this study
is to analyze and compare these models and their impact on
converter efficiency, with a focus on simulations and prototype
measurements.

II. DESIGN OF BUCK CONVERTERS AND CONTROL UNIT
A. Designs of buck convertor

For testing purposes, two main types of buck converters,
A and B, were created, where the diode was replaced with
transistor, making them synchronous buck converters.

Buck converter A uses two silicon N-channel MOSFETs,
specifically the SIR696DP for the high-side MOSFET and
the SI7336ADP for the low-side MOSFET. These transistors
are controlled by the LM5109BMA gate driver. Additionally,
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Fig. 1: PCB of buck convertor A

buck converter A uses a 10 uH shielded inductor, identified as
7447709100.

To achieve even greater efficiency, the silicon transistors
in buck converter B were replaced with GaN FETs, specif-
ically the EPC2111. These transistors are controlled by the
LT8418ACBZ-R7 gate driver, selected along with the ap-
propriate circuit configuration. Buck converter B has several
different variants, which differ only in the inductor used. All
inductors are shielded and have an inductance of 10 pH. For
comparison, one of the variants uses the same inductor as buck
converter A, 7447709100, while the remaining variants use
the following inductors: 7443550101, 7843321000, XGL1010-
103, XGL1313-103 and B82477R4103M100.

8361014A.Y18.250315

Fig. 2: PCB of buck convertor B with GaN transistors

For both configurations, the output stage includes two 47uF
ceramic capacitors, while the input stage consists of two 47uF
capacitors and two 22uF capacitors.

Regarding the layout, emphasis was placed on the principles
of proper design, particularly on placing the capacitors as close



to the input as possible, maximize the width of the conductive
paths, except for the path leading to the inductor, which should
only have an area sufficient for current conduction. [2]

Another principle was to create the smallest possible current
loops to minimize EMI. It was also very important to ensure
an adequate number of vias near components that generate
significant heat for better heat dissipation. The vias also serve
to provide the most efficient return path for current.

B. Control board

The control board is designed for managing the high-side
and low-side transistors of the buck converter, powering the
gate driver and measuring input and output data.
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Fig. 3: Diagram of Control unit
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Fig. 4: PCB of Control unit

The generation of complementary signals for buck convertor
transistors is handled by the dsPIC33CK256MP505 microcon-
troller, which provides a 3.3 V PWM signal, enabling highly
precise adjustment of frequency, duty cycle, and dead time.
(3]

The control board also supports an adjustable power supply
via the TPS61040 boost converter, which is controlled by
the DAC output of the dsPIC33CK256MP505. [4] TPS61040
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supplies varying gate drivers for different types of buck
converters.

Input and output measurements of the buck converter are
performed using two shunt resistors connected to the INA236
power monitor. The voltage supplied to the gate driver of
the buck converter is also measured by the INA236. This
monitor is interfaced with the dsPIC33CK256MP505 via I2C
and provides information on voltage drop across the shunt, bus
voltage, current, and power. [5]

To ensure proper data processing, the microcontroller is con-
nected to a UART/USB converter FT232RL, which transmits
the acquired data to a computer. [6]

III. OPTIMIZING OF BUCK CONVERTOR

In designing the buck converter schematic and selecting
components, generally known information was relied upon
to ensure that the first version of the board would achieve
relatively high efficiency. The first priority was to eliminate the
rectifier diode, so a synchronous design was chosen. Although
this slightly complicates the design, it significantly increases
efficiency. [7]

Another important factor was the selection of capacitors,
all of which are ceramic. This choice reduces dielectric losses,
temperature dependence, and allows for a more compact board
with a better layout. For the inductor, it was crucial that it be
shielded to minimize EMI. These steps led to the creation of
the first schematic of buck converter A. However, to achieve
even better results, further modifications were necessary, in-
cluding replacing silicon transistors with GaN transistors,
which have lower switching losses, thereby creating buck
converter B. The final improvement was the selection of five
inductors, which should have lower losses, further enhancing
the overall efficiency of the system.

To further improve efficiency, it is essential to select an
appropriate dead time. For this purpose, LTSpice simulations
were used to determine the total dead time value that provides
the highest efficiency. For buck converter A, the optimal total
dead time is around 140 ns, while for buck converter B, it
is around 10 ns. However, a slightly higher value can be
chosen to improve the margin before the transistors suffer
shoot-through.

After measuring the dependence of the dead time in buck
converter B, we can observe that the highest efficiency occurs
with a total dead time ranging from O ns to 10 ns, which aligns
with the simulation results. Minor inaccuracies were attributed
to the effects of temperature.

For buck converter A, the optimal total dead time de-
termined from measurements was 30 ns, which represents
significant difference compared to the simulation.

Another way to increase the efficiency of the buck con-
verter is by optimizing the switching frequency. While higher
frequencies lead to greater switching losses, excessively low
frequencies result in higher ripple current. Therefore, the
frequency selection must align with our requirements and the
chosen inductor. [8]
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From the simulations, it was determined that the optimal
maximum frequency is around 100 kHz, but at this value,
the output ripple is still relatively high. Therefore, higher
frequencies of 300 kHz and 500 kHz were selected to achieve
a better balance between efficiency and output voltage quality.

depending on frequency, are primarily caused by core losses
in the inductor. When the efficiency of buck converters A and
B is compared, it becomes evident that the difference between
them increases with rising frequency. This can be attributed to
the poorer switching characteristics of the transistors in buck
converter A compared to those in buck converter B.
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IV. DETERMINATION OF EFFICIENCY AND COMPARISON OF
SEVERAL METHODS

Fig. 6 shows that in the simulation, the efficiency of the
buck converter increases with frequency but begins to decline
after 100 kHz. This is because, at lower frequencies, there is
significant ripple current, and the circuit gradually behaves as
if the inductor were not present. However, as the frequency
increases, current ripple decreases, but switching losses rise,
leading to a decline in efficiency at higher frequencies.

In this figure, it can also be observed that, unlike the
simulation, the measured values show the highest efficiency
of the buck converter at around 300 kHz.

Finally, it can be observed that the differences in the
efficiency of buck converter B when using different inductors,
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Fig. 7 and Fig. 8 shows that, in the simulation, as the current
increases, the efficiency of buck converter A also increases.
This is because losses that are independent of current, such as
switching losses or gate driver losses, become less significant
compared to current-dependent losses, such as conduction
losses. This phenomenon occurs because the simulated model
does not account for PCB conductive paths, which results in
conduction losses having a less noticeable impact on the graph.
To observe a decrease in efficiency, the current would need to
be stepped to much higher values.

It can also be seen from the figures that the measured results
are relatively similar to the simulation results. The difference
can be explained by the properties of the PCB, temperature
variations, and other factors present in the real environment.



When these two figures are compared, a slight increase in
efficiency at 300 kHz can be noticed, which can be attributed
to the reduction in switching losses due to the lower frequency.

Next, in Fig. 7 and Fig. 8, it can be observed that buck
converter B is clearly more efficient than buck converter A.
Regarding the inductors, it can be seen that some exhibit
higher efficiency at lower currents, while others perform better
at higher currents. This behavior can be explained by the
characteristics of the inductors, such as series resistance and
core losses. In general, higher efficiency at elevated current
levels is achieved by inductors with lower resistance.

Buck Buck
Efficiency [%] converter A | converter B

Uin = 12 V, Uout = 4 V, Iout = 1 A, fs = 500 kHz
Simulation 94,83 98,05
ROHM efficiency equations [9] 88,13 97,90
TI efficiency equations [10] 81,72 97,89
Measurements 93,94 96,06

Uin = 12 V, Uout = 4 V, Iout = 1 A, fs = 300 kHz
Simulation 96,29 98,57
ROHM efficiency equations [9] 92,18 98,27
TI efficiency equations [10] 87,23 98,30
Measurements 94,66 96,29

Uin = 12 V, Uout = 4 V, Iout = 4 A, fs = 500 kHz
Simulation 96,14 97,21
ROHM efficiency equations [9] 92,01 95,18
TI efficiency equations [10] 92,28 97,14
Measurements 92,52 92,92

TABLE I: Comparison of methods for determining efficiency

Next, we can see a table that compares the obtained effi-
ciency from theoretical equations, simulation, and measure-
ments. It is noticeable that in the case of buck converter B,
the values are relatively similar. The differences can again be
attributed to PCB characteristics, especially the resistance of
the conductive traces, whose influence increases with current.
However, in the case of buck converter A, the simulation
and measurements differ significantly from the calculations
based on the ROHM or Texas Instruments (TT) buck converter
efficiency equations. Some values not provided by the manu-
facturers were replaced with suitable parameters derived from
theoretical assumptions or simulation results. Additionally,
since the equation for calculating core loss in the inductor, as
described in the Texas Instruments application report, requires
many parameters that are typically unavailable, the AC loss
calculator from Wiirth Elektronik was used instead. [9] [10]

V. CONCLUSION

As part of this work, the design and production of the
Control unit board were completed. This unit is capable of
powering and controlling the gate driver of the buck converter.
It also allows for precise measurement of power, bus voltage,
shunt voltage, and current, enabling fast and accurate evalua-
tion of the efficiency of the buck converters.

Additionally, buck converter boards were designed and built
for testing, featuring an efficient layout. Buck converter A uses
Si MOSFETSs, while buck converter B uses GaN FETs. Several
variations of buck converter B were also created, differing in
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the type of inductors used for further optimization. Optimiza-
tion was also performed on the total dead time to achieve
higher efficiency. In the case of converter B, the difference
between the simulation and measurements is negligible, while
for converter A, the difference reaches up to 110 ns.

Simulations were conducted to estimate the efficiency and
other characteristics of the boards. The measurement results
are comparable to the simulation results, with the simulations
showing higher values due to the neglect of certain PCB
characteristics and the absence of environmental factors, such
as temperature.

Regarding the calculations, a significant difference can
be observed in certain cases of buck converter A, which
suggests that, in some situations, theoretical formulas used for
calculating efficiency may not fully correspond to real-world
results.
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Abstract—This paper focuses on developing a comprehensive
thermal model of a selected smart home. Thermal behavior is
derived from the 3D conceptual models of the house’s interior
created in SolidWorks based on personal knowledge and available
blueprints. Utilizing the information about individual structural
elements, their dimensions, materials, and thermal properties
available in the 3D models, a thermal model of the building
is developed in MATLAB Simulink using the Simscape Thermal
Models. The thermal model is tested under diverse conditions
through a 24-hour operation simulation using the external
temperature and irradiation data from geographic information
systems.

Index Terms—Airflow, conjugate heat transfer, heat transfer,
home automation, HVAC systems, smart home, thermal behavior
simulation, thermal comfort, thermal energy storage.

I. INTRODUCTION

Since the right home temperature is critical for a person’s
comfort and health, modern buildings often feature air con-
ditioning and heating systems to provide the ideal environ-
ment. Wall thickness, type of roofing, and room layout then
influence the indoor microclimate and directly determine the
temperature conditions inside. Additionally, improper handling
of heating, such as turning the heating system on or off at
inappropriate times or improper air conditioning temperature
settings, can make maintaining thermal comfort challenging
and lead to various health problems. As mentioned in [1],
high temperatures can cause excessive fatigue and loss of con-
centration, while low temperatures decrease nervous system
activity, which can cause drowsiness. As a result, adequate
temperature control is key to ensuring optimum thermal com-
fort in smart homes, and such control should consider factors
related to outdoor weather and building thermal properties.

Black-box, White-box, and Grey-box models are often used
to simulate ongoing thermal processes. These models differ
in the amount of information about the system. When using
a black-box model, the amount of system details is limited,
meaning certain factors are not considered. For instance, in
[2], the authors simulated the air temperature in a laboratory
using a simplified model, excluding ventilation, windows, and
doors. In contrast to the black-box model, the white-box
approach incorporates a detailed description of the internal
structure and dynamics of the system, which requires in-
depth knowledge of the system being modeled. The study [3]
presents the development of a white-box model for simulating
the temperature in a hotel room with an integrated heating and
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Fig. 1. Frontal view of the modeled smart home.

cooling system. The research was focused on the influence
of hotel personnel and guests, who can control windows,
heating, and cooling. After calibration, the authors optimized
the model parameters, allowing the model to predict the room
temperature with a mean square error of 0.79°C. In some
cases, white-box and black-box approaches are combined in
gray-box models. Similarly to the black-box approach, this
model avoids large amounts of data while achieving better
efficiency than the black-box model. The article [4] presents a
water-cooling model aimed at optimizing the cooling system
with individually designed and fine-tuned coolers. The model
is based on a mathematical description following physical
principles, but parameters are estimated from the measured
data, which is characteristic of gray-box models.

This paper adopts the white-box approach, chosen for our
in-depth knowledge of the building’s design and materials,
which allowed us to use physical principles and parameters
to simulate the influence of outdoor temperature, heating
systems, and other factors on heat transfer within the house.

II. SELECTED BUILDING

The modeled building contains two floors and an attic. An
image displaying the front view of the building is depicted
in Fig. 1. The main entrance to the building is located on
the first floor. Near the main entrance is the boiler room,
which contains the primary heat source for the heating system
- the boiler. This room is positioned to allow efficient heat
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Fig. 2. 3D model of the 1st floor.

distribution through the floor heating. Most of the first floor
then comprises the kitchen, which connects to the living room.
An essential factor in the distribution of cool air is the free
passage into the corridor, which allows its natural circulation
to other parts of the lower floor. A glass door leading to a small
garden at the back of the living room is a significant part of
the building’s natural ventilation system; this door provides
a direct path for heat transfer to the interior in summer.
Conversely, heat loss through the glass doors non-negligibly
decreases the indoor temperature in the winter. The illustration
in Fig. 2 documents the layout of the rooms on the first floor
in a more detailed way.

The second floor of the house serves primarily as a sleeping
area. It contains three bedrooms and a bathroom with a sepa-
rate toilet. Fig. 3 depicts the layout of the upper floor. Every
room on this floor, except the toilet, features a window, and the
bedrooms on the staircase’s left also have air conditioning. The
bedroom marked as Bedroom 3 in Fig. 3 has a large window
across the entire wall, including a glazed entrance to an open,
uninsulated balcony. This glazed wall significantly affects the
room’s temperature flows, similar to the glass living room door
leading to the garden on the first floor.

The construction of the house consists of two main parts: the
load-bearing structure, which includes the foundations, walls,
ceilings, staircase, and roof, and the supplementary struc-
ture, which comprises partitions, suspended ceilings, floors,
windows, and doors. The structural layout is of paramount
importance in modeling the thermal behavior of the building.
Therefore, a detailed overview has been produced, which
thoroughly describes the structural elements of rooms and
includes the specification of their area, thickness, and materials
used. A sample section of the summary of structural elements
is presented in Table I, where part of the hallway on the 1st
floor is documented.

As indicated in Table I, the building has a combined
insulation system for walls, employing a thicker layer of
mineral wool (with thermal conductivity of 0.05 W/(m-K),
heat capacity of 980 J/(kg-K), and density of 150 kg/m?)
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Fig. 3. 3D model of the 2nd floor.

TABLE I
STRUCTURE AND MATERIALS FOR MODELED ROOMS
Modeled [Structural |Adjacent [S [m?] |[D [m] [Material
Room Component {Room
East W - |Toilet 1.500 |0.150 |Ytong
Structure  |1st Floor P2-500
Hallway Boiler |3.780 |0.150 |Ytong
1st Floor Room P2-500
East W - |Toilet 1.500 |0.050  |Drywall
Insulation |1st Floor
Boiler |3.780 |0.050 |Drywall
Room
West W -|Living |2.100 [0.300 |Ytong
Structure  [Room P2-400
West W - |Living |2.100 |0.100  |Mineral
Insulation |Room Wool
0.025 |Drywall

as the outer layer and a thinner layer of plasterboard (with
thermal conductivity of 0.25 W/(m-K), heat capacity of 900
J/(kg-K), and density of 750 kg/m?) as the inner layer. This
insulation configuration is replicated on the second floor.
Ytong is then used for the building’s foundation structure. Its
thermal conductivity ranges from 0,08 W/(m-K) for external
walls to 0,17 W/(m-K) for internal walls. In addition to the
thermal conductivity, Ytong’s heat capacity corresponds to
1000 J/(kg-K), and its density varies based on its type (P2-
400 corresponds to the density of 400 kg/m?3 and P2-500 aligns
with 500 kg/m?).

III. THERMAL MODEL

Based on the overview of construction elements dimensions
and materials prepared together with the 3D models, we
formulated the thermal model in MATLAB Simulink using the
Simscape extension. The Simscape allows creating complex
component models based on physical interconnections and
provides specific blocks for different physical domains, such
as heat [5]. We utilized the “Thermal Models” library, which
provides tools such as thermal energy sources, sensors, and
other specialized components. Elements from the “Thermal
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Models” library represent individual structural parts of the
building and their physical properties.

The fundamental part of the produced thermal model is a
wall, which is realized as a subsystem containing a combi-
nation of the ”Conductive heat transfer” and “Thermal mass”
blocks. The wall model considers each layer separately, taking
into account its specific thickness, thermal conductivity, heat
capacity, and density. Each layer represents a basic thermal
inertia element with two thermal resistances R, and R, and
one thermal capacitance C, whose behavior can be described
by a differential equation derived from the energy balance:

dTe  Ta—To To—Ts
dt R, Ry

where T’y and T’p represent the temperatures at the boundary
nodes of the layer (e.g., the temperatures at the surfaces of
adjacent wall layers), and T denotes the temperature of the
thermal mass located between the resistances, representing
the internal energy storage of the layer. If the wall includes
windows or doors, we represent these elements in the model
as extra branches connected in parallel to the wall layers. To
capture the open and closed states of doors and windows, we
used the ”Variable Thermal Resistance” blocks. In the closed
state, the heat is transferred through conduction, assuming the
exact material of a particular door or window. Conversely, in
the open state, the heat is transferred through direct airflow
(convection). The status of each window or door can be
individually controlled. Fig. 4 depicts an exampled wall model,
which includes three thermal mass blocks, requiring three
initial conditions to be provided. The initial conditions are
computed based on initial temperatures at both sides of the
modeled wall by calculating the temperature distribution over
the individual thermal resistances in a steady state, employing
Kirchhoft’s laws. Subsequently, the individual smart home
rooms are assembled from modeled walls and “Thermal Mass”
blocks representing the air in the room. An example of a room
model is visualized in Fig. 5. Except for the walls, separate
rooms are also connected through the floor heating system.
Furthermore, the irradiation incident on the roof affects the
rooms on the second floor. The roof structure is divided into
two parts, one directly connected to the individual rooms,
where, as with the walls, the different layers of material are

C (1)
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Fig. 5. Thermal model of a particular room.

considered. The other part corresponds to the attic - the airy
space between the ceiling of the second floor and the roof
itself, which is created as a separate room. Both the parts
are connected with the final layer of the roof affected by the
irradiation. We modeled this layer using the “Radiative Heat
Transfer” block, which is connected to the “Controlled Heat
Flow Source” capturing the irradiation data obtained from the
Photovoltaic Geographic Information System (PGIS) [6]. This
database extracted the irradiation intensity and temperature
data from one day in December in the location where the
actual building is situated.

IV. THERMAL BEHAVIOR SIMULATION

The simulations of the developed model were conducted
over 24 hours, with the external air temperature varying
around -7 °C. The simulations were performed under different
conditions, and the outcomes are presented in Fig. ?? below.

In the first scenario, all windows and doors were closed,
and the heating system was turned off. The results showed
that the most significant temperature drop occurred on the first
floor in the living room due to the glass doors and windows,
which allow more substantial heat transfer. Only a minor
temperature decrease was observed in the corridor, as none
of its walls are directly exposed to the external environment.
On the second floor, the temperature drop was approximately
uniform across all rooms and was less pronounced overall.
This can be attributed to the effect of solar heating on the
roof and similar thermal insulation properties in the rooms.

In the second scenario, all doors were closed, and the
heating system was activated. The heating power supplied was
set to 12 kW for the first floor and 22 kW for the second floor.
These values were chosen to restore the indoor temperature
to approximately the same level as in the simulation’s initial
conditions.

In the third scenario, the interior doors were closed, but the
main entrance door leading outside was opened. This resulted
in a significant temperature drop in the hallway and a less
pronounced decrease in other rooms. On the second floor, the
results remained essentially unchanged.

In the final simulation, the interior doors were opened,
which caused minor temperature redistributions on the first
floor. For instance, the temperature in the corridor dropped
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Fig. 6. Thermal behavior simulated under various conditions.

more significantly while the cooling process in the boiler room
slowed down. No notable temperature changes were observed
on the second floor.

V. CONCLUSION

In this paper, a comprehensive white-box model has been
developed to describe in detail the physical reality of heating-
related processes in a smart home. The model includes the
representation of heating and air conditioning systems, as well
as external influences such as ambient air temperature and
the influence of solar heating on the roof. Its purpose is to
capture the fundamental thermodynamic interactions within
the building envelope and between internal zones. This enables
the identification of variables with a dominant influence on the
system’s overall energy behavior. The subsequent research will
focus on reducing the model’s complexity by approximating
it with lower-order descriptions and designing model-based
control strategies.

The thermal model was simulated during various scenarios,
including opening and closing doors and turning the heating
on and off. The first floor exhibited realistic temperature
behavior consistent with expected physical processes. The
second floor’s temperature changes due to door opening and
closing were insignificant. This may be attributed to the fact
that, in actual conditions, warm air rises, whereas the model
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lacks natural convection mechanisms, such as air circulation
through the staircase opening.
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Abstract—This paper focuses on developing a mathematical
model for intelligent irrigation control. The model is based on
the Richards equation and extended with Gardner’s permeability
model with the Feddes concept of root water uptake by plants.
It integrates evapotranspiration, soil-water-plant interactions,
water infiltration into the soil, and drainage. The model is formu-
lated as a partial differential equation describing soil moisture
dynamics and is transformed into a state-space representation for
analysis and control design. Simulations illustrate the model’s
behavior under varying conditions, demonstrating its potential
for irrigation control.

Index Terms—control system model, hydraulic conductivity,
irrigation, mathematical modeling, partial differential equations,
Richard’s equation, root water uptake, simulating, soil moisture,
water flow, water use efficiency

I. INTRODUCTION

Water is vital for agriculture, where efficient irrigation
supports crop growth. However, climate change, population
growth, and overuse threaten water availability. Inefficient
management and outdated infrastructure worsen the problem.
With over 70% of global freshwater used in agriculture,
improving water management is crucial for sustainability and
food security.

Automated irrigation systems offer a promising solution to
address these challenges. Traditional methods, which rely on
fixed timers, are inefficient as they do not account for current
soil and atmospheric conditions. This paper introduces a soil-
water flow model that forms the basis for developing a control
system for irrigation. The model establishes the relationship
between water distribution in the soil and plant water root
uptake, incorporating the influence of current atmospheric
conditions on transpiration rates and water uptake by the plant.

Models for predicting water flow in soil are essential in
designing irrigation controllers. The models are based on
the Soil-Plant-Atmosphere (SPA) concept, which describes
the dynamic interactions between these components. There
has been growing interest in developing mathematical mod-
els representing the water dynamics within the SPA system
in recent years. Notable models include WAVE (Water and
Agroecosystems Virtual Environment) [1], SPASMO (Soil
Plant Atmosphere System Model) [2], MACRO (simulation of
water movement through macropores in soil) [3], and SWAP
(Soil-Water-Atmosphere-Plant) [4]. Models interpret the SPA
concept differently, addressing various agricultural and en-
vironmental challenges. This study focuses on the SWAP
concept, which was designed to simulate the interactions
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between soil, water, atmosphere, and plants. It combines water
flow in both saturated and unsaturated zones and incorporates
physically based numerical models that integrate water uptake
by roots and crop growth.

The Richards equation is widely regarded as one of the
most complex concepts for simulating. In this paper, we focus
on simplifying the computations of the Richards equation by
restricting our analysis to a single dimension. We achieve this
by employing the Gardner relative permeability model and the
Feddes root water uptake model, which allow us to reduce the
equation to a linear form.

II. MODELING WATER FLOW IN SOIL
A. Richards equation

The Richards equation is commonly used to model water
movement in porous media. Its general form for unsaturated
water flow in soil can be expressed as follows:

where 6 is the volumetric water content [-], z is the vertical
coordinate [m] (positive upward), ¢ is time [s], / is the pressure
head with A > 0 when the soil is saturated and h < 0 when it
is unsaturated [m], S represents the root water uptake [s71].

Within the given equation, K(z,t) represents a key pa-
rameter governing the system’s behavior and is generally
formulated as:

K(z,t) = Kk (2,1) 2)

where K is the saturated hydraulic conductivity (m/s), and
k.(z,t) represents the relative permeability of the soil.

B. Modeling of Relative Soil Permeability

Hydraulic conductivity K (z,t) defines a material’s ability to
transmit water, depending on pore size, porosity, and saturation
properties. Relative permeability k,.(z,t) is a dimensionless
factor describing variations in hydraulic conductivity with
soil moisture. Common models such as Van-Genuchten [4],
Mualem [4] or Gardner [5] describing k,(z,t) rely on em-
pirical relationships between volumetric water content 6(z, t)
and pressure head h(z,t). We decided to incorporate the
Gardner model because it offers a simple yet effective ap-
proach to describing soil water retention and relative per-
meability. Despite its limitations, this model is widely used
in practical applications and fundamental analyses of water



movement in soils. Employing exponential functions trans-
forms the Richards equation into a linear form, making it
computationally efficient and easily implementable.

6, 0, — 0, Ah(z,t) h
0(z.1) = + (6. Je <0 3)
05 h>0
M p <0
ko (2,) = 4
(2.1 {1 o @

where 6, is residual water content [-], 6 is 6(z, t) at saturation
[-], parameter A is related to the pore distribution and size
[m ~1].

C. The Gardner model in the Richards equation

If we limit the analysis to the unsaturated state only for
0(z,t) 3) and k.(z,t) (4), i.e. for the condition h < 0 we
can express the pressure head and the relative permeability as

0(z,t)— 6 0(z,t) — 6,

follows:
- 1

After computing the partial derivative of h(z,t) with respect
to the z axis and substituting it along with k,(z,t) into the
original equation (1), we obtain the resulting form of Richards’
equation as a second-order linear partial differential equation:

00(z,1) Ky 02%0(z,t) K, 00(z,1)
ot A0s—0,)

kr(z,t) =

022 0, — 0, Oz

(6)

Since this model will serve as the foundation for the design of
the control system, we will adhere to this linear dependency,
which allows for expression of the system’s transfer function.

D. Root Water Uptake

Modeling water movement in soil during crop cultivation
requires describing root water uptake, which depends on
temporal and spatial factors influenced by soil properties,
crop characteristics, and atmospheric conditions. This study
employs the Feddes reduction function «(6(z,t)) [6], which
represents the intensity of plant water uptake; it considers
total water extraction from the root zone without detailing
individual roots. Root uptake, represented by S(z, t), describes
the volumetric water extraction per unit of soil volume and
time. Given the variability of root systems with soil type and
depth, experimental determination of S(z,t) is challenging. A
modification of the Feddes model proposes expressing S(z, t)
as a function of soil water content 6(z,¢) and the maximum
uptake rate Sy, (2, 1) :

S(0(z,t)) = a(6(2,t))Smaz(2,1) @)
0 for 0(z,t) < 6,
0(2z,t)—0.,
a(0(z,1)) = e for 0, < 0(z,t) <, ®)
1 for 0y < 0(z,t) < Oan
0 for O, < 0(2,t) < 0.
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Fig. 1. The general form of the dimensionless Feddes reduction function.
Red - critical soil conditions; yellow - transitional moisture conditions; green
- zone of effective absorption.

The graphical representation of the Feddes function can be
seen in Figure 1, where for 6 < 6,,: no uptake (wilting point,
dehydration); 0,, < 6 < 64: uptake increases (drainage point
reached); 04 < 6 < 6,,: maximum uptake (optimal moisture);
Oun < 0 < O: uptake declines (anaerobic conditions). The
maximum amount of water absorbed by the roots Sj,q. is
defined as Spez(2,t) = 2?&(;) where Z(t) is the depth
of root [m], E,(t) represents the potential evapotranspiration
[m/s] - the amount of water that would be evaporated from
the soil surface and transpired by plants. This term can be cal-
culated by various methods, including the Penman-Monteith
equation, the Hargreaves method, or the Thornthwaite equation
[7]. By applying the Feddes model, the time dependence of the
parameters can be neglected, as the conditions under which the
simulation is performed can be considered steady over short
time periods. Thus, we obtain the resulting form of the root
water uptake for individual regions of 6(z,t) based on the
shape of the reduction function «a/(6(z,t)).

E. Z-axis Discretization

The derivative along the z-axis was approximated using nu-
merical differentiation, specifically through finite differences.
To achieve this, centered difference approximations (which
estimate the derivative by considering function values on both
sides of the point of interest) (9) and (10) were employed for
first and second-order derivatives, respectively. We have

_ flz+ Ax) — f(z — Az)

f'(@) = AL ©)
pry MO 2@ Lo

This approach implies that the z-axis is discretized into
N sample points, where 6(z,t) values are determined. By
applying this approximation to (6) and considering the range
i € (1, N), where N is bounded by the soil depth [ [m], we
obtain the following result:

ge(zi,t) _ K, 0(zig1,t) — 29(21-,;) +0(zi_1,1)
; N6, - 6) (%)
Ks 9(Z¢+1,t) — o(zi—l,t)
- ist).
T =6 2T S(zirt)
(11)
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Fig. 2. Simulink scheme of the model.
F. Initial Conditions
For accurate system modeling, the initial conditions must be
defined at ¢« = N and ¢ = 1, which correspond to positions on

the z-axis where water infiltrates into the soil and is drained
out. To model the water flow, we apply Darcy’s law, which

accounts for the vertical movement of water through the soil:
Oh(z,t
q(t) = —K(z,1) (éz) + 1) (12)

where ¢ is the volumetric flow rate [m>/s]. From this equation,
we determine % and subsequently express the partial
derivative of 6(z,t) for the z-axis. Utilizing the chain rule,

this relationship is given by: aeézz b = 69(,(;1’” ‘%(,gz ) The term

96121 i obtained as in (3), leading to the following derived
expression:
90(z,1t) Ah q(t)
0T (0, —0) NeMED (1) (13
0z (0 r)Ae K(z,t) (13)

By substituting for K(z,t) and h(z,t) as in (2) and (5), we
can progressively simplify the expression to derive the final
initial condition at both soil boundaries:
0(z,t Os — 0.\

aéz, ) _ = ) ot)
The simulation will be conducted under simplified, steady
conditions using a soil sample of a given depth in a con-
trolled environment. Thus, the boundary condition at z — 21,
i.e., z = 0, defines the bottom of the domain, where we
assume free drainage with no restriction on water outflow,
meaning, % = 0. In this case, the drain of water is
determined solely by the hydraulic conductivity: gou:(t) =
—K(z1,t) = -K S%. By approximating the derivative
(14) at z — z; using a finite difference with the centered
difference approximation (9), we obtain:

AO(z,t) + N0, (14)

d _ 9(22,15) — G(ZO;t)
&9(217 t) = 2% (15)
9(227t) _'0(207t) _ (93 —'QT)A
2% - K, Gout (t) )\9(2, t) + A6,

(16)

where the point 6(zg,t) is not part of the investigated region;
therefore, this point must be expressed as:
0T> . (17

9(20, t) :9(2’2, t)+

20 /(s — 0.\
N <(KS)(]out(t) + M(z1,t) = A

function [A, B] = states(theta, Ks, theta_r, theta_s, theta_d,
heta_an, theta_w, lambda, zr, 1)

20; z = 1/(N-1)*(0:1:(N-1)); Ep =

zeros (N,3);B_g = zeros(N,l);

N) = 72*N/l — lambda; B_EP = zeros(N,1);

zeros (N,N); A(l,:) = 0;

Ks/(lambda*(theta s— theta _r)); b = Ks/(theta_s-theta_r);

N;

i

7.29%10"-8;

REdnhQn

Do w2
~

= 2:N-1
theta_i = theta(i); z_i =
if z_i>=l-zr
if ((theta_i>theta_an)&& (theta_i<=theta_s)) || (
theta_i<=theta_w)
A(i,i-1) =a/h"2 - b/ 2+h)
A(i,1) = -2xa/h"2
A(i,i+1) = a/h"2 " b/ (

o1

z(1);

2*h)

elseif (theta_i>theta d)&&(theta i<=theta_an)
A(i,i-1) =a /h"2 + b/ (2*h)

A(i,i) = -2»a/h’2;

A(i,i+1) = a /h"2 + b /(2xh);

B_EP (i) = -1/zr;

else
A(i,i-1) =a/h"2 - b/ (2xh)

A(i, i) = -2*a/h"2 - Ep/zr*l/(theta d-theta_w);
A(i,i+l) = a/h"2 + b / (2%h);

B_gP(l) = theta_w/ (theta_d-theta_w) /zr;

en

A(i,i-1) =a /h"2 - b/(2+h);
A(i,i) = -2%a/ h"2;
A(i,i+l) = a/h"2 + b/ (2+h);
end
end
A(l,:) = 0; A(1,1) = -2xa/h"2;
theta_i = theta(N);
if ((theta_i>theta_an)&& (theta_i<=theta_s)) || (theta_i<=theta_w)
A(N,N-1) = 2+xa/h"2 - bxlambda;
A(N,N) = -2+a/h"2 - ax(2xlambda*N)/1;
elseif (theta_i>theta_d)&& (theta_i<=theta_an)
A(N,N-1) = 2%xa/h"2 - bxlambda;
A(N,N) = -2+«a/h"2 - a*(2+«lambda=*N)/1;
B_EP(N) = -1/zr;

A(1l,2) = (2xa)/h"2;

A(N, N-1) = 2+a/h"2 - bxlambda;
A(N, N) = -2%xa/h"2 - ax(2+lambdaxN)/1 - Ep/zr*1l/(theta_d-
theta_w);
B_EP (N) = theta_w/(theta_d-theta_w)/zr;
B_theta_r = zeros(N,1); B_theta_r(l) = 0;
B_theta_r (N) = 2+ax (N/1)*xlambda+b*lambda;
B=[B_qgq,B_EP,B_theta_r];
Listing 1. MATLAB function for computing state-space matrices A and B

based on soil moisture dynamics.

By substituting the obtained results into (11) and progressively
simplifying, we arrive at the following form of the boundary
condition at z — z1:

29(2’2, t) - 29(21, t)

(%)°

Lo t) =

dt —S(Z1,t).

AOs —6,)
(18)

In the similar manner, we express the initial condition at the
point z — zp, i.e., z = [, which defines the soil surface. The
water input to the soil will be denoted as g¢;,, representing
the general flow of water entering the system. By successive
calculations we achieve the following form:

21 (0s—0,)\

d K, 20(en-1,1) — § =R Qin(t)
&H(ZNat) = )\(9 Iy ) 112 -
s (%)
ZN0(zn,t) + 20, — 20(2p, t) K,
(%)’ (6: =6

—(0s — 0,)A
(FE 000 = Mleor,) 420, ) = S
19)
III. SIMULATION OF THE MODEL

The model simulation was carried out in the MATLAB
Simulink environment. Fig. 2 shows the Simulink scheme of
the state-space representation of the soil water flow model.
The system is affected by three inputs: Q(¢) is drip irrigation,
which starts at 8:00 AM and operates for one hour. The flow
rate is set to 1.61-10~7 [m3/s]. This input is distributed over
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Fig. 3. Soil water flow for different values of K.

the irrigation area of = 0.0707 [m?2], with a negative sign
applied as acts in the opposite direction to the defined z-
axis orientation; e(t) represents evaporation (water loss from
the soil). The total evaporation value for the day is 0.0033
[represents the root watem]; F,(t) is assumed constant under
steady conditions and set to 7.29-10~® [m?/s]. The MATLAB
function states computes the state matrix A and input matrix
B for the state-space representation, as shown in Lst. 1. The
model parameters were set as follows: [ = 0.3, Z = 0.2,
A =10, 6, = 0.05, §, = 0.13, 65 = 0.19, 6,, = 0.285,
0, = 035, K, = 107° /K, = 1075 , N = 20. Fig.
3 shows the simulation results of the proposed model for
different values of K. In soils with higher conductivity, water
reaches the bottom of the soil sample relatively quickly after
irrigation and then drains out, with moisture returning to its
original value. Soils with lower conductivity retain water better
and remain moist for a longer period. Fig. 4 illustrates the
6(z,t) distributions at different depths throughout the entire
soil column. The number of curves corresponds to the system’s
order N, i.e. 20, with each curve representing a layer along
the z-axis, spaced at intervals of [/N.

CONCLUSION

The paper presents a model of water flow in soil based
on Richards’ equation. Using the Gardner model of relative
permeability, the Richards’ equation is simplified into a linear
form. The model also includes the Feddes function for root
water uptake. The simulation was conducted under steady
conditions with a fixed-depth soil sample to simplify modeling
by neglecting the temporal dependence, utilizing the finite
difference method with centered difference approximations for
derivatives. The main advantage of the presented model is its
linear form, which not only facilitates mathematical analysis
but also enhances simulation efficiency. Moreover, it allows
for representation in a state-space formulation in matrix form.
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Fig. 4. Change of 6(z,t) for different value of Kj.

However, the model has certain limitations resulting from its
simplifications. For instance, it does not account for water flow
in fully saturated conditions, and the neglect of temporal vari-
ability in certain parameters may limit its ability to accurately
describe long-term dynamic effects. Nevertheless, the model
helps to understand the physical principles of water flow in soil
based on Richards’ equation, and thanks to its linear form, it
is useful for the design and simulation of irrigation control
systems.
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Segmentation of hip joint anatomy structures
from radiographic images
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Abstract—This paper deals with the problem of a hip joint
segmentation in radiographic images with the use of a deep
learning approach. The paper is focused on training nnU-Net
models and creating an original dataset that contains 150 radio-
graphs, 100 training and 50 test images. There are six trained
models, five from cross-validation training and one trained on all
training data. All models are evaluated on the test dataset using
the Dice score for individual labels and the combined mean Dice
score for the image. The best-performing model was the model
trained on all training images. The most challenging labels for
segmentation were those representing the Kohler teardrop and
the space between the femoral head, teardrop and acetabulum
due to their size and variability observed across the dataset.

Index Terms—hip joint, femur, pelvis, radiography, radio-
graphic image, segmentation, deep learning, convolutional neural
network, U-Net, nnU-Net.

I. INTRODUCTION

The hip joint is a critical structure in the human muscu-
loskeletal system, essential for movement and maintaining
whole-body posture, and radiography is one of the most
common imaging methods used for upper femur and pelvis
imaging. It is typically employed as an initial step in a joint
examination due to its availability, short duration, and rel-
atively low radiation exposure. Further procedures, surgery
planning or aftercare also often rely only on it. For instance,
primary hip arthroplasty is frequently performed based solely
on visual assessments of X-ray images (2D radiographs) and
the surgical field. However, hip preoperative planning is crucial
for the success of the surgery and the patient’s recovery.
Planning must be precise to restore function and enhance the
patient’s quality of life. Therefore, accurate determination of
the correct anatomical landmarks is essential to selecting the
correct component type, size, or shape. [1], [2]

M. Kim et al. in [3] dealt with preoperative planning
for successful total hip arthroplasty and proposed a deep-
learning and rule-based algorithm for optimal hip prosthesis
determination. A 2D U-Net supplemented with a classification
convolutional neural network was used as a segmentation
model. Another research group, led by W. Xu [4], held re-
search regarding hip joint pathologies in infants’ radiographs.
The research specialized in the localization of developmental
dysplasia lesions and proposed an algorithm utilizing joint
segmentation via Feature Pyramid Network with ResNet50.
L. Chen et al. [5] dealt with segmenting dysplasia lesions as
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well, specifically using 2D ultrasound images and a cascaded
fully convolutional neural network.

In addition, other research groups propose hip joint seg-
mentation approaches but from 3D data. A fully auto-
mated algorithm for hip joint segmentation was proposed
by J. J. Kim et al. in [6]. It employed the complementary
use of a patient-specific optimal thresholding together with
a watershed algorithm. C. Chu et al. in [7] also published
a fully automatic CT segmentation approach but with the
integration of fast random forest regression-based landmark
detection, multi-atlas segmentation, and articulated statistical
shape model fitting. P. Xu et al. [8] used 3D CT scans and
the MultiPlanar U-Net with transfer learning. They embraced
model training on publicly available and poorly annotated data
with only a few accurate training scans for fine-tuning.

II. IMAGE DATASET

There were two datasets containing 2D radiographs found,
the first one by M. Kim et al. mentioned in [3] and the second
one by R. Zhao et al. from [9]. However, neither of these
two datasets was publicly available and the data could not
be retrieved even upon the request. Therefore, the creation of
an original dataset was initiated.

83 plain anteroposterior (AP) radiographs were obtained
from the DICOM database. All images were anonymised and
included the entire pelvis and both upper femurs, e.g. Fig. la.
The created original dataset itself consists of 150 images of
one joint, see Fig. 1b. The remaining joints were not eligible
because of already implanted hip replacement prostheses, as
well as fixation components like plates and screws used for
fracture and other treatments.

The dataset contains data from computed radiography
acquired between the years 2010 and 2011. The image
sizes range from 1223x1943 pixels to 2140x3520 pixels,
and the image spacings are 0.1x0.1 mm, 0.15x0.15 mm
or 0.175x0.175 mm per pixel.

Furthermore, all images in the dataset have a corresponding
ground truth segmentation mask created by a non-medical
health professional, according to Act No. 96/2004 Coll. [10].
Each mask includes five labels, depicted in Fig. 2. The region
of the first label (L.1) contains the femoral head, the medullary
cavity, and the greater trochanter; the second label region
(L2) includes the inferior neck, the diaphyseal cortex, and the



(a) (b)

Fig. 1: Example of plain AP radiography images from one patient: (a) full
image showing both hip joints and (b) image of only one hip joint (image
from the original dataset)

Fig. 2: Example of the segmentation mask with five labels: (L1, red) femoral
head, medullary cavity and greater trochanter; (L2, green) inferior neck
and diaphyseal cortex and lesser trochanter; (L3, yellow) Kohler teardrop;
(L4, blue) region between femoral head, teardrop and acetabulum; and
(LS, purple) pelvic bone

lesser trochanter; the third region (L3) is the Kohler teardrop;
the fourth (L4) covers the area between the femoral head,
the teardrop, and the acetabulum; and the fifth region (LS)
represents the pelvic bone.

The entire dataset is divided into training and test subsets,
with the training set consisting of 100 images and the test
set comprising of 50 images. To ensure data integrity, images
from a single patient image are not included in both subsets
simultaneously.

III. SEGMENTATION MODEL

The used segmentation model architecture is the nnU-Net by
F. Isensee et al. [11], available at https://github.com/mic-dkfz/
nnunet. It is a deep learning-based segmentation method,
more specifically a convolutional neural network, comprising
of an encoder-decoder U-Net architecture that automatically
adapts its hyperparameters to suit diverse datasets. In this
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particular instance, the 2D nnU-Net model is selected, since
the dataset consists of 2D images.

The data are preprocessed to the voxel spacing of
1.0x0.15x0.15 mm and the shape is standardized to a size of
1x2320x 1414 pixels. In addition, the data processing includes
Z-score normalization applied uniformly.

The specific model architecture for the used dataset is based
on the plain convolution U-Net with nine stages and employs
from 32 to 512 features per stage. Each stage incorporates two
convolutional layers with a kernel size of 3x3. The network
architecture also leverages stride adjustments in conjunction
with instance normalization and the Leaky ReLU activation
function. The model training is carried out with a batch size
of 2, a patch size of 1536x1024 pixels and optimized using
the Dice score.

IV. RESULTS AND DISCUSSION

There are 6 trained models, five obtained via five-fold cross-
validation and one trained on the whole training dataset. All
the models were trained for 1000 epochs. The model perfor-
mance was evaluated on the test dataset using the Dice score
metric. The results of the different models were evaluated
along all labels as a mean Dice score and also in the individual
label categories. The mean Dice score results overview for
each model can be seen in Fig. 3 and in Table I.
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Fig. 3: Box and whisker plots of mean Dice score evaluation of different
models on test dataset: mean (blue +), median (green line), 25th_75th per-
centile (coloured box), extreme values (black whiskers) and individual outliers
(red x)

TABLE I: Evaluation of the different models

Dice score | fold 0 | fold I | fold 2 | fold 3 | fold 4 | fold all
mean val. | 0.0248 | 0.9283 | 0.9228 | 0.9273 | 0.9285 | 0.9287
std val. 0.0263 | 0.0212 | 0.0262 | 0.0212 | 0.0207 | 0.0176
median 0.9297 | 0.9310 | 0.9291 | 0.9283 | 0.9306 | 0.9295
max val. 0.9639 | 0.9656 | 0.9643 | 0.9645 | 0.9618 | 0.9663
min val. 0.8388 | 0.8607 | 0.8334 | 0.8631 | 0.8590 | 0.8733
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Individual models were also evaluated according to the
different labels, and the graphical representation can be seen
in Fig. 4. The best Dice score from all models has L1, above
0.94 for all data and models. L1 evaluation results are followed
by L5 and L2 results. The results are connected to the sizes
of the regions, which are proportionally larger than the rest of
the labels. It can be assumed that they are visually simpler to
be evaluated from a radiographic image.

On the contrary, L3 has the smallest Dice scores, which
corresponds with the overall small label region size. L4 also
has a lower Dice score, which can be a consequence of its
proximity to L3. If an error is made at L3, it is likely to
be made at L4. The main reasons are high variability in the
region size, shape and location. Moreover, they highly depend
on the positioning of the patient during the image acquisition
(the rotation of the femur and the tilt of the pelvic bone) and
are the most affected by joint disorders. Therefore, the ground
truth annotations may vary in terms of label placement.

Fig. 5 shows two examples of the segmentation masks
from the trained models, where some segmentation errors
are present. Fig. 5a shows incorrect segmentation of L1
(particularly the femoral head), L4 and L3, due to the femoral
head projection medial to the ilioischial line (acetabular pro-
trusion). Another suboptimal segmentation of L1 and L4 can
be observed in Fig. 5b, where the hip joint exhibits signs of
osteoarthritis.

Upon further research, it was determined that the best model
is the fold all model. Its results are shown in Table II. It has
the best mean Dice score for labels L3, L4 and L5 (0.85047,
0.88497 and 0.97587). The mean Dice score for L2 is 0.9503,
which is just 0.004 lower than fold 4 model, the best for L2.
The mean Dice score for L1 is only 0.001 lower than the best
score from fold 3 model. The mean Dice score of L1 is 0.9819.

TABLE II: Evaluation of the fold all model across labels

Dice score LI L2 L3 L4 L5

mean val. 0.9819 | 0.9503 | 0.8505 | 0.8850 | 0.9759
std val. 0.0096 | 0.0271 | 0.0741 | 0.0456 | 0.0118
median 0.9845 | 0.9570 | 0.8563 | 0.8931 | 0.9801
max val. 0.9908 | 0.9813 | 0.9484 | 0.9547 | 0.9891
min val. 0.9458 | 0.8448 | 0.5366 | 0.7192 | 0.9395

V. CONCLUSION

This paper aimed to train a segmentation model for key
anatomical structures of the hip joints which has a high
potential for hip joint analysis during medical examinations
or surgery planning. The model demonstrates considerable
potential for use in medical examinations, the diagnosis of hip
joint disorders and the improvement of pre-operative planning.

The trained model was the nnU-Net framework by
F. Isensee et al. [11] with automatically determined hyper-
parameters. The training and test data were from an original
radiograph dataset explicitly created for this research. A total
of six models were trained, and their evaluation using the Dice
score metric confirmed the effectiveness of the models.
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Fig. 5: Examples of predicted segmentation masks (with mean Dice score): (a) incorrect segmentation of L1 (femoral head), L4 and L3 (0.8391, 0.8886,
0.9042, 0.8852, 0.8748 and 0.9082; acetabular protrusion); (b) incorrect segmentation of L1 (femoral head) and therefore L4 (0.8831, 0.8896, 0.8888, 0.8971,

0.9067 and 0.9021; osteoarthritis)

The fold all model was established as the best model. Its
mean Dice score is 0.9287 with a standard deviation of 0.0176
and a median of 0.9295. In addition, this model performed best
on the labels L3 and L4, showing that they were the most
difficult to predict overall.

Future work on this research may focus on refining the
model with a larger dataset. It may also conduct a deeper
analysis of pathological cases, aim for the integration of the
models into clinical workflows, and explore its application in
real-time diagnostics.
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Abstract—Sufficient blood supply is critical not only for sched-
uled surgeries, but also for emergency medical interventions.
In our study, we focus on predicting the daily blood demand
separately for two blood types: A+ and O-, based on data from the
Transfusion and Tissue Department of University Hospital Brno.
The dataset consisted of data on blood demand from 2021 to 2024
and was extended by data regarding non-working days, national
and school holidays, seasons, and influenza epidemics. The
performance of various prediction models was measured using
the normalized Mean Absolute Error (nMAE), which reflects
the average prediction error relative to the average daily blood
demand. When tested on data from 2023, the best performance
was achieved by linear regression models, with a nMAE of 26 %
for A+ and 50% for O-, indicating lower predictability for blood
types with smaller populations. Interestingly, models for different
blood types use different features, as the demand for individual
blood types depends on different factors. Despite relatively high
nMAE values, the models still outperformed a ”qualified guess”
approach based only on historical averages.

Index Terms—Blood demand, computational modeling, ma-
chine learning, feature selection

I. INTRODUCTION

Blood supply management is crucial for ensuring adequate
blood supply for transfusion centers. Predicting blood demand
is a challenging task, as it is influenced by a variety of factors
such as patient needs, seasonal variations, public holidays, and
more. Accurate forecasting of blood requirements is essential
to ensuring that blood donations are efficiently managed.

This study applies several computational models to predict
blood demand in a transfusion center. Among these models,
linear regression was employed to analyze the relationship
between the blood demand and various factors including hol-
idays, seasons, influenza epidemic and other relevant predic-
tors. The goal is to develop a model that can be directly applied
by transfusion centers to predict future blood requirements and
ensure optimal blood supply.

Predicting the amount of donated blood is a well-established
research problem and has been addressed in several studies us-
ing various predictive models. Studies focus on forecasting the
total amount of blood donations over time, especially weekly
(e.g. [1], [2]). However, the prediction of blood demand by
specific blood types remains a less frequently explored task.
Notably, one study [3] predicted daily blood demand with great
performance, but the prediction was made for larger volumes
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of blood and it did not separate data by blood type. This gap
shows the need for more detailed models that can predict daily
blood demand for individual blood types.

II. METHOD

All steps of the analysis — including data preprocessing,
feature extraction, model training, and evaluation — were
conducted in Python 3.10 [5]. The implementation relied
on libraries including Pandas [4] and Numpy [6] for data
handling, Scikit-learn [7] and Statmodels [8] for machine
learning models, and Matplotlib [9] for visualization.

A. Dataset

For creation of the models, dataset describing blood demand
in University Hospital Brno was used. The data were collected
in course of whole 3 years (2021, 2022 and 2023) and first
9 months of 2024. Dataset contained information about daily
blood demand for individual blood types.

B. Used features

All features used for training were created based on proper-
ties of given days and influenza epidemic status in the Czech
Republic and in the South Moravian Region. The derived
features are grouped into four thematic categories.

The first category focuses on working and non-working
days. The isWeekend feature indicates whether a given day
is a weekday or a weekend, while isHoliday marks Czech
national holidays. The isFreeDay feature combines these two,
distinguishing between working and non-working days. The
SchoolHoliday feature captures information about school holi-
days, including autumn breaks, Christmas, spring breaks, end-
of-semester breaks, Easter holidays, and summer vacations.
Additionally, the freeInRow feature reflects the number of
consecutive non-working days a given day belongs to. The
last three features in this category — freedaysCurrentWeek,
freedaysPreviousWeek, and freedaysNextWeek — indicate the
number of non-working days in the current, previous, and
upcoming week, respectively.

The second category is based on influenza data from
the National Institute of Public Health [10]. These features
capture the number of patients tested for influenza both
across the Czech Republic (CR_test_3weeksago) and



in the South Moravian Region (JMK_test_3weeksago),
as well as the number of positive test results
(CR_pos_3weeksago, JMK_pos_3weeksago). The feature
JMK_function_3weeksago indicates whether influenza data
for the South Moravian Region is available, as hospitals in
Brno did not report data every week. Since the models are
supposed to be used to predict blood demand two weeks
ahead and National Institute of Public Health is publishing
the statistics with a slight delay, the values of these features
must be from three weeks before the prediction day.

The last two categories include features that provide infor-
mation about the specific day of the week and the correspond-
ing calendar month.

C. Features selection, model training and testing

After preparing the dataset, forward feature selection pro-
cess was manually implemented. Model started with an empty
feature list, and in each iteration, the feature that improved
the model’s performance the most was added. This process
continued until performance began to deteriorate. Statmodels
was used for training the models and calculating the p-values
to assess the statistical significance of individual features. The
models were trained using data from the full years of 2021 and
2022, as well as the first three quarters of 2024. They were then
tested on data from the entire year of 2023. The performance
of the models was evaluated using the normalized mean
absolute error (nMAE), which compares the mean absolute
error with the average daily demand.

D. Comparison with other modeling approaches

In addition to linear regression, more advanced machine
learning methods were also implemented. The used forward
neural network consisted of a single hidden layer with 8 and
10 neurons for A+ and O-, respectively, determined through
manual hyperparameter optimization. Neural network was
using the ReLU activation function and the ADAM optimizer.
The implemented random forest algorithm had 50 estimators
and unlimited maximal depth.

Furthermore, we prepared a Naive model to represent an
informed estimate made without the use of any machine
learning approach. Naive model simply averages the values
from previous years (aligned by the days of the week).

III. RESULTS AND DISCUSSION
A. Models’ performance

Using the set of prepared features and a basic linear
regression approach, blood demand can be estimated with
normalized Mean Absolute Error of 26.2 + 22% for the A+
blood type and 50.4+45% for the O- blood type. The relatively
high standard deviations indicate that the model’s accuracy
varies significantly between individual days. The naive model
achieved 33.5 + 27% nMAE for A+ and 61.5 + 60% nMAE
for O-, meaning that although the linear regression model has
a relatively large error, especially for O-, it still outperforms
’qualified guess.” The comparison between the naive model
and linear regression is shown in Fig. 1. This comparison also
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reveals that the blood type with higher average daily demand
is more predictable, despite both datasets being the same size.

The results of all the models tested are displayed in Table
I showing, that neither of these methods achieved better
performance as linear regression. This could be caused by the
limited dataset, with only 1,004 training samples, which may
not have been sufficient for these more complex models.

EEl Linear regression 16
60 V72 Naive model

© Average daily demand

14

12
40

10

NMAE (%)
Average daily demand (units)

A+
Blood type

Fig. 1: Comparison of error of the naive model and linear regression
model (bar chart). The figure also includes information on the average daily
expenditure, represented by the dots.

TABLE I: Comparison of different models: normalized MAE and standard
deviation for individual blood types

Model | Linear regres- | Neural Random Naive
sion Network Forest model
A+ 26 + 22% 28+23% | 29+25% | 34+£27%
O- 50 + 45% 53+45% | 57+£47% | 62+60%

The prediction performance is also visualized over time, as
shown in Fig. 2 and as a kernel density estimate (KDE) plot
of predicted and real values in Fig. 3 and 4 .

B. Automatically selected features

The linear regression models for different blood types not
only differ in performance but also in features they use. The
overview of selected features is shown in table II. Both models
selected several features from the category focused on non-
working days, which corresponds with the fact that planned
surgeries are not scheduled on weekends and national holidays.
There is a significant decrease in December, probably due to
the Christmas period. Higher numbers of positive influenza
cases also lower blood demand presumably due to surgeries
cancellation. Additionally, A+ demand appears to be lower
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Fig. 3: A KDE plot comparing predicted and real values of blood demand
for A+, with the values colored based on the classification of the day as either
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Fig. 4: A KDE plot comparing predicted and real values of blood demand
for O-, with the values colored based on the classification of the day as either
a working or non-working day.

on Mondays and Tuesdays, likely because patients are not
admitted to the hospital over the weekend, and therefore
surgeries are not performed on those days. In particular, all
significant features for A+ have negative coefficients.

However, for O-, the coefficients for June and July are
positive. According to the experience of Tissue and Histic
Department, this could be related to a higher rate of car
accidents or sports-related injuries during these months. O-
is the universal donor type [11] and is commonly given to
patients of all blood types in urgent cases with a risk of
bleeding out.

C. Impact of COVID-19 pandemic on training data

A significant portion of the training dataset was collected
during the COVID-19 pandemic. To find whether including
2021 in training is beneficial or not, some models were
retrained on a dataset with 2021 data excluded. When tested
on the 2023 dataset, the linear regression model for A+ and



TABLE II: Overview of selected features for individual models

Feature category Feature A+ O-
Intercept 21.39 | 5.02
isWeekend 2.2
isHoliday -0.84
SchoolHoliday -1.55 -0.33
Days off isFreeDay -8.78 -1.92
freeinRow 0.36 -0.38
FreedaysCurrentWeek 0.31 0.07
FreedaysPreviousWeek -0.08
FreedaysNextWeek
JMK_pos_3weeksago 0.53
JMK_test_3weeksago 0.06
Influenza CR_pos_3weeksago -1.04
CR_test_3weeksago 0.44
JMK _function_3weeksago -0.20
Monday -3.00
Tuesday -3.89
Wednesday 0.25
Day of the week Thursday
Friday
Saturday 0.61
Sunday
January
February
March -1.71 -0.83
April
May 0.64 0.46
Calendar month June 0.74
July 0.02 0.91
August
September -0.56
October 1.03
November
December -2.17 -0.13

The number in each cell represents the linear regression coefficient for the
corresponding feature, while the color of the cell indicates the p-value of
the feature. Yellow means p-value under 0.05 representing statistically
significant features. Gray means features that are not significant but still are
improving model’s performance. White-colored features were not selected
during forward feature selection. The first row represents the intercept,
which is the baseline value of the linear regression model.

O- achieved performances of 26.1% and 50.9%, respectively.
In comparison to the results obtained using the full training
dataset (26.2% for A+ and 50.4% for A-), it can be concluded
that excluding COVID-affected data does not substantially
alter the performance of the linear regression model. However,
the performance of naive models deteriorated more signifi-
cantly when the "COVID years” were excluded. When the
model was trained using data from 2022 and 2024, it resulted
in a nMAE of 37% for A+ and 67% for O-. If the model
relied solely on 2022 data, the performance was even worse:
40% for A+ and 75% for O-. This comparison suggests that,
despite the distortion caused by the COVID-19 pandemic in
the 2021 data, they still contribute to improving the models’
performance.
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IV. CONCLUSION

We developed predictive models to estimate the daily blood
demand for two specific blood types, A+ and O-. The models
trained using linear regression demonstrate how the demand
for each blood type depends on different features, with varying
performance for each blood type. Linear regression not only
outperformed more sophisticated models, but is also the most
practical choice for the given task. Its simple implementation
and interpretability of results make it an ideal tool for use
in the Transfusion and Tissue Department, where it can
effectively serve to predict blood demand in practice.
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Analysis of Temporal Speech Impairments in
Prodromal Dementia with Lewy Bodies
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Abstract—Dementia with Lewy bodies (DLB) is the second
most common form of neurodegenerative dementia. The progres-
sive deterioration of motor and cognitive functions, accompanied
by behavioral changes, severely impacts the quality of life of
affected individuals and those around them. Early diagnosis
is therefore essential for timely intervention and appropriate
treatment. Despite its possible clinical significance, research
specifically addressing speech impairments in DLB remains
limited. Acoustic analysis offers a cost-effective, non-invasive
approach for paraclinical diagnosis, yet its potential in identifying
DLB-specific speech patterns remains partially underexplored.

This study investigates a key aspect of speech produc-
tion—temporal parameters (related to speech tempo and pauses),
with an extension into the linguistic domain. Statistical evaluation
was conducted using the Mann-Whitney U test and descriptive
analysis. Notable discriminatory power in differentiating the
prodromal DLB group from healthy controls was observed for
parameters such as MWPM of Longer Words, Median Pause
Length, Occurrence of Repeated Words, and Net Speech Rate,
particularly in the monologue task, which exhibited greater
effectiveness compared to the text-reading task. This analysis
underscores the potential utility of temporal speech parameters
for the early detection of DLB while also introducing and
evaluating novel custom metrics tailored for this purpose.

Index Terms—acoustic analysis, dementia with Lewy bodies,
temporal speech parameters, digital speech biomarkers

I. INTRODUCTION

Dementia with Lewy bodies (DLB) is recognized as the
second most prevalent neurodegenerative dementia (estimated
to affect up to 22.8% of individuals with dementia), following
Alzheimer’s disease (AD). It progresses faster and has a wider
range of symptoms, resulting in lower quality of life and
shorter life expectancy for patients. DLB uniquely manifests
a combination of cognitive decline, characteristic of AD,
and motor dysfunction, akin to Parkinson’s disease (PD),
leading to challenges in accurate diagnosis and treatment. This
overlap often results in misdiagnosis, complicating patient
management and delaying appropriate interventions [1].

Speech impairments have been reported as a notable symp-
tom in DLB, encompassing reduced speech fluency, pro-
longed pauses, and slowed speech rate [2]-[5]. However,
these speech characteristics remain underexplored as potential
diagnostic markers. Moreover, since linguistic diagnostic tools
are language-dependent, there is a knowledge gap concerning
the temporal speech analysis of early DLB with respect to
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the Czech language. Given the non-invasive and cost-effective
nature of acoustic analysis, investigating speech patterns offers
a promising avenue for early detection of DLB. Identifying
specific speech parameters associated with DLB could enhance
diagnostic accuracy, facilitating timely and targeted therapeutic
strategies.

This study aims to contribute to a deeper understanding
of speech impairments in DLB through acoustic analysis of
temporal aspects of speech (tempo and pauses), which may
reflect difficulties in word retrieval, impaired semantic verbal
fluency, and reduced grammatical flexibility.

A. State of the art

The number of studies examining the speech of DLB
patients is relatively limited. Previous works have highlighted
significant temporal speech impairments in DLB, particularly
slowed speech rate and increased number of pauses. DLB
patients often speak more slowly and spend considerably more
time in silence compared to other groups [2]—[5]. For example,
Ash et al. 2011 found that DLB patients have a significantly
lower speech rate than Parkinson’s disease (PD) patients or
healthy controls (HC), with DLB speakers spending more than
one-third of their speech time in silent pauses (far exceeding
PD or HC levels) [2]. Such dysfluency has been repeatedly
observed in DLB and is thought to reflect the combined
impact of cognitive-linguistic deficits and parkinsonian motor
slowing [1], [3]. In contrast, AD has been reported to show
milder or mixed results in these prosodic measures (e.g.,
pause duration, speech rate) and instead exhibits relatively
greater impairments in lexical and semantic content [3]. Di-
rect comparative analyses presented by Yamada et al. 2022
confirm divergent profiles: DLB speech shows more severe
prosodic/acoustic deviations (slower rates, longer silences,
monotonous intonation), whereas AD speech is characterized
by higher-level linguistic deficits [3].

Digital speech biomarkers have emerged as valuable tools
for quantifying and monitoring these impairments. Machine-
learning models using multi-dimensional speech features (rate,
pause metrics, etc.) have been reported to reliably distinguish
DLB from AD and healthy aging [3]. Automated analyses of
speech have also revealed that the duration of pauses increases
progressively from healthy controls to mild and moderate



dementia [6]. Although this study does not focus directly on
DLB, its findings may be beneficial to our research because the
number of studies longitudinally addressing speech in DLB is
minimal. As reported by Ash et al. 2016, longitudinal evidence
in Lewy body disorders shows similar results. As cognitive
decline advances, speech becomes significantly slower and less
fluent over time [2]. These findings underscore the potential of
objective speech analytics as a non-invasive means to monitor
DLB-related decline and to differentiate DLB from other
neurodegenerative diseases.

II. METHODOLOGY

A. Database

The study corpus consists of three distinct cohorts according
to their respective diagnoses.

e preDLB — patients in the prodromal stage of DLB,

e NonHC - individuals without cognitive deficits but who
have abnormal values on one of the scales examined,
e.g., RBDSQ, UPDRS, etc. (also referable to as the “grey
zone”),

o HC - healthy controls.

Individuals with prodromal DLB were diagnosed based
on the criteria published in [7]. The study participants were
recorded in the Applied Neuroscience group of the Cen-
tral European Institute of Technology as part of project no.
LX22NP0O5107 (MEYS): Financed by the European Union —
Next Generation EU. All study participants signed an informed
consent form and the study was approved by the local ethics
committee.

Table I provides statistics on the age distribution of the
groups, including sex. The Mann-Whitney U test showed
an imbalance in the age distribution of the analysed co-
horts (preDLB vs NonHC: p = 0.0025; preDLB vs HC:
p = 0.0185). The preDLB group is significantly older than
the other two groups. This disparity needs to be dealt with
because age manifests itself in the human voice, so it would
introduce a bias in the observed parameters. The Chi-squared
test calculated over the sex distributions within the three
cohorts showed no significant differences.

TABLE I
PARAMETERS WITH p < 0.05 (PREDLB vs. HC)

Group [ n [ z [ K [ Xmin [ Me [ Xmaz ]
preDLB | 45 | 69.88 | 6.38 54.36 71.19 81.33
Males 22 | 71.78 | 5.09 59.82 71.49 81.33
Females | 23 | 68.07 | 7.04 54.36 70.58 76.15
NonHC | 41 | 6549 | 7.09 50.54 65.78 79.51
Males 11 | 67.28 | 6.76 55.94 67.23 78.59
Females | 30 | 64.84 | 7.20 50.54 65.65 79.51
HC 55 | 67.29 | 6.03 55.67 66.68 83.10
Males 24 | 67.18 | 5.18 58.79 66.35 75.62
Females | 31 | 67.38 | 6.70 55.67 67.42 83.10
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B. Speech recording

This study utilizes speech recordings from a dataset created
using the CoBeN speech acquisition protocol [8]. The first
and second tasks (TSK1 and TSK2) out of a total of 17 tasks
were considered to be the most suitable for the calculation of
temporal parameters.

TSK1 consists of a monologue that should last at least 90 s
without physician intervention. The speakers are instructed to
talk about their hobbies, family, occupation, current activities,
etc. This task examines speakers’ ability to produce a mean-
ingful commentary, i.e. a real-time production of the content
itself and its reproduction through speech is required here.

TSK2 requires the speaker to read a short text, which they
have time to prepare before recording. This task is therefore
more focused on multimodality, linking written text with
speech production.

C. Speech parametrization

Based on various studies that examined impairments related
to DLB [9]-[11], a set of relevant temporal parameters was
selected:

e Word Count — total word count

e Utterance Duration — duration of the speech

e WPM — number of words per minute

e MWPM — WPM without the pauses

e Net Speech Rate — total syllable count divided by the
duration of speech without the pauses

e Speech Tempo — number of syllables per second divided
by the duration of the speech

e Pause Duration — total length of pauses

e Pause Duration Rate — total pause length divided by the
duration of the speech

e Pause Frequency — number of pauses divided by the
duration of the speech

e Pause Occurrence — number of pauses divided by the
total syllable count

o Average Pause Duration — total pause length divided by
the number of pauses

e Median Pause Duration — median length of pauses

In addition to the parameters derived from the aforemen-
tioned studies, a set of original parameters was developed for
this study based on the hypotheses of expected speech disorder
manifestations:

o The Longest Pause Duration — length of the longest pause

e Occurrence of Repeated Words — number of repeated
words divided by total word count

e MWPM of Longer Words — MWPM of three or more
syllabic words

e Pause Duration Slope — slope of the linear regression line
tracing the evolution of pause lengths

Almost all of the proposed parameters are applicable to
both investigated tasks; however, due to the nature of the task,
measuring the Word Count and MWPM was not meaningful for
TSK2. In total, 30 parameters are tested on each participant.



The detection of pauses was carried out using the pyAu-
dioAnalysis' library. For pause analysis, a semi-supervised
segmentation function was used to identify the silent parts.
This function utilizes a support vector machine (SVM) model
to distinguish between frames with high and low sound energy.

The SpeechRecognition® library was selected to analyze the
parameters related to the word count calculations. From the
supported models, Google Speech Recognition was utilized to
obtain audio transcriptions.

The segmentation of text into syllables was performed
using the sekacek.py® program, which was modified to ensure
proper compatibility with the proposed codes. The program is
designed to divide Czech text into syllables by applying rules
for machine-based syllabification in the Czech language.

D. Statistical analysis

The raw data first had to be adjusted for covariates. The
age distributions within the three investigated cohorts are sig-
nificantly imbalanced. There is no significant bias due to sex,
however, sex is still present in human speech, so mathematical
removal of its influence helps the overall compactness of the
analyzed data. The calculated metrics were therefore adjusted
for covariates using linear regression. The next step involved
computing descriptive statistics based on the adjusted data for
each group.

To assess the discriminative power of the proposed param-
eters, the nonparametric Mann-Whitney U test was applied.
The comparisons included all possible group pairings: HC
vs. NonHC, preDLB vs. HC, and preDLB vs. NonHC. The
first scenario was conducted to determine whether the HC
and NonHC groups could be merged for comparison with the
preDLB cohort. Numerous measurable parameters, primarily
related to speech pauses, indicated a probable disruption in
speech fluency within the NonHC cohort. Therefore, the HC
and NonHC groups are not compatible and thus based on this
finding, the prodromal DLB cohort was analysed separately
compared to each of the groups.

III. RESULTS

A. Mann-Whitney U test

In Tables II and III, the selected parameters are ranked in
ascending order according to their p-values. The significance
level was set at « 0.05. However, it should be noted
that none of the parameters analyzed in any of the scenarios
came out as significant after False Discovery Rate correction
(Benjamini-Hochberg).

B. Descriptive statistics

Tables IV and V present specific results of the descriptive
statistics parameters with p < 0.05 for both scenarios of the
preDLB group. The medians are compared for the following
discussion and conclusions.

'GitHub: https://github.com/tyiannak/py AudioAnalysis
2GitHub: https://github.com/Uberi/speech_recognition
3GitHub: https://github.com/Gldkslfmsd/sekacek
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TABLE 11

PARAMETERS WITH p < 0.05 (PREDLB vs. HC)
Parameter [ p-value ‘

MWPM of Longer Words (TSK1) 0.0055

Occurrence of Repeated Words (TSK1) 0.0354

Net Speech Rate (TSK1) 0.0367

Average Pause Duration (TSK2) 0.0483

MWPM (TSK?2) 0.0491

Net Speech Rate (TSK2) 0.0499

TABLE III
PARAMETERS WITH p < 0.05 (PREDLB vs. NONHC)

Parameter [ p-value ‘
MWPM of Longer Words (TSK1) 0.0098
Median Pause Duration (TSK1) 0.0178
Net Speech Rate (TSK1) 0.0493
TABLE IV
RESULTS OF DESCRIPTIVE STATISTICS (PREDLB vs. HC)
[ Parameter [ preDLB [ # [ HC |
MWPM of Longer Words (TSK1) 35.62 < 41.48
Occurrence of Repeated Words (TSK1) 0.00666 > | 0.00661
Net Speech Rate (TSK1) 4.68 < 5.22
Average Pause Duration (TSK2) 0.484 < 0.527
MWPM (TSK2) 176.13 < 194.11
Net Speech Rate (TSK2) 5.18 < 5.70

TABLE V
RESULTS OF DESCRIPTIVE STATISTICS (PREDLB vs. NONHC)

[ Parameter [[ preDLB [ # [ NonHC ]

MWPM of Longer Words (TSK1) 35.62 < 42.59
Median Pause Duration (TSK1) 0.95 > 0.76
Net Speech Rate (TSK1) 4.68 < 5.33

IV. DISCUSSION

A comprehensive analysis of both scenarios for the preDLB
cohort reveals that the TSKI1 parameters exhibit a higher
discriminatory power. In the preDLB vs. HC scenario, all
three parameters with the best results, achieving significant
p-values, are measured in the monologue task. The same
applies to the preDLB vs. NonHC scenario. This finding
may indicate deficits in cognitive functions that contribute to
greater impairments in grammar, executive functions, memory,
semantics, and comprehension compared to both HC and other
disorders within the Lewy body spectrum disorder (LBSD)
family, as concluded by studies [9] and [12]. These types
of deficits evidently make fluent speech significantly more
challenging for the preDLB cohort, as they must generate
content in real-time. To further investigate this phenomenon, it
would be beneficial to utilize insights from a task that requires
participants to retell a read story, similar to the approach used
in the aforementioned study [9].

Regarding individual parameters, the parameter MWPM of
Longer Words (TSK1), which was introduced and developed
in this study, achieved significant results. In both scenarios



comparing the preDLB group, it yielded the best results, with
values of p < 0.01, indicating exceptionally strong discrimi-
natory power. The speech production of both HC and NonHC
cohorts contains a significantly higher proportion of longer and
more complex words during monologue, once again implying
impaired cognitive abilities in preDLB. Another parameter
with remarkable results in both scenarios is Net Speech Rate
for TSK1. In the preDLB vs. HC scenario, this parameter is
also among the significant ones for TSK2. A slower syllable
production rate, objectively emphasized by the exclusion of
pauses, probably indicates the contribution of motor impair-
ments, which DLB shares with other disorders within the
LBSD family. Furthermore, there appears to be a noticeable
difference in pause durations. The parameter Median Pause
Duration was higher for TSK1 in the preDLB group across
both scenarios (although it did not reach the significance level
in the preDLB vs. HC scenario, it achieved acceptable results
in the Mann-Whitney U test, which were further confirmed
by descriptive statistics). This suggests that during monologue
tasks, hesitations or silences spent formulating content were
longer.

Considering the parameters significant for each group indi-
vidually, Occurrence of Repeated Words, a newly introduced
parameter, shows substantial discriminatory power in the
preDLB vs. HC comparison. The hypothesis was confirmed
that patients with DLB would repeat words more often due
to difficulties in naming objects and finding the correct terms,
similar to AD [13]. The Average Pause Duration is another
significant parameter. The preDLB group has shorter pauses
than HC for TSK2. At first glance, this result might seem con-
trary to expectations; however, another statistically significant
parameter, MWPM, from the same scenario and task helps
provide a clearer understanding of the reading pattern. This
means that the overall reading pace of HC, after excluding
pauses, is significantly higher. The low average pause dura-
tions, combined with the lower MWPM in the preDLB group,
may suggest an unnatural monotony in their reading (e.g.,
manifesting in a lack of dramatic pauses, etc.). MWPM (along
with its variation) has proven to be an important parameter for
this area of interest, as in the study [9].

Lastly, the preDLB vs. NonHC scenario highlights a certain
significance of a newly tested parameter, The Longest Pause
Duration (TSK2), which is noticeably greater in the preDLB
group during reading. Theoretically, this could be attributed to
attention deficits, as mentioned in [13].

The study was primarily limited by the small database, as
the parameters were tested on a sample of only 45 patients
in the prodromal stage of DLB. Interesting results could
potentially be achieved through the use of the automated
analysis of the study [14], which considers different types
of pauses and incorporates respiratory-related metrics. More
precise results could also be obtained through an additional
analysis of the discriminatory power of all metrics as a whole,
using machine learning.
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V. CONCLUSION

This study explored acoustic speech analysis for early-
stage DLB detection on the Czech dataset. Key parame-
ters, including MWPM of Longer Words and Net Speech
Rate, showed strong discriminatory power. Newly introduced
metrics, describing the temporal domain overlapping to the
linguistic area, proved valuable. Despite a small sample size,
results suggest that temporal speech analysis could aid early
diagnosis. Future work should refine methods with larger
datasets, implement more measures describing the linguistic
sphere, and possibly test on the multilingual cohorts.
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Abstract—The aim of this work is to design a battery-powered
IoT device to be placed on snap traps for wildlife trapping. The
use of this device aims to simplify and streamline the work of the
forest administration. The device, whose functions are controlled
by an ESP32 microcontroller, is connected to the network
using NB-IoT technology, specifically CatM-2 technology and
the corresponding SIM card. This allows the device to operate
seasonally and without the need to pay flat fees, as is the case
with competing devices. The device also allows the recognition
of captured animals based on their weight, which will reduce
the number of incorrect trap triggers and thus allow the forest
management to capture only a narrower range of animals.
At the same time, however, unlike devices that take photographs
or videos, the amount of data to be transmitted is reduced.

Index Terms—Wildlife, snap trap, IoT, hardware design, LTE
CatM, NB-IoT, ESP32

I. INTRODUCTION

Hunting may seem uninteresting or unnecessary to many
today, but the opposite is true. For generations, hunters have
helped maintain the balance and safety of animal populations
near human settlements. Part of this involves controlling
so-called nuisance species-both native animals and species
introduced by human activity. Especially the introduced ones
can pose a threat, as they often lack natural predators and
spread rapidly.

One method of control is culling, but this approach has its
limits. It cannot be done near homes due to safety risks, and
it may seem inhumane to some. It is also time-consuming,
requiring hunters to spend hours waiting for animals.

A more efficient method is trapping, most often using snap
traps - cages with mechanisms that close when an animal
enters. The animal can then be relocated or humanely eutha-
nized. This method is safer for people and saves hunters time.
However, animals may still suffer stress if left in traps for
long periods. Since hunters cannot constantly monitor traps
and quiet surroundings are needed, they often check them only
every few days.

The goal of this work is to develop a device that can
be attached to the trap and notify the hunter via a suitable
communication method when an animal is caught.

II. COMMERCIALLY AVAILABLE DEVICES

The first and quite logical option is the use of so-called
trail cameras. These devices are very widespread and popular
among hunters because their price has been relatively cheap
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in recent years, making them an affordable alternative. The
disadvantage of these trail cameras is their short battery life
per charge in a mode that sends photos from the location
to the user. The second disadvantage is their higher data
consumption and therefore increased operating costs in terms
of data consumed, which in many cases also has to be paid
when the device does not have to be in use for a longer period
of time.

A total of three devices have been found that are very similar
in function and focus to the concept of this device:

e OcuTrap [1] - This device, currently in pre-order status,
offers a complete solution including trap and camera.
While this makes the whole deployment process easier,
the user is limited by the uniform size of the trap and the
relatively high purchase price.

o Remoti Systems [2] - The device from US manufacturer
Remoti Systems has the longest lifetime per charge
of the three devices - up to five years, according to the
manufacturer. It uses limit switches to detect animals
inside the trap. However, there is not much information
about its availability and price.

o Skyhawk Kiwi [3] - It is the most comprehensive product
of all these devices with a range of accessories and vari-
ants. It uses a magnetic sensor and an accelerometer
to detect the animal in the trap.

However, all devices have several disadvantages. The first
one is the need to purchase a subscription, without which the
device cannot be used, The subscription includes charges for
the relevant SIM card. These subscriptions often have to be
paid even when the device is not in active use. The second
disadvantage is the inability of these devices to recognise
a captured animal. Thus, conventional mechanical traps are
often triggered unjustifiably by wind gusts or the movement
of small animals such as rodents. The ability to detect the
captured animal would minimize the number of such false
captures.

III. SYSTEM DESIGN
A. Hardware Design

As the device will be located away from any mains power,
emphasis has been placed on its low power consumption and
optimisation for battery power.



For power supply, a set of Li-ion batteries type 18650 with
a capacity of 2500 mAh and with the appropriate charging
and protection circuits was chosen. The reason for this is their
easy availability - the user can simply purchase new batteries
in case of reduced capacity. Another advantage is the ease
of use and recharging. The device can be recharged via the
USB-C port on the circuit board, but more often than not,
the device is expected to be deployed on site longer than the
battery capacity will last. In this case, it is more practical
to replacethe batteries on-site than to carry the entire device.
Replacing and recharging these batteries is also easy for the
average user thanks to the widely available chargers. A dual
18650 battery design was chosen to achieve longer battery
life per charge. Using a single battery with a higher capacity
would make on-site replacement difficult.

The main microprocessor ESP WROOM 32E [4], which
takes care of most of the functions in the device, is connected
to the other peripherals of the device. One of its main
advantages is that it has sufficient power to enable the device to
communicate with all intended peripherals, especially the NB-
IoT module. Another important feature of this microcontroller
is its low power consumption in deep sleep, when it is
in the order of tens of y A. The processor is clocked at up
to 240 MHz. The ESP32 specification lists up to 34 GPIO
(General Purpose Input Output) pins that can be configured
in different ways depending on the application. However, for
the ESP32-WROOM-32E module, 26 GPIO pins are output
on the physical pins of the module, which corresponds to some
GPIO pins being used internally (e.g., for SPI flash) and not
available on the connectors.

The device is connected to the network using NB-IoT
(Narrow Band - Internet of Things) technology. Using this
technology, it sends data to a server, which the user then
connects to using their own user terminal. This user terminal
means a smartphone or computer. The connection to the net-
work is provided by the BG77 module from Quectel [5]. The
module supports both CatM1 and CatM2 technology. It also
contains a GNSS module supporting GPS (Global Positioning
System), GLONASS (Globalnya Navigacionaja Sputnikovaja
Systema), Galileo, Beidou and QZSS (Quasi-Zenith Satellite
System), which provides the device or user with information
about the location of the trap. The user should also be able
to communicate back to the device to change some of the
setting parameters without the need for physical access.

The device is also connected to the HX711, a 24-bit
ADC (Analog to Digital Converter). This has a higher noise
immunity and higher accuracy compared to the dedicated ADC
in the ESP32 module. Connected to this ADC are YZC-131
strain gauge sensors, which periodically measure the weight
of the trap and are therefore able to detect the presence of
an animal in the trap.

The SG90 servo motor is responsible for lowering the trap
door, which ensures the release of the mechanism and trapping
the animal inside the trap.

The DS18B20 temperature sensor monitors conditions in the
immediate environment. This gives the user sufficient informa-
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tion to assess how long the animal is able to stay in the trap.
This temperature sensor operates on 1-Wire technology, which
allows data transmission over only one wire [6].

Er .
gauge ESp32  [UART-»
711 [ WRoOM2-E
Sensors, le-UaRT—
DS18B20 mme

NB-loT  |=NB-loT—p|
module BTS
BG77  |[NB-loT—

intemet

internat.

user device

senver

Fig. 1. A simplified diagram of the system’s operation

B. PCB design [7]

A four-layer PCB (SIG, GND, PWR, SIG) was chosen
for this project. The top and bottom layers serve for signal
transmission, the other two layers serve as ground and power
supply respectively.

As mentioned, a set of 18650 batteries will power the
device. The batteries are protected against overvoltage by
a MOSFET transistor. The battery can be charged by an ex-
ternal charger or by using the USB-C connector that is part of
the PCB board, which also has additional features that will be
explained below. The connector supplies USB standard signals
such as VBUS, DP, DN and GND to the board. Charging and
proper discharging of the battery is handled by the MCP73871-
3CCI/ML integrated circuit. The circuit allows control of the
battery charging and discharging current, and also includes
battery protection and a temperature sensor that disconnects
the battery when it overheats. The integrated circuit includes
three outputs to monitor battery status and charging status.

For this particular application, the exact value of the battery
status is also important. The MAX17048G+ module takes care
of monitoring the exact battery status. This module transmits
battery status information to the ESP32 microcontroller via
the 12C serial bus.

The individual components of the device operate at a total
of three different voltage levels:

e 5V - servo motor and gauge sensors

e« 3.3V - ESP32

e 1.8V - BG77 and its peripheries - SIM (Subscriber

Identity Module)

Conversion to 1.8V is handled by the MCP1802T-1802I/OT
voltage regulator. In the case of 3.3V and 5V values, due
to the voltage range allowed by the 18650 battery, it is
necessary to use a buck-boost source with a corresponding
output. This is achieved by using a pair of TPS63021DSJR
buck-boost converters.

Unlike the ESP32 module, the BG77 module does not
have integrated antennas. Their connection must therefore be
made in the form of an external antenna, which is connected
to the U.FL-R-SMT connector. The BG77 module allows
several forms of communication. It contains a total of three
separate UART (Universal asynchronous receiver-transmitter)



outputs for the purposes of debug communication, sending
GNSS data and main communication with the ESP32 module
using AT commands. The GNSS data can be sent via the
main UART with the correct sequence of AT commands, for
debug and firmware update purposes the aforementioned USB-
C connector and corresponding USB communication is used.

The ESP32 module connects all other peripherals to form
a single functional unit. The UART and any external USB-
UART converter are used for firmware upload.

The virtually generated PCB is visible in Fig.2

Fig. 2. Virtually generated PCB structure

C. Housing design

It is evident from the application that the equipment will
be placed outdoors, thus exposed to all kinds of weather
conditions, and the design of the housing must also correspond
to this.

The initial proposal was for a process, which would make
it impossible or at least difficult to damage or steal equip-
ment. This would involve connecting peripherals (sevo motor,
temperature and weight sensors) via an extended cable, which
would then allow the device to be placed, for example, on a
tree trunk at a height that would prevent easy access. However,
this solution was rejected during the design of the initial device
concept as such a solution is not offered in all situations.
However, the addition of this solution is relatively simple.

The design of the housings will therefore be primarily
concerned with placement on the trap body itself.

3D printing was chosen as the production process. Only
basic protection is envisaged for the purpose of testing the
device under ideal weather conditions. In the case of longer-
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term use, the 3D product can be coated accordingly to ensure
sufficient resistance, especially against rain.

Another option is to use commercially available, waterproof
boxes, but this solution is beyond the scope of this paper.

The individual weight sensors will be placed on a false
floor that will be placed on the existing floor inside the trap.
This is because the trap itself in some cases takes on a high
weight, thus reducing the mechanical strength requirements of
the whole structure. A total of four sensors will be used and
placed in each corner.

D. Software design

In particular, the software should provide for the lowest
possible energy consumption of the equipment, while at the
same time allowing for easy operation of the equipment
at the installation site to speed up the process of placing and
commissioning the trap.

In the considered design of the device, it is assumed that
the basic functions of the device are controlled by a switch
with three positions:

« off - in this position the device will be switched off, no
communication is taking place or activity on the device

o settings - in this position the WiFi module of the mi-
crocontroller will be activated in the AP (Access Point)
mode. The user will thus be able to perform device
settings at the destination directly on the device.

« trap mode - in this switch position, the device deactivates
its access point for maximum power conservation and will
be ready for full operation

The intended logic of the program is clear from Fig. 3 and
Fig. 4.

The battery status is continuously monitored and the user
is informed of this value at regular intervals. If the batteries
are removed, the entire device is reset. The individual settings,
both system and user, remain present in the ESP32 memory.

C was chosen as the programming language because it is
supported by the chosen ESP32 microcontroller and provides
sufficient support and a selection of suitable libraries.

E. Server design

The server is an important component in the whole system
as it provides communication between the user and the device.
The MQTT (MQ Telemetry Transport) protocol was chosen
as the primary protocol for communication between the device
and the server. This is a lightweight network protocol that
allows a group of devices to connect to a specific server.
By subscribing to a given message type (topic), devices then
receive only the specific messages whose content is relevant
to them. This can simplify the setup of devices if there are
a large number of them in one location.

Home Assistant was then chosen as the test platform for the
server itself. It is an open-source server platform based on the
Linux operating system. Home Assistant is already supported
by both of the most widely used mobile phone operating
systems in the form of corresponding applications, and also
offers a web browser version. A number of features are
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personnel and ordinary hunters. It will also help to reduce
the time an animal is trapped to the shortest possible time.
This avoids excessive suffering for the trapped animal.

Next, the article discusses the development of PCBs. A four-
layer PCB board design with a pair of 18650 batteries was
chosen. The individual components and their functions are
described in chapter III-B.

Cat-M technology has been chosen as the main commu-
nication technology, which provides sufficient coverage for
this application in the Czech Republic and offers a suitable
communication form in terms of tariff price.

The C language was chosen for the software development
as it provides sufficient support both in the form of available
libraries and in the form of support from the perspective of the
ESP32 microcontroller used.

To verify the capabilities of the server part of the system, the
Home Assistant platform was chosen, which also allows con-
nection with the InfluxDB database program and the Grafana

to release the door user

file maintaining the
sefting parameters

Fig. 3. Schematic of program logic in device operating mode
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Fig. 4. Schematic of program logic responsible for battery management

available, such as the ability to send push notifications to the
mobile device (Fig. 5). The InfluxDB database was chosen for
data storage, while Grafana was chosen for displaying those
stored data. Both of these platforms can be easily implemented
in the Home Assistant system and allow them to work together.
In the next phase of development, a custom server platform
can be developed.

IV. CONCLUSION

This article discusses the development of an IoT device used
to monitor wildlife traps. The article discusses the motivation
and reasons for developing such a device. The device will
enable better management of these traps by forest service
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graphic program.

V. FUTURE WORK

Further development of the project will be aimed at:

[1]
[2]
[3]
[4]

[5]

[6]

[7]

software development and debugging

server database with user Ul

PCB assembly

creation of housing for complete equipment

creating mounts for strain gauge sensors and servo motor
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Design of an inter-satellite communication and
ranging payload for a rendezvous and proximity
operations mission

Alexander Bekec
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Abstract—This paper presents the design of an inter-satellite
communication and round-trip time-of-flight ranging payload for
a rendezvous and proximity operations mission, based around
the commercial off-the-shelf transceiver SX1280 by Semtech. The
payload is designed to operate in the S-band Space Operations
frequency band (from 2.20 to 2.29 GHz), with the ISM band
(from 2.4 to 2.5 GHz) available for ground testing.

Index Terms—inter-satellite communication, crosslink, rang-
ing, round-trip time-of-flight, satellite payload, rendezvous and
proximity operations

I. INTRODUCTION

The use of low-power modulation techniques, especially
LoRa, has been gaining on popularity in the field of satellite
communications in recent years. In comparison to more tra-
ditional modulation techniques, it often provides much better
link budget characteristics, better interference resilience [1]
and better Doppler shift resilience (allowed frequency drift up
to a quarter of the bandwidth [2]).

Several satellite missions have already implemented LoRa-
based communications, primarily in the VHF (e.g. SWARM
or STARLINK) and UHF bands (e.g. FOSSASAT, NORBY,
TIANQI, V-R3X or PY4), for uplink and downlink, as well
as satellite IoT services [3].

In addition to the UHF communication capabilities,
Semtech’s SX1280 transceivers were also integrated on-board
V-R3X satellites [4], successfully operating in the non-nominal
Space Operations band at the frequency of 2.2236 GHz [5].
They were also implemented in successive PY4 mission [6].

The SX1280 is a low power, half-duplex LoRa transceiver
with ranging capability, operating nominally in the S-band
ISM band (from 2.4 to 2.5 GHz), with a maximal output power
of 12.5 dBm (17.8 mW). The transceiver provides an option
to select from three modulations: GFSK, FLRC and LoRa,
with LoRa modem including a built-in ranging engine [1].
Theoretically, the transceivers can achieve sub-metre accuracy
of relative distance measurement [7].

II. SYSTEM ARCHITECTURE

The entire design process of the payload was driven by the
set of requirements, based on provided mission requirements.
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This set most notably includes:

« external communication interfaces: CAN, I2C and RS422,

« support of Cubesat Space Protocol (CSP),

o operational range (relative distance) between 10 metres

and 10 kilometres,

« accuracy of relative distance measurement below 2 metres

(in the operational range),

o power consumption of the payload below 1 W,

« range of operational temperatures between -20 and 50 °C,

o range of survival temperatures between -40 and 60 °C,

e form factor partially based on LibreCube PC/104 board

specifications [8],

o minimal frequency range from 2.242 to 2.282 GHz.

The payload shall be powered by stabilised 3.3 V channel
from satellite’s electrical power system (EPS). The payload
can be connected to the satellite platform via Samtec SSQ-
126-04-G-D stack connector (power, CAN and I>C) and/or
Harwin G125-MH10605L1P connector (power and RS422).
Each module is interfaced by two Samtec FSI-110-03-G-D-
AD mezzanine connectors.

Ultimately, a three-board design of the payload was chosen,
with a single motherboard (dock) and two daughterboards
(modules), to provide a high level of modularity. This also
allowed for the use of an off-the-shelf, flight-proven on-board
computer to significantly reduce the risks associated with the
development of a new payload computer.

The final high-level system architecture of the payload is
shown in Fig. 1.

A. Link budget

The aforementioned SX1280 transceiver is used on both
sides of the inter-satellite link, with a maximal output power
of 12.5 dBm, maximal input power of 0 dBm, and sensitivity
of -130 dBm (at spreading factor 12 and bandwidth 204 kHz)
[1]. Inspiration for antenna parameters is taken from EXA
SSAO03 S-band truncated patch antenna [9], with a gain of 7.2
dBi at § = 0° and -2.8 dBi at § = 90°. Insertion losses at both
sides are caused by filter insertion loss, splitter (3 dB) and
its insertion loss. These values are based on the simulations
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Fig. 1. Diagram of high-level system architecture of the payload.

conducted in Ansys Electronics Desktop. Rough estimation of
RF cabling losses is also included in this figure.

Table I presents the best-case scenario, with both satellites
pointing at each other. The optimal values of spreading factor
and bandwidth for ranging are based on the application note
by Semtech [7].

Table II presents the worst-case scenario, with first satellite
pointing at the freely rotating second satellite (i.e. in case
of attitude control system failure). As there are two antennas
planned at the opposite sides of a satellite, maximal considered
misalignment angle is 90°.

In the best-case scenario, the payload is capable of ranging
(with positive link budget) to up to 29 kilometres (in optimal
configuration, with a theoretical achievable accuracy below 0.5
metres), in the worst-case scenario it falls to 6 kilometres.
Safe-mode communication (with a theoretical data rate of
0.595 kbps) in the best-case scenario is possible up to 180
kilometres, in the worst-case scenario up to 46 kilometres.
For comparison, maximum data rate communication (with
a theoretical data rate of 253.91 kbps) is possible up to 5
kilometres in the best-case scenario.

III. HARDWARE DESIGN

As described in the section System Architecture, the payload
consists of a single motherboard and two modules - the radio
module and the payload computer module. Both the mother-
board and the radio module have been designed in-house and
use the same printed circuit board (PCB) six-layer stack-up
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TABLE I
LINK BUDGET - BORESIGHT (BEST-CASE SCENARIO)

Variable Unit Ranging Communication
(in optimal mode) (in safe-mode)

Bandwidth kHz 1625 204

Spread. factor - 10 12

Frequency MHz 2262 2262

Rel. distance km 001 ] 10 [ 100 | 0.01 [ 10 [ 100

Transmitter

Output power dBm 12.5 12.5

Insertion loss dB 6 6

Antenna gain dBi 7.2 7.2

Other losses

Free-space path | dB 60 [ 120 [ 140 [ 60 [ 120 [ 140
Polarisation dB 0 0
Misalignment dB 0 0
Receiver
Antenna gain dBi 7.2 7.2
Insertion loss dB 6 6
Input power dBm [ 45 [ -105 [ -125 | 45 [ -105 [ -125
Sensitivity dBm -114 -130
[FinalMargin [ dB | 69 [ 9 [ -11 | 8 [ 25 | 5 |
TABLE 11
LINK BUDGET - ONE SATELLITE FREELY ROTATING (WORST-CASE
SCENARIO)
Variable Unit Ranging Communication
(optimal) (in safe mode)
Bandwidth kHz 1625 204
Spread. factor - 10 12
Frequency MHz 2262 2262
Rel. distance km [0.0I [ 10 [ 100 [ 0.0 [ 10 [ 100
Transmitter
Output power dBm 12.5 12.5
Insertion loss dB 6 6
Antenna gain dBi 7.2 7.2
Other losses
Free-space path | dB 60 [ 120 | 140 60 [ 120 [ 140
Polarisation dB 3 3
Misalignment dB 10 10
Receiver
Antenna gain dBi 7.2 7.2
Insertion loss dB 6 6
Input power dBm [ -58 [ -118 [ -138 | -58 [ -118 [ -138
Sensitivity dBm -114 -130
[FinalMargin [ dB | 56 [ -4 [ 24 [ 72 [ 12 | -8 |

to allow panelisation for cheaper manufacture. The selected
PCB material is Isola PCL370HR, suitable for aerospace
applications, with high glass transition temperature. To reduce
the risk of outgassing, silkscreen layers were removed and
only selective solder mask is present with the minimal amount
required for the assembly purposes. All long traces were buried
in inner layers and copper fills on top and bottom layers were
limited to only necessary amount.

In terms of components, primarily automotive-grade com-
ponents were used for the non-RF parts of the payload.

The hardware of the payload has already been manufactured
in the first revision, and is currently being worked on and
tested.



A. Motherboard / Dock

The motherboard, as the main board of the payload, is
primarily responsible for the interconnection of individual
modules and the platform, and for the mechanical support of
the modules. The form factor of the board is partially based on
LibreCube board specifications, as stated in the requirements.
Renders of the motherboard are shown in Fig. 2.

Power is supplied by platform’s EPS primarily through the
stack connector, with an option to power the payload directly
through the Harwin G125 connector. Selection of specific
power and ground channels is possible with O {2 resistors.
Ferrite beads and filtering capacitors are implemented in the
power path (close to the mezzanine connectors) to suppress
noise coming from the platform.

As there is no RS422 transceiver already implemented
in the payload computer, it is implemented externally on
the motherboard and communicates with the computer via
the UART. The transceiver used is a THVD1424 by Texas
Instruments. The RS422 is connected via the Harwin G125
connector.

To safely disconnect the payload from the main I>C bus
in case of payload failure, an I°C isolator (PCA9507D by
NXP) was added between the payload computer module and
the stack connector.

Several testpoints were added for testing and debug pur-
poses at accessible places of the motherboard. LED indicators
were also added to provide power-on and busy status infor-
mation.

B. Zwillink Radio Module

The radio module of the payload, called Zwillink, is a
daughterboard serving as the transceiver and radio frequency
(RF) front-end of the payload. At the heart of the module
is an SX1280 transceiver, referenced by a 52 MHz clipped-
sine temperature-compensated crystal oscillator (TCXO). The
transceiver communicates with the payload computer via SPI,
with GPIO used for status monitoring and interrupts.

The form factor of the module is inspired by the se-
lected payload computer (NanoMind A3200 by GomSpace)
to achieve interchangeability of the radio module and payload
computer module on dock. This is also made possible by the
same location of the mezzanine FSI connectors and compatible
pinout. Renders of the radio module are shown in Fig. 3.

On the bottom side of the board, just directly across the
transceiver, an I?C thermometer (TMP275-Q1 by Texas Instru-
ments) is placed to measure the temperature of the transceiver,
primarily for temperature calibration of the ranging mea-
surement. Thermally conductive vias are placed between the
transceiver and the thermometer to allow heat transfer.

An aluminium cover will be placed on the radio module
to provide electromagnetic interference (EMI) and mechanical
shielding. It will also act as a heat sink for the transceiver.

The RF front-end is composed of 50 {2 coplanar waveg-
uide, bandpass filter, splitter/combiner (SCN-2-27+ by Mini-
Circuits with an external 100  resistor) and two surface-
mount MCX connectors (CONMCX002-SMD-T by TE Con-
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Fig. 2. Top and bottom view of the motherboard

nectivity) for antenna connection. The filter is custom-
designed 4" order modified Chebyshev bandpass filter with
3dB bandwidth from 2.11 to 2.59 GHz and insertion loss (in
peak) of 0.99 dB at 2.262 GHz. Simulated characteristics are
shown in Fig. 4.

For debug purposes, LED indicators were added to provide
power-on and busy status information, located between the
MCX connectors.

C. Computer Module

Off-the-shelf, flight-proven on-board computer NanoMind
A3200 by GomSpace was selected for the payload computer.
NanoMind is based on Atmel AT32UC3C microcontroller and
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Fig. 4. Frequency characteristics of the designed filter

offer single CAN and SPI, two I2C and UART, and multiple
GPIO connections [10].

IV. SOFTWARE ARCHITECTURE

Application-specific software of the payload, which is re-
sponsible for handling of the communication and ranging,
needs to be highly autonomous, as there is only limited contact
with the ground segment during the orbit. Ranging will be
based on a master-slave architecture, with one of the satellite
acting as the master and handling all of the ranging between
satellites. Automatic initiation of configuration changes (to
achieve better range, data rate or ranging accuracy) will be
based on either received signal strength indication (RSSI) or
packet loss characteristics. Watchdog time-out will be used to
put the communication into safe-mode with lower data rates,
but with the better link budget and therefore range, in the case
there was no established communication between the satellites
for specified amount of time.

Many of the settings will be based on modifiable con-
figuration table, including settings such as centre frequency,
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nominal spreading factor and bandwidth for safe-mode and
ranging. In addition to this table, read-out table will provide
some important information, like frequency error and RSSI of
the last received packet, or time-of-flight of the last ranging
exchange.

All of the application-specific software described above will
be running on top of the software provided by computer
manufacturer, that will handle the routing and processing of
the CSP packet, and external communications of the payload
with the subsystems of the platform.

V. CONCLUSION

In this paper, the design of an inter-satellite communication
and ranging payload suitable for rendezvous and proxim-
ity operations CubeSat missions have been presented. The
maximal theoretical relative distance between satellites, when
they should still be able to communicate in safe-mode is
180 kilometres, according to the presented link budget. The
hardware design of the motherboard and radio module was
described, with the basic description of the system architecture
and the proposed software architecture.
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Abstract—The Domain Name System (DNS) enables access
to online resources via human-readable domain names, but re-
trieving subdomain information requires open-source intelligence
(OSINT) platforms like VirusTotal or CRT.sh, which differ in
data formats and retrieval methods. This paper introduces a tool
that automates the collection, processing, and analysis of DNS
records from multiple OSINT sources, handling key records,
removing duplicates, and supporting standardized output formats
(YAML, JSON). With a modular and extensible design, the tool
ensures efficiency, accuracy, and reliability through asynchronous
data fetching and rigorous validation, benefiting security re-
searchers, network administrators, and forensic analysts. Future
improvements may expand OSINT sources and enhance analyt-
ical capabilities for better domain intelligence.

Index Terms—Cybersecurity, Data Processing, DNS, Domain
Name System, Domain Records, OSINT

I. INTRODUCTION

The Domain Name System (DNS) is a fundamental compo-
nent of the Internet, enabling users to access resources through
human-readable domain names instead of numerical IP ad-
dresses. Despite its efficiency, DNS has inherent limitations,
particularly in retrieving information about subdomains. To
address this gap, various open-source intelligence (OSINT)
platforms such as VirusTotal, CRT.sh, and Shodan.io have
emerged, collecting and providing access to domain records.
However, the inconsistency in data formats and retrieval meth-
ods among these platforms presents challenges for users who
need to analyze domain information efficiently.

This paper introduces a tool designed to automate the
retrieval, processing, and analysis of DNS data from multiple
OSINT sources. By leveraging asynchronous data fetching,
deduplication techniques, and standardized output formats
(YAML, JSON), the tool simplifies the process of domain
record examination. Additionally, it enables users to track
the historical evolution of DNS records, which is crucial
for security research, infrastructure monitoring, and forensic
investigations. The tool’s modular architecture ensures flexi-
bility and expandability, allowing for future integrations with
additional data sources.

This work is supported by Technology Agency of the Czech Republic under
Grant FW11020057.
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II. BACKGROUND AND PRELIMINARIES

DNS enables users to simplify the usage of the Internet
network. One of its main purposes is translating between
domain names, which are easily memorable by end users, and
IP addresses [1].

A. OSINT

OSINT refers to the process of collecting, analyzing, and
utilizing publicly available information from diverse sources,
including websites, social media, government records, and
cybersecurity platforms. OSINT tools and techniques enable
security researchers and analysts to gather intelligence on
domain records, network infrastructure, and potential vulner-
abilities without direct access to target systems [2].

B. Subdomain enumeration

Subdomain enumeration is a crucial aspect of OSINT that
involves identifying all the subdomains associated with a do-
main. This is especially valuable for security assessments,
where understanding the structure of a target’s domain can
reveal potential vulnerabilities or forgotten assets [3].

Collected information about domains and subdomains can
be used as a potential source of targets for penetration testing.

C. Related work

Another approach to subdomain enumeration and domain
intelligence gathering is the use of specialized tools such as
OWASP Amass [4], an open-source framework designed for
network mapping and attack surface discovery. Amass inte-
grates multiple OSINT sources and performs active and pas-
sive reconnaissance to enumerate subdomains and associated
infrastructure. While Amass is highly effective for security
assessments and external asset discovery, its focus is on broad
reconnaissance rather than structured DNS record processing.
In contrast, the proposed tool is specifically designed for
automated retrieval, validation, and analysis of DNS data from
OSINT sources, emphasizing structured output formats such
as JSON and YAML, as well as deduplication and historical
tracking.

OSINT has been shown to enhance cyber threat intelligence,
particularly in detecting botnet activities that exploit DNS-
based domain generation algorithms (DGA), highlighting the
importance of DNS analysis in cybersecurity [5].



III. PROPOSED METHODOLOGY

The objective of the proposed tool is to facilitate the
automated retrieval and analysis of DNS data, especially
subdomain enumeration, from various open sources (OSINT).
This tool enables the examination of both current and historical
DNS records for a given domain and its subdomains. Addition-
ally, it provides data processing capabilities, duplicate removal,
and output generation in standardized formats (YAML, JSON),
with options for visualizing the temporal evolution of DNS
record changes.
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Fig. 1. Architectural diagram of designed ODNES application

A. Tool design

The tool is designed to retrieve DNS data by processing
common DNS record types such as A, AAAA, MX, CNAME,
NS, TXT, and SOA. Known subdomains of each queried do-
main are also processed. Data from different sources is fetched
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asynchronously to optimize performance and reduce latency.
The system also incorporates historical data when available,
which is crucial for analyzing infrastructure changes, detect-
ing anomalies, and understanding the evolution of domain
configurations. After collecting data from multiple sources,
a deduplication process ensures consistency and clarity in
the final results. The processed data is then exported in
human-readable and machine-readable formats to facilitate
both manual and automated analysis.

B. Architecture

The tool follows a modular architecture, as seen in figure 1,
allowing easy expansion with additional data sources. Each
data source is implemented as a separate module that commu-
nicates with the core system through a standardized interface.
The main module, ODNES, manages the entire process, from
data acquisition to output generation. It interacts with the
Datasources and Data Exporter modules, using a defined API,
to retrieve, process, and format the data. The Datasources
module handles communication with external data sources,
each implemented as an independent module for easy exten-
sibility. The DNS module ensures the validity of retrieved
data before further processing, and the Data Exporter module
converts processed data into the desired format. If no format
is specified, results are displayed in the standard output in
a human-readable format. The application also supports saving
results to a file if required by the user.

C. Implementation

Python is used for implementation due to its extensive sup-
port for relevant libraries, such as aiohttp [6] for API com-
munication and aiopg [7] for PostgreSQL communication.
The internal workflow of the tool begins with user input, where
a domain is specified for analysis. The user may also define
the output format or specify a target file for storing results.
The Datasources module then retrieves data asynchronously
from external sources such as VirusTotal or CRT.sh. Once
data is collected, the DNS module verifies its actuality and
consistency, ensuring it adheres to the required format and is
free from errors. A deduplication process removes redundant
entries before storing them in an internal data structure. The
Data Exporter module then generates the final output in the
specified format. If an output file is provided, data is saved
accordingly; otherwise, it is displayed on the standard output.

D. Data Validation

Verifying the validity of retrieved data is a crucial step in
processing information from various external sources. Data
acquired via APIs from services such as VirusTotal or CRT.sh
may contain incorrect, incomplete, or outdated information.
The DNS module ensures that all data meets predefined
format, consistency, and timeliness requirements before further
processing. This validation process includes format verifica-
tion, ensuring that each record contains key attributes such
as DNS record type, domain name, and record value. Any
missing attributes result in the record being marked as invalid



unless a specific option is provided, and it is excluded from
further processing.

By implementing rigorous validation mechanisms, the tool
ensures the reliability and accuracy of the processed DNS
data, making it a robust solution for domain intelligence and
security analysis.

IV. RESULTS

Based on the general design described in the previous
section, a functional prototype was implemented.

A. Development

For development and package management, Poetry was
used, a tool that simplifies dependency management and
allows for seamless installation, updates, and distribution of
Python packages. This ensured consistency across different
development and production environments. The core function-
ality of the application relies on several key dependencies,
including aiohttp for asynchronous HTTP requests to ex-
ternal APIs like VirusTotal, aiodns for asynchronous DNS
resolution to improve data retrieval efficiency, and aiopg for
communication with the CRT.sh PostgreSQL database.

B. Data acquisition

One of the key functionalities of the tool is data retrieval
from external sources, with VirusTotal API being one of
the primary sources. A dedicated VirusTotal Datasource
module was implemented to facilitate API communication,
providing a search method for retrieving domain-related in-
formation. The module uses an API key for authentication
and constructs dynamic URLs using placeholders for domain
and resource types. For example, querying the DNS record
of ’example.com’ results in a structured API request URL.
HTTP headers are included to specify the response format
and API authentication for requests. A session is used for
efficient repeated queries, minimizing overhead. Responses are
processed into Python lists for easy analysis.

Listing 1. CRT.sh PostgreSQL query
1 SELECT DISTINCT sub .NAME_VALUE
2 FROM (
3 SELECT cai .=
4 FROM certificate_and_identities cai
5 WHERE plainto_tsquery (’certwatch’, %s)
6 @@ identities (cai.CERTIFICATE)
7 AND cai .NAME_VALUE ILIKE %s
8 LIMIT 10000
9 ) sub;

Secondary implemented external source CRT.sh uses a pub-
licly available PostgreSQL database. A dedicated CRT.sh
Datasource module was implemented to abstract over the
database and provide the needed data. A simple SQL query,
as seen in listing 1, was written to extract the data from the
database.

Datasource module supports automatic loading of all in-
stalled individual scope-specific datasource submodules. Load-
ing mechanism can be seen in listing 2.
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Listing 2. Automatic datasource loading
modules=glob . glob(join (dirname ( __file__),

" py™))

—

2 __all__=[basename(f)[:-3]

3 for f in modules

4 if isfile (f)

5 and not f.endswith(’__init__ .py’ )]

6 from odnes.datasources import =

7 subclasses=Datasource.__subclasses__ ()

8 datasources=[cls () for cls in subclasses]
9 names=[cls.__name__ for cls in subclasses]
C. Output formatting

The tool provides various output options, including YAML
(as seen in figure 2) and JSON (as seen in figure 3) formats, en-
suring compatibility with both manual and automated analysis
workflows. During testing, different domain queries and data
sources were verified to ensure correct APl communication
and data retrieval. The tool’s ability to process DNS records,
subdomain data, and other DNS-related information was tested
extensively. The configuration file parameter allowed for test-
ing different API keys, ensuring flexibility in deployment.

odnes -d douball.eu -n -0 yaml
- bastion.douball.eu:
A:
89.203.192.54
300

- host:
ttl:
CNAME:
- cname:

ttl: -1

- douball.eu:

bastion.douball.eu

NS:

host: ns.wedos.cz
ttl: -1

host: ns.wedos.e
ttl: -1
host: ns.
ttl: -1
host: ns.
ttl: -1

wedos.

wedos.ne

Fig. 2. Shortened example of YAML output for domain ‘douball.eu*

D. Configuration

The application uses a configuration file, config.ini, which
currently stores the VirusTotal API key. The file is placed
alongside the main module and serves as a template for user-
specific configurations. The ConfigParser library is utilized
to load configuration sections into a dictionary for further
processing. Additionally, the ArgumentParser library is used
to handle user-provided parameters, such as domain queries
and output format selection. The modular design allows users
to specify their API keys without manually entering them for
each request.

V. EVALUATION

Testing was performed through the command line, evaluat-
ing different parameters and functionalities. The primary focus
was validating the -d parameter, which specifies the domain



-d douball.eu -n -0 json

'ns.wedos.eu",

Fig. 3. Shortened example of JSON output for domain ‘douball.eu’

for analysis. The tool was tested with various domain inputs
to confirm proper API communication and data retrieval.

Each source requires specific query structures and response
handling, and tests verified correct processing of VirusTotal
API responses and CRT.sh database queries. Additionally, the
-c option allowed testing with different configuration files,
enabling assessment under varied API credentials. Overall,
testing ensured both fundamental functionality and robustness
across different scenarios, verifying the tool’s reliability for
domain intelligence tasks.

Data validity was checked against utility dig, which pro-
vides actual DNS records. Outputs from the odnes tool
were checked against actual data provided by dig to prove
the correctness of the obtained information. If a nonexistent
domain is presented to the tool, the default behavior is to
inform the user that the specified domain was not found, as
seen in figure 4. This is also verifiable using the dig utility.
Figure 5 shows an example of an ‘A° DNS record. When the
found subdomain was queried in dig as seen in figure 6. After
comparing the result from odnes and dig, it is evident that
the results match.

stentdomain.test
NXDOMAIN

-d non

existentdomain.test:

Fig. 4. Example of nonexistent domain, resulting in NXDOMAIN
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odnes -d douball.eu -n -o yaml
- heimdall.douball.eu:
A

- host: .192.56

QUERY, NOERROR,

a; QUERY: 1, 2, AUTHORIT )DITIONAL: 6

Fig. 6. Actual DNS record provided by dig for domain ‘heimdall.douball.eu*

VI. CONCLUSION

The proposed tool provides an effective solution for au-
tomated domain record retrieval and analysis using OSINT
sources. By integrating multiple data sources, performing
data validation, and offering standardized output formats, it
enhances the efficiency and accuracy of DNS intelligence
gathering. The implementation of asynchronous data fetching
significantly reduces latency, while the modular architecture
ensures adaptability for future extensions.

Through rigorous testing and validation, the tool has
demonstrated its reliability in handling various domain-related
queries. It supports security researchers, network administra-
tors, and forensic analysts in monitoring domain changes,
detecting anomalies, and gaining deeper insights into domain
infrastructure. Future improvements may include the incorpo-
ration of additional OSINT platforms, enhanced visualization
capabilities, and improved data correlation techniques to fur-
ther refine domain intelligence analysis.

REFERENCES

[1] C. Liu and P. Albitz, DNS and BIND, 5th ed.
c2006.

[2] A.S.Ram, A. Thalakkat, D. Udayan, A. A. Khader, H. K, and V. George,
“Exploring OSINT for Modern Day Reconnaissance,” in 2023 Annual
International Conference on Emerging Research Areas: International
Conference on Intelligent Systems (AICERA/ICIS), 2023, pp. 1-6.

[3] G. J. Kathrine, R. T. Baby, and V. Ebenzer, “Comparative analysis of
subdomain enumeration tools and static code analysis,” ISSN (Online),
pp. 2454-7190, 2020.

[4] “Owasp amass,” 2024. [Online].
owasp.org/www-project-amass/

[5] H. Suryotrisongko, Y. Musashi, A. Tsuneda, and K. Sugitani, “Robust
Botnet DGA Detection: Blending XAI and OSINT for Cyber Threat
Intelligence Sharing,” IEEE Access, vol. 10, pp. 34 613-34 624, 2022.

[6] “Welcome to AIOHTTP,” 2025. [Online]. Available: https://
docs.aiohttp. org/en/stable/

[7] “Welcome to AIOPG,” 2025.
aiopg. readthedocs.io/en/stable/

Sebastopol: O’Reilly,

Available:  https:/

[Online]. Available: https://


https://owasp.org/www-project-amass/
https://docs.aiohttp.org/en/stable/
https://docs.aiohttp.org/en/stable/
https://aiopg.readthedocs.io/en/stable/
https://aiopg.readthedocs.io/en/stable/

Platform for detection and monitoring of the
devices connected to the power grid

1% Radim Macho
FEEC, Brno University of Technology
Brno, Czech Republic
221666 @vut.cz

Abstract—This paper summarizes the creation of a platform
for detection and monitoring devices connected to the power
grid. The platform will provide monitoring of the power grid,
for the purpose of detecting connected devices, with regard, to
their potential threat to the operation of critical systems. The
monitoring and detection will be performed using data provided
by power-line communication modems connected to the moni-
tored power grid. Data provided by power-line communication
modems are in the form of the frequency spectrum of the noise.
The the frequency spectrum of the noise will be statistically
described, and this statistical description of the data will be
used for training the machine learning model and subsequent
detection of connected devices based on machine learning model
prediction. All calculations of the statistical description of data,
creation of machine learning model and subsequent detection and
monitoring will be processed locally on a microcomputer using
custom-developed code.

Index Terms—electrical network, frequency spectrum of the
noise, power-line communication, machine learning

I. INTRODUCTION

Every device connected to the power grid influences this
network in a certain way. This influence on the power grid can
disrupt the operation of devices performing the functionality
of critical systems.

This is one of the reasons why it is necessary to protect
critical systems from a hardware perspective. The platform
described in this paper will provide the ability to monitor
the electrical network and detect connected devices in order
to protect critical systems by identifying foreign devices that
could have a negative impact on the operation of critical
systems.

A. Power-line communication

Power-line communication, hereinafter referred to as PLC,
is a technology that enables data transmission over the power
grid, while maintaining the functionality of the power grid.

The PLC always utilizes at least 2 modems for establishing
communication network on top of the power grid. One modem
operates as a transmitter while the other functions as a receiver.
Modems can interchange their roles or function as both a
transmitter and a receiver simultaneously as needed.

The transmitting modem modulates a high-frequency signal,
representing data for transfer, onto a signal present in the
power grid. For Europe inside the building power grid the
signal is 230V, 50 Hz sine wave.
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The receiver listens to these modulated high-frequency
signals, demodulates them, and thereby obtains the transmitted
data [4].

B. Machine Learning

Machine learning is a general term for algorithms that allow
a program to learn. The term learning of a program means
the ability of a program to change its internal properties and
parameters. This change of parameters is in order to achieve
better results of the program.

Programs utilizing machine learning mechanisms employ
two fundamental steps. The first step is training, sometimes
referred to as the learning step. In this step, data is provided
to the program, based on which the program creates a machine
learning model.

The model of machine learning is a term for the represen-
tation of all system parameters adjusted in the training step.

The prediction is the second step in which data is provided
to the model, and the model subsequently delivers the corre-
sponding result based on provided data [5].

There is a large number of methods and types of machine
learning, which can be divided into three basic categories:

o Supervised learning: The model is provided with the la-
beled data, and it is trained to accurately predict outcomes
based on the input data, an example is data classification

o Unsupervised learning: The model is trained on unla-
beled data, it is taught to look for hidden patterns and
connections, an example is the search for connections in
statistics.

o Reinforcement learning: The model is not taught once,
but learns repeatedly through feedback, where the model
makes a step and is then either rewarded or punished
based on of an external evaluation of the step, an ex-
ample are automated robots or marketing and advertising
algorithms. [5]

A large number of methods used for creating machine
learning models fall into the categories mentioned above.
Among the most commonly used methods are:

o Neural Network: method inspired by biological neurons
that connect together in layers, utilized in tasks such as
image or speech recognition.



o Decision trees: A decision-making method based on
conditions into individual branches, with the prediction
result at the end of the branch, a simple method.

o Random forest: method based on the use of a larger
number of decision trees, the result is the average of all
trees, a robust method with resistance to overfitting.

¢ Support vector machines: The method searches for data
group boundaries, which it divides into categories with
the maximum possible distance.

o Naive Bayes: The method is based on Bayes theorem
with the assumption of input independence, simple and
effective for basic text classifications. [5]

A standard example of machine learning is computer vision,
which involves the recognition of the content of a visual
image by a computer. Another example could be, for instance,
the prediction of data trends, such as weather forecasting, or
perhaps the autonomous movement of a robot maintaining
stability [5].

II. PLATFORM DESIGN

The platform utilizes a network of PLC modems that operate
independently. These PLC modems are capable of measuring
the frequency spectrum of the noise and sending the measured
values to the platform.

The platform operates on this existing network of PLC
modems from which the frequency spectrum of the noise is
obtained.

Custom-written code is utilized for platform operation.
Using this custom-written code, platform process the values of
the frequency spectrum of the noise. These processed values
are used together with machine learning algorithms to create
its own machine learning model.

The created machine learning model is subsequently used
for monitoring and detecting connected devices connected to
the power grid by their influence on the the frequency spectrum
of the noise. The results of monitoring and detection are
displayed to the user in a legible form in real time.

Detection and monitoring operate fully automatically after
the machine learning model has been created, and the users
are presented only with the results.

The custom-written code ensures all control of the platform,
the creation and modification of the machine learning model,
processing of the frequency spectrum of the noise data, and
automated functioning of detection and monitoring with the
display of results to the users.

A. Platform requirements

The platform as an extension to the existing network of
PLC modems should be compact, low-maintenance, yet still
possess sufficient performance.

This was the reason for choosing suitable and available
microcomputer and accessories. The price of individual com-
ponents is taken into account.
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Fig. 1. Topology of the platform regarding to PLC modems and device to
detect.

B. Hardware selection

The microcomputer chosen for the creation of the platform
is the Raspberry Pi5 (hereinafter referred to as RPi5) in the
variant with 8 GB of RAM. This is the optimal solution from
the available microcomputer variants. It disposes sufficient
computing power for the platform, small size and an accept-
able price.

The RPi5 itself does not contain cooling of any type. For
this reason, the ICE Tower Plus cooling fan has been added to
the RPi5, providing constant passive cooling. If the processor
temperature exceeds the threshold of 60°, additional active
cooling is provided by a fan.

To enable the independent operation of the platform, a 7”
touchscreen display with OLED technology has been added to
the RPi5 for lower power consumption while still providing
high-quality display output. This touchscreen display will be
used as both an input and output interface.

C. Platform topology

The complete topology of the platform, PLC modems and
device to detect is shown on Fig. 1.

The two PLC modems are connected to the power grid using
standard electrical wall socket. The specific scheme of the
power grid between the PLC modems is unknown. To this
same power grid is connected device to be detected by the
platform. The RPi5 is also connected to this network, but only
for the purpose of providing the power supply to the RPi5.

PLC modem connected closer to the device to be detected,
is connected to the RPi5 using Ethernet cable through which
the measured data is transmitted.

The touchscreen display is connected to the RPi5 by 2 ca-
bles. One for power supply and one for displaying information.

The platform can be connected to the internet using wireless
connectivity of the RPi5, or it can be wired using the PLC
modems themselves.

D. Data measurement with PLC modems

The selected PLC modems allow measurements of the
frequency spectrum of the noise using a proprietary program.
Unfortunately, this proprietary software is not compatible with
the selected hardware and software. For this reason, the need



arose to replace the functionality of the proprietary program
with our own code.

1) Communication with PLC modems: Network commu-
nication between the computer and the PLC modem was
observed while using the proprietary program. The analysis
of the captured communication revealed several facts.

The PLC modems communicate using the UDP (User Data-
gram Protocol), based on a request-response communication
principle.

2) Request for data measurement: The request for mea-
sured data from the connected device is in the form of a single
UDP packet. This UDP packet is sent to the correct, predefined
port.

The data part of the packet contains encoded information
about the type of measurement, the number of channels, and
other specifications provided by the PLC modem:s.

3) Response with measured data: The PLC modem re-
sponds to the request with measured data contained within five
UDP packets sent back to the connected device. The payload
of these five packets contains the header and measurement
values in encoded form.

4) Measured data decoding: The method of encoding the
transmitted measured data in UDP packets was unknown. For
this reason, several methods of value decryption have been
tested.

The final and only successful method was reverse en-
gineering method, where the proprietary program for PLC
modems was decompiled using a decompiler. Subsequently,
the decompiled files were manually reviewed in order to locate
the internal decoding function which provides conversion of
all sended characters into measured values of the frequency
spectrum of the noise.

E. Data processing

The measured data provided by PLC modems in the form
of the frequency spectrum of the noise are in the form of 6400
values. 3200 values are for each of the two measured chan-
nels. In the context of optimization, the data are statistically
processed.

Statistical processing is carried out by dividing the entire
data sample into equally sized intervals. Each interval is sta-
tistically defined by the following parameters: average value,
minimum value, maximum value, most frequently occurring
value (mode), middle value (median), standard deviation.

The statistically described data are subsequently used for the
creation of a machine learning model and subsequent detection
of devices connected to the power grid.

FE. Device detection

The detection of the devices connected to the power grid
is based on their influence on the frequency spectrum of the
noise. These values are not used directly, but are statistically
processed as mentioned in the chapter II-E.

A dataset of devices is created, containing statistically
processed data of the frequency spectrum of the noise. The
dataset contains measured statistical data for the empty grid
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Fig. 2. The physical form of the platform.

and for each device intended for detection in the same quantity
measured on the monitored power grid.

To create a machine learning model, two-thirds of the
dataset are used as training data, while the remaining third is
used as validation data. The machine learning model created
in this way is subsequently used for the detection of connected
devices.

The detection of the connected device is based on the
prediction of a machine learning model that is provided with
statistically processed current measured value of the frequency
spectrum of the noise. The machine learning model will
return a list of probabilities. Each probability value in the list
corresponds to the likelihood that the given device is currently
connected to the power grid.

This list serves as the result of the detection of the connected
device, and its outcomes are presented to the user.

III. FINAL PLATFORM FUNCTIONALITY

The hardware appearance of the platform is displayed in
the Fig. 2. The Fig. 2 captures the RPi5 providing computing
power and a touchscreen functioning as an input-output pe-
ripheral for controlling the platform and displaying detection
and monitoring results.

A. Implemented functions

The platform is designed to automatically measure multiple
times the device to create the data dataset necessary for
creating a machine learning model.

The platform is capable of creating, storing, and re-loading
this machine learning model from internal memory.

The platform is capable of displaying monitoring results
and device detection in real-time in a user-readable format.
Monitoring is carried out in the form of displaying color-coded
text OK for the network without foreign devices, otherwise,
DETECTED is displayed. Device detection is performed by
displaying the top 5 devices with the highest probability of
current connection to the power grid.

The platform also provides two additional functions. The
first function, shown in Fig. 3, is a basic spectral analyzer that
displays the current frequency spectrum of the noise for both
channels, ranging from 2 MHz to 80 MHz.

The second function, shown in Fig. 4, provides a time
analysis of the frequency spectrum of the noise. This func-
tion measure and save in background the current frequency
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spectrum of the noise every hour and displays 4 charts when
called. The graphs contain the average value and heatmap of
the frequency spectrum of the noise values for each channel.

B. Functioning in practice

1) Platform setup: After the launch of the platform, we
created a new power grid for monitoring. The platform auto-
matically measured the frequency spectrum of the noise 500
times for the zero point of the power grid.

Subsequently, the devices were measured upon connection
to the power grid to be detected. It was a power brick,
computer monitor and a table lamp in the switched on and
switched off state. Each device was measured 500 times with
a one-second interval between measurements.

These measurements create a dataset for the creation of
a machine learning model, that was created using them.
Subsequently, the detection and monitoring of the power grid
were initiated using this created machine learning model.

2) Detection and monitoring accuracy: Power grid mon-
itoring is mostly reliable, thus the platform is capable of
recognizing whether the power grid is in its basic configuration
or if a foreign device has been connected to it.

The detection of connected devices was mostly reliable for
recognizing different devices. However, single-sample detec-
tion errors occurred that may be caused by a sudden change
in the frequency spectrum of the noise, such as an internal
change in an already connected device.

The highest error rate in detection occurred when detecting
multiple different states of the same device, namely the table
lamp in both the on and off positions. The confusion of the
states was up to 50 %. However, a one of the table lamp states
was always been at the top of the top 5 devices list.

95

Overall, both detection and monitoring can be considered
quite reliable if the detection of the specific state of individual
devices is not required.

IV. CONCLUSION

A platform was created to monitor the power grid and detect
the devices connected to the power grid.

The platform is based on custom-written Python code run-
ning on Raspberry Pi 5. Python code uses machine learning
for detection and monitoring. Detection is based on values
of the frequency spectrum of the noise provided by the PLC
modems.

By using the reverse engineering was discovered how PLC
modems communicate with the connected device and how they
transmit measured data. The found principles are emulated by
the custom-written Python code.

The platform is usable as a tool responding to user requests.
The user is able to create different models, add devices, save
and upload models, and perform power gird monitoring and
device detection.

The power grid monitoring is reliable. The detection of
individual devices is reliable in recognizing individual devices.
If devices are recorded in multiple states or if there are
multiple very similar devices, confusions arise, but the type
of device is recognized.

The platform includes two additional functions. The first
function displays the current frequency spectrum of the noise
of both measured channels, which is refreshed every second.
This function serves as a basic spectral analyzer.

The second added feature provides a time analysis of the
frequency spectrum of the noise. This function displays the
average noise value and heatmap of both channels over the
entire duration of using the currently selected model.
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Abstract—This paper presents a comparison of the power
consumption of different LoRaWAN classes (A, B, and C). It
also describes the design and implementation of a LoRaWAN
GNSS tracker based on the STM32WLES5 microcontroller (in
the form of the Seeed Studio Wio-E5 module), which integrates
the LoRa transceiver and offers convenient approach instead of
the usual need for separate microcontroller and transceiver. The
tracker also serves as a platform for the power consumption
measurements and analysis.

Index Terms—LoRaWAN, IoT, GNSS, STM32, tracking, power
consumption

I. INTRODUCTION

LoRaWAN is a widely used Low-Power Wide-Area Net-
work (LPWAN) protocol designed for energy-efficient, long-
range communication [1], making it ideal for battery-powered
IoT devices. One of the key challenges in the design of
such devices is minimizing power consumption to extend
battery life, especially in applications where frequent main-
tenance is impractical. LoRaWAN defines multiple device
classes (A, B, and C), each with different trade-offs between
power consumption and communication latency. This paper
focuses on comparing the power consumption across these
classes, using a custom-designed GNSS tracker based on the
STM32WLES microcontroller as a test platform. In addition
to the comparison, the paper explores various low-power
modes and optimization techniques to reduce overall energy
usage, providing insights into how design choices affect the
performance and longevity of LoRaWAN-enabled devices.

II. LORAWAN

LoRaWAN specifies three classes for end devices — Class
A, B, and C [1, 2]. Individual classes differ in downlink
communication capabilities, which also affects the power
consumption of the end device.

Class A devices open two receive windows following the
data transmission in the uplink direction. The first window
opens one second after the end of the transmission, while
the second window opens after two seconds [3]. First receive
window uses the same frequency and data rate as the preceding
uplink. The second window uses a fixed frequency and data
rate.
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Class B introduces additional receive windows (ping-slots),
that open at predetermined intervals. The period of the ping-
slots depends on the network and can be set in the range
from 1 to 128 seconds, following powers of two. To maintain
synchronization across the network, end devices must also
receive periodic beacons, which are broadcast by gateways
every 128 seconds.

Class C devices listen continuously when they are not
transmitting or opening receive windows by the definition of
class A.

III. LORAWAN GNSS POSITION TRACKER
A. Design

The block diagram of the designed tracker is presented in
Fig. 1. Its core components include a microcontroller, a radio,
and a Global Navigation Satellite System (GNSS) module.

The device is powered by a single Li-Ion cell that can be
charged via USB. A Switched-mode Power Supply (SMPS),
based on TPS63001 generates the required 3.3 V supply volt-
age. The input voltage for the SMPS can be either battery
or USB. The selection of the power source is managed by
the Power Management Integrated Circuit (PMIC) MCP73871,
which also handles battery charging. When both USB and
battery are connected, the device is powered by USB while the
battery charges, ensuring that the device’s current consumption
does not affect the charging process.

The tracker is built around the Seeed Studio Wio-E5 mod-
ule, which features the STM32WLESJC microcontroller. The
STM32WLESJC integrates 32-bit ARM Cortex-M4 CPU and
Sub-GHz radio [4]. These include LoRa modulation and the
EU868 band required for this device. This offers a convenient
solution by integrating a high-performance CPU and a LoRa

[1Power USB [CISPI [JUART

Battery

Mar 3V3 SMPS

usB USB-UART
Type-C Bridge

Fig. 1: Block diagram of the designed tracker.



transceiver into a single compact device instead of the usual
need for a separate tranceiver.

For GNSS functionality, the tracker utilizes the Quectel
L76-L receiver. It outputs data in the form of NMEAO183
messages via the UART interface, which is connected to the
microcontroller. The TMP126 temperature sensor, which is
connected to the microcontroller via SPI interface, is used to
measure the environment temperature. USB to UART bridge
enables logging and configuration of the device via serial
terminal.

A visualization of the designed Printed Circuit Board (PCB)
is shown in Fig. 2. The EU868 band antenna is connected
via SMA connector, while the GPS antenna connects via u.fl
connector. Additionally, the board features three jumpers that
allow current measurement for the entire device or individually
for the GNSS and Wio-E5 modules.

B. Firmware

The device firmware is developed using STM32 Hardware
Abstraction Layer (HAL) libraries, with project configuration
facilitated by the STM32CubeMX tool. STM32CubeWL pack-
age is utilized to manage the integrated sub-GHz radio and
handle all LoORaWAN communication. The IwGPS [5] library
is employed to parse and process NMEA messages received
from the GNSS module.

Upon power-on, the firmware initializes essential periph-
erals including GNSS module, swich is configured to peri-
odically alternate between power-save and run mode, during
which it transmits NMEA messages containing the current
position to the microcontroller.

The most recent GNSS position is periodically transmitted
over the LoRaWAN network, along with the corresponding ac-
quisition time, temperature, and battery voltage. To minimize
payload size, the data is sent in a compact raw byte format as
follows:

« Latitude (4 bytes) in millionths of a degree, i.e. value in

the range of +90 000 000,
o Longitude (4 bytes) in millionths of a degree, i.e. value
in the range of +180 000 000,

Fig. 2: Tracker
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o Altitude (2 bytes) in meters,

o Timestamp (4 bytes) of the last known position fix as a
UNIX timestamp in seconds,

o Temperature (1 byte) reading from the TMP126 sensor
in degrees Celsius,

« Battery voltage (2 bytes) in tens of millivolts.

IV. ENERGY CONSUMPTION

A common requirement for LoRaWAN devices is long
battery life, which requires a focus on low power consumption.
This paper explores various power reduction methods and
analyzes their impact across different LoRaWAN classes.

Due to variations in power consumption and differences in
low-power mode behavior among available GNSS modules,
the GNSS module was excluded from the analysis. This en-
sures an objective comparison of energy consumption between
LoRaWAN classes and available low-power modes of the
STM32WLES.

A. Optimization

STM32WLE offers various low-power modes to reduce
energy consumption [6]. Individual modes differ in terms of
which peripherals remain active, which clock signals continue
running, and how the voltage domains are powered.

By default, the microcontroller starts in Run mode after
power-up. From there, it can transition into several low-
power modes. The first, Sleep mode, has the highest power
consumption among them; in this state, only the CPU clock is
disabled while all peripherals can remain active and can wake
up the CPU. Beyond Sleep mode, the STM32WLES offers
three Stop modes (Stop O to Stop 2) with progressively lower
power consumption. These modes primarily differ in terms of
available peripherals and the active internal voltage regulator.
In Stop modes, SRAM content is preserved, and all clocks
are disabled except for LSI and LSE [7]. Overview of the
low-power modes is available in the Tab. I together with their
current consumption according to the datasheet [6].

In addition to low-power modes, other techniques can
further reduce power consumption. One such method is con-
figuring unused pins as analog inputs. This disables the
default-enabled Schmitt trigger, which can otherwise randomly
toggle when left floating, thereby reducing unnecessary power
consumption [8]. Another approach to reducing energy con-
sumption is disabling peripherals that are only needed inter-
mittently. By dynamically enabling and disabling them based
on operational requirements, the system ensures peripherals
are active only when necessary, optimizing energy efficiency.

Several strategies can be employed to reduce power con-
sumption from a LoRaWAN communication perspective. En-
ergy consumption during transmission is highly dependent on
the transmit power and data rate. These parameters can be
optimized using ADR, which enables the LoORaWAN network
server to dynamically adjust transmission settings for each
device based on connection quality [2]. Power consumption is
also influenced by transmission duration, making it essential
to use the most efficient data format possible to minimize
transmission time.



TABLE I: Overview of low-power modes of STM32WLES5 [6].

State Ipp (LA) Description
Run 1 100.0 Active state of the MCU in which the processor executes code and peripherals operate normally.
Sleep 570.0 CPU clock turned off, all peripherals can run.
STOPO 390.0 All clocks in Vcorg domain stopped, PLL, MSI, HSI16 and HSE32 stopped; fastest wakeup time.
STOP1 4.150 Lower number of available peripherals, higher wakeup time.
STOP2 0.885 Only CPU, SRAM and some peripherals preserve contents; LSI and LSE can run and RTC can remain active.
B. Analysis B is set to 128 seconds. The calculated results are used to

To compare power consumption across different classes
of LoRaWAN end device and low-power modes, multiple
measurements of the Wio-ES module’s power consumption
were conducted on the designed tracker. Measurements were
conducted for all LoRaWAN classes and selected power-
saving modes. Each measurement was taken in two scenarios
— best-case and worst-case, with ADR disabled. The best-
case scenario corresponds to the minimum transmit power and
maximum data rate, while the worst-case scenario involves the
maximum transmit power and minimum data rate. Specifically,
the best-case measurements were taken at a transmit power
of 0dBm (the minimum value allowed by the LoRaWAN
middleware) and a data rate DRS5 (SF7BW125). For the
worst-case scenario, the transmit power was set to 16 dBm
(maximum allowed in the EU868 band) and the data rate to
DRO (SF12BW125).

For each case, the current consumption profile was mea-
sured using the Nordic Semicondutor Power Profiler Kit II.
The example of measured waveforms for all classes in STOP2
mode and the best-case scenario are shown in Fig. 3 (ping-slot
periodicity is set to four seconds for demonstration purposes in
Fig. 3b). The waveforms clearly show increased consumption
when the device is transmitting or opening receive windows.
Fig. 3c illustrates the increased consumption over the mea-
surement period, resulting from the continuously open receive
window in Class C.

The average current for each state (TX, RX1, RX2, RXBC,
and RXP — refer to Tab. II for explanation) was measured from
the current profiles, along with the duration of each state and
current in IDLE state. The measurements can be seen in Tab. II
and Tab. III. For each state, the power consumed was also
calculated. The measured transmission durations closely match
theoretical values of airtime. For example, the theoretical
airtime for a 17-byte payload at DRS is 71.9ms [9] while
the measured value is 72 ms (see Tab. II). The transmit and
receive current values are the same for all low-power modes,
which only affect idle energy consumption (see Tab. III). Also
the measured IDLE consumption values are in the same range
as those provided in the datasheet (see Tab. I). The differences
arise because the datasheet values assume all peripherals are
disabled.

Based on the measured values, the energy consumption
over a 24-hour period was calculated for the device operating
under the test scenario, where a 17-byte packet is transmitted
every 5 minutes and the beacon and ping-slot period for Class
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compare the impact of power-saving modes in combination
with different LoRaWAN classes on overall consumption of
the device. These results are shown in Tab. IV.

The values in the table clearly show that Class C con-
sumes significantly more power than Class A and Class B.
This observation aligns with the assumption presented in
Fig. 3 of [10], which indicates that Class C’s consumption
is 333 times higher than that of Class B. In comparison, the
measured values in the most energy-efficient mode, STOP2,
show that Class C consumes approximately 260 times more.
The discrepancy can be caused by variations in data payload
length as well as differences in transmission and reception
periods. The data also reveals that without proper power
optimization or the use of low-power modes, Class A loses
its advantage in achieving the lowest power consumption,
with its efficiency compared to Class B differing by only a
fraction of a percent. However, when optimized effectively,
the consumption of Class A is reduced by approximately 85 %
compared to Class B. Compared to Class C, the reduction is
even more significant, reaching several thousand percent.
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TABLE II: Consumption of the Wio-ES for transmission and receive windows.

Prx = 16 dBm, DR

Prx = 0 dBm, DR5

State t (ms) Lwg (mA)  E (mWs) t(ms) Iayg (mA) E (mWs)
TX Uplink transmission 1674 83.0 458.9 72 429 10.2
RX1 Receive window 1 195 9.5 6.1 45 9.5 1.4
RX2 Receive window 2 195 9.5 6.1 195 9.5 6.1
RXP Class-B ping-slot 57 9.5 1.8 57 9.5 1.8
RXBC Class-B beacon reception 176 9.1 53 176 9.1 53
TABLE III: Consumption in IDLE for different conditions.
REFERENCES

Class Mode Iavg (LA)
A, B RUN 5500
A, B STOPI 16.4
A, B STOP2 1.48
C 9500

TABLE IV: Comparison of consumption over 24 hours for the test scenario

Prx = 16 dBm, DR0O  Prx = 0 dBm, DR5

Mode Class E (mWh) E (mWh)
RUN A 470 437

B 471 +0.2% 438 +0.2%

C 785 +67 % 753 +72%
STOP1 A 38.9 2.70

B 40.3 +3.6 % 4.02 +49 %

C 785 +1917% 753 +27789 %
STOP2 A 37.8 1.54

B 39.1 +3.4% 2.86 +85 %

C 785 +1977% 753 +48 796 %

V. CONCLUSION

The goal of this work was to compare the impact of different
LoRaWAN classes combined with power-saving strategies
on device power consumption. The custom-designed GNSS
tracker was used as the measurement platform. In addition, this
work provides an overview of the STM32WLES microcon-
troller’s low-power modes and outlines other techniques for re-
ducing energy consumption. The measured results demonstrate
that the power consumption differences between LoRaWAN
classes are strongly affected by the level of power optimization
applied and the device’s current consumption during idle
periods.
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Abstract—This paper investigates the transmission charac-
teristics of 5G signals in the millimeter-wave frequency band,
focusing on indoor environments. The objective is to simulate the
propagation behavior using a ray tracing approach and validate
the results through experimental measurements. Simulations
are conducted in Python utilizing the Sionna library, with an
emphasis on channel impulse response analysis and bit error
rate (BER) performance under various conditions.

Index Terms—S5G, millimeter-wave, Synchronization Signal
Block, Sionna, ray tracing, channel impulse response, bit error
rate

I. INTRODUCTION

The advent of fifth-generation (5G) wireless communica-
tions has ushered in a new era of connectivity, promising
unprecedented data speeds, ultra-reliable, low-latency com-
munications, and massive device connectivity. To meet the
stringent requirements of 5G, novel technologies have been
introduced, including massive Multiple Input Multiple Output
(MIMO), millimeter-wave (mmWave) frequencies, advanced
beamforming techniques and refreshed physical layer com-
pared to the previous 4th generation (4G) Long-Term Evolu-
tion (LTE) standard [1] [2].

As the evolution of the 4G LTE standard, the 5G NR (New
Radio) has introduced a critical component called the syn-
chronization signal block (SSB). This new structure includes
the primary synchronization signal (PSS), the secondary syn-
chronization signal (SSS), and the physical broadcast channel
(PBCH), along with its associated demodulation reference
signal (DMRS) [3]. The synchronization signal block is pe-
riodically transmitted on the downlink by each 5G NR cell
to allow the user equipments to perform the synchronization
procedure [4]. This structure consists of 960 resource elements
in the OFDM grid. These resource elements are divided into
4 OFDM symbols in the time domain and 240 subcarrier
frequencies in the frequency domain [3].

This paper presents our experiments with cell search at mm-
wave frequencies in the indoor environment. It compares the
measurements with Sivers EVK06002/EVK06003 evaluation
kits and Xilinx ZCU111 as the baseband solution, with the
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Fig. 1: SSB structure [3]

raytracing simulation in Sionna environment. For the LOS
scenario, the transmission of 5G payload is also simulated
for various modulation and coding schemes and different
subcarrier spacings.

II. RAY TRACING AND CHANNEL IMPULSE RESPONSES

Due to the characteristics of the used evaluation Kkits, an in-
door scenario was considered. An open-source python library
Sionna from Nvidia was used for simulations. The 3D model
of the student workshop at the Department of Radio electronic
was created in Blender. Scene objects had to be simplified
due to the sizes of the exported files. Most assigned materials
were taken from Sionna, defined according to International
Telecommunication Union. The custom materials and their
properties are summarized in Tab. .

TABLE I: Parameters of custom materials

Material name | Relative permitivity | Conductivity [S/m]
polycarbonate 3 0.001
cardboard 2.3 0.001
plastic 2.8 0.0001
ceramic 6 0.0001

A. Line-of-Sight scenario

Line-of-Sight scenario was simulated for a transmitter and
receiver located at opposite corners of the station, as shown in
Fig. 2. A channel impulse response shown in Fig. 3 contains
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Fig. 2: Line-of-Sight (LOS) scenario
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Fig. 3: Channel impulse response in delay domain for LOS scenario
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Fig. 4: Channel impulse response in angular domain for LOS scenario

all paths for up to five reflections. The line-of-sight path
arrived at the receiver with a delay of 7 ns and with the
highest passband channel coefficient. Furthermore, there were
two other significant single-reflection paths, which had delays
of 20 ns and 26 ns. Both the transmitter and receiver had
an omnidirectional antenna set up as can be seen in the Fig.
4a. Fig. 4b shows the directional characteristic of the received
signal. The direct path was received from 143 degrees. The
path reflected from the side of the station was received from
109 degrees, and the path reflected from an obstacle behind
the receiver was received from the angle of 12 degrees.

B. Non-Line-of-Sight scenario

Non-Line-of-Sight scenario was simulated for a transmitter
and receiver located at student stations/workplaces across with
obstacle between them as shown in Fig. 5, the corresponding
channel impulse response is shown in Fig. 6. Since there is
no direct line of sight between the transmitter and receiver,

the maximum value of the passband channel coefficient does
not differ significantly from the coefficients of the other paths.
The differences in coefficient values were determined by the
distance of the path, the number of reflections, and the material
of the objects from which the beam was reflected. Fig. 7a
shows that beams were received from a larger number of
directions. Paths received from 0 degrees were reflected from
the ground and ceiling. Reflections from the cabinet were
received at around 300 degrees. Other significant paths were
reflected from the window and received at angles of around
60 degrees. The last paths were reflected from the station at
an angle of 120 degrees.

Fig. 5: Non-Line-of-Sight (NLOS) scenario

1e-s Channel impulse response realization

14 p

01 Mi.h?.h_.‘_._._

0 10 20 30 40 50 60 70 80
T [ns]

Fig. 6: Channel impulse response in delay domain for NLOS scenario
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Fig. 7: Channel impulse response in angular domain for NLOS scenario

III. BIT ERROR RATES

Bit error rates were simulated for the LOS scenario. Basic
parameters have been set to 16 QAM modulation, LDPC
coding with 378/1024 code rate and 120 kHz subcarrier
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spacing. Subsequently, their individual values were changed.
Ideal BER curves were simulated in an AWGN channel.

The bit error rates for the available modulations are shown
in Fig. 8a. Modulations with a higher number of bits per
symbol needed a greater margin from noise. This is due to
the fact that higher number of bits is reflected in the con-
stellation diagram by a larger number of symbols, which have
smaller distances between them. This increases the probability
of misinterpreting a symbol in the presence of noise. The
advantage of higher order modulations is higher data rate for
transmission.

Fig. 8b shows bit error rate curves for different code rates.
As expected, the best noise immunity was achieved at the
lowest code rate, while the worst BER results were achieved
at the highest code rate. This is because a lower code rate
adds more redundant bits, allowing for the correction of a
greater number of errors caused by noise, interference, or
distortion. Its disadvantage is a reduction in the effective data
rate, because a larger part of the link capacity is used for
redundant data.

The influence of subcarrier spacings on bit error rates are
shown in Fig. 8c. Smaller subcarrier spacing values were
more resistant to noise. Larger subcarrier spacings were not
as robust to noise, but their advantage is better resistance to
Doppler shift and they are also more susceptible to inter-
symbol interference (ISI) but need more bandwidth. In this
case, the theoretical curves differ the most from the simulated
ones. Subcarrier spacing had almost no effect on the theoretical
curves. This was probably caused by the fact that they were
not exposed to ISI, unlike the simulated ones.
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Fig. 8: Bit error rate curves for LOS scenario

IV. MEASUREMENTS
A. Beam steering evaluation kits
kits
con-

Measurements were performed on the evaluation
EVKO06002/EVK06003 from Sivers semiconductors,

nected to Xilinx ZCU111 RFSoC development board serving
as the baseband signal generation and acquisition device. This
beam steering kit covers frequencies from 57 to 71 GHz,
supports (according to the datasheet) modulations up to 64
QAM and has integrated beam book for steering settings. The
transmitter can be steered only in azimuth within the range of
445 degrees. The receiver can be steered in azimuth within
the range of +45 degrees and elevation +18 degrees.

B. Transmitted and received signals

The transmitted signal consisted of several Synchronization
Signal Blocks in a row. Data was transmitted only in the Pri-
mary Synchronization Signal and Secondary Synchronization
Signal parts. To detect the direction of data transmission, a cer-
tain quadruple of subcarriers was zeroed, deviating our setup
from the 5G NR standard, but relaxing the data processing.
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Fig. 9: Reference Signal received power in time-frequency domain
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Fig. 10: Synchronization Signal burst in time domain

An example of the resource grid of the captured signal is
shown in the Fig. 9a. In this case, subcarrier frequencies 116 to
120 were not transmitted, which corresponds to a transmission
angle of -2.9 degrees. Fig. 9b shows a resource grid where
the transmission angle cannot be recognized due to receiving
a signal with a value lower than the noise. The difference
in correctly received signal and noise, i.e., signal with not
received SSB, levels is evident from the Fig. 10.

C. Line-of-Sight measurement

The transmitter and receiver were deployed according to the
simulation. The measurement results are shown in a Fig. 11
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representing the angle of transmitted beam and the received
signal strength. The line-of-sight path was almost the same
as in the simulation. The simulated path transmitted at 350
degrees was shifted to 337 degrees due to the simplified model.
The other paths were lost below the noise level. Note that
the results shown here are results of our first measurements
and some of the parameters were probably not setup in an
optimal way, such as gains at the transmitter and receiver, or
transmitted power. Moreover, the development kit used is not
able to span the whole 360 degree range, so only part of the
angular information is shown. The same applies also to NLOS
case shown below.

CIR - Azimuth angle of departure
90° .

measured
e simulated

0°

270°

Fig. 11: Channel impulse response in angular domain for LOS scenario -
comparison between measurements and raytracing simulations

D. Non-Line-of-Sight measurement

For Non-Line-of-Sight transmission, reflections from the
cabinet were measured. Fig. 12 shows the measured values. It
is evident that the main reflection from the cabinet was almost
identical to the simulation. Due to the simplification of the
model, some paths in the simulation disappeared. These paths
could have been reflected from transitions and irregularities in
the cabinet, however, their values approximately corresponded
to the other reflections.

CIR - Azimuth angle of departure

90° e measured
e simulated
45°

270°

Fig. 12: Channel impulse response in angular domain for NLOS scenario -
comparison between measurements and raytracing simulations

CONCLUSION

In this paper, we have presented our experiments with cell
search at mm-wave frequencies in the indoor environment.

The raytracing and Channel impulse responses were sim-
ulated using the Sionna library. Channel impulse responses
were simulated for both Line-of-Sight and Non-Line-of-Sight
scenario in delay and angular domain. For the Line-of-Sight
scenario, bit error rates were calculated in terms of modula-
tions, code rate and subcarrier spacings.

Furthermore, the real signal transmissions were mea-
sured for simulated scenarios with the use of Sivers
EVKO06002/EVK06003 evaluation kits and Xilinx ZCU111 as
the baseband solution. In the case of Line-of-Sight scenario,
the impulse response was almost the same as in the simulated
case, only one path was angularly shifted. For Non-Line-of-
Sight scenario, the main reflection from the cabinet was similar
with the simulation. New paths emerged in the measurements
that were not present in the simulations because the model
was simplified. Moreover the used kits were not able to cover
the whole 360 degree span of angles. Further improvement
may also be expected from the optimization of RF signal
parameters.

All simulation and evaluation scripts including measured
data are available from github repository https://github.com/
marekcrn/Masters-thesis.
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Abstract—This paper focuses on the design and implementa-
tion of a secure Linux-based system for Compulab embedded
devices serving as communication gateways in smart buildings.
The primary goal is to protect the gateway against potential cyber
threats while ensuring automated device management and secure
and uninterrupted system operation with minimal downtime. We
will briefly analyze three existing IoT security reference models
and IoT vulnerabilities while proposing a resilient architecture
with robust protection mechanisms. The final system is de-
signed for efficient operation, minimal downtime, and compliance
with stringent security requirements. Real-world testing will be
conducted to verify its effectiveness, ensuring reliability and
adaptability in modern smart building environments.

Index Terms—Embedded system, Linux, Gateway, IoT, Secu-
rity, Compulab

I. INTRODUCTION

The Internet of Things (IoT) represents a transformative
paradigm where physical objects, such as sensors, appliances,
and communication gateways, are interconnected through ad-
vanced communication networks. It enables seamless con-
nectivity, facilitating real-time data exchange and automation
across industries like smart homes, healthcare, and industrial
automation. The rapid expansion of IoT has been driven by
advancements in embedded systems, wireless communication
protocols, and cost-effective computing components, leading
to smart environments that enhance efficiency, sustainability,
and user experience [1].

However, IoT’s widespread adoption also introduces sig-
nificant security challenges. Many IoT devices operate with
limited computational resources, making them vulnerable to
cyberattacks, unauthorized access, and data breaches [2]. Tra-
ditional security models are often inadequate, necessitating
new approaches tailored to IoT’s constraints. This includes im-
plementing effective authentication mechanisms and employ-
ing cryptography to ensure data integrity and confidentiality.
Furthermore, monitoring and logging play a critical role in
securing IoT ecosystems. Centralized log management allows
organizations to collect and analyze logs from IoT devices in
real-time to detect anomalies, track device performance, and
identify potential security breaches early on [3].

Additionally, automated and secure software updates play
a crucial role in maintaining IoT security, ensuring devices
receive necessary patches and improvements without manual
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intervention. Combined with effective monitoring practices,
these measures enhance operational resilience. To secure IoT
ecosystems in the long term, regulatory frameworks and in-
dustry standards must continuously evolve to address emerging
cybersecurity and privacy challenges, ensuring the reliability
and protection of interconnected systems [4].

II. IOT REFERENCE MODELS

There are three main IoT reference models commonly
discussed in both academic and industry literature [5]:

e 3-level model: The earliest framework views IoT as an
extension of wireless sensor networks (WSNs), pairing
them with cloud servers to deliver user services. Think
of it as "sensors + cloud = basic 10T

¢ S-level model: Designed to streamline collaboration in
enterprises, this splits complex systems into manageable
layers.

 Cisco 7-level model: Proposed in 2014, this comprehen-
sive framework adds granularity by separating tasks like
data processing, analytics, and user interfaces. Unlike the
simpler models, it supports two-way data flow: Top-down
and Bottom-up.

Since a full discussion of all three models is beyond the scope
of this paper, we will focus on the CISCO model to analyze
IoT security threats and countermeasures at each level.

A. Cisco 7-level model

The next section provides a brief overview of its structure
in a bottom-up hierarchical progression [5].

1) Edge devices: The initial level of this reference model
includes various computing nodes such as sensors, RFID
readers, and different types of RFID tags. At this stage,
it is crucial to ensure data confidentiality and integrity
as we move up through the levels.

Communication: This level encompasses all the el-
ements that facilitate the transfer of information or
commands. It includes: communication among devices
at the first level, interactions between components within
the second level, and the exchange of data between the
first level and the third level.

Edge computing: Also known as fog computing, in-
volves basic data processing closer to the network’s

2)

3)
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edge. Real-time applications rely on this for quick
computations. The extent of processing depends on the
power of the service providers, servers, and nodes,
typically using simple signal processing and learning
algorithms.

4) Data accumulation: Involves storing data for future
analysis or sharing with higher-level servers, as not all
applications require immediate processing. This level
also fuses on determining data relevance to higher levels.

5) Data abstraction: Simplifies and optimizes data for eas-
ier or more efficient processing. Key tasks include nor-
malizing, de-normalizing, indexing, consolidating data,
and enabling access to multiple data sources.

6) Applications Interpretation of data, where software in-
teracts with the data accumulation and abstraction levels.

7) User space: The primary objective is to deliver accurate
and timely information to users.

III. IOT SECURITY RISKS

This section represents an analysis of potential attacks and
vulnerabilities at each layer of the reference model. Figure
1 outlines all of the most common attack scenarios. The
following text will only provide a description of a select few
types.

Based on existing attack taxonomies and real-world attacks,
five key dimensions for classifying attacks on embedded
systems are identified [6]:

o Prerequisite — The conditions that must be met for an
attacker to execute an attack.

« Attack type — The techniques exploiting vulnerabilities.

o Vulnerability — The weaknesses that an attacker can
exploit.

o Target — The specific part of the system being attacked,
whether a particular layer of the architecture or the entire
embedded device.

« Final effect — The potential impact of a successful attack.

A. Prerequisites

Local or Remote access - To target an IoT device, attackers
typically need some level of access, either physically on-
site or remotely. This access often doesn’t require high-
level administrator privileges; standard user access is usually
sufficient.

Internet facing - Internet connectivity exposes IoT devices to
remote vulnerabilities. Attackers can exploit these vulnerabil-
ities without needing access privileges, simply by discovering
and communicating with the device over the network.

Direct physical access - This type of access means the attacker
must physically reach the device. However, they may not need
any special permissions to utilize the device’s services.

B. Attack type

Injection - Embedded devices are vulnerable to attacks
involving the injection of crafted network packets or the ma-
nipulation of program inputs. These methods take advantage
of parsing errors in protocol implementations and software.

Hijacking - A hijacking attack is when an attacker takes
unauthorized control over a system, session, or communication
channel. This type of attack can exploit vulnerabilities in
authentication, session management, or unsecured communi-
cation protocols.

Sniffing - Involves intercepting network communication to
extract sensitive data, such as credentials or device configura-
tions. Unencrypted information enables attackers to conduct
advanced attacks, like injecting malware by adding rogue
nodes to authorized lists.

C. Vulnerability

Weak access control and authentication - Many devices
rely on default, weak, or even hard-coded passwords. Attack-
ers who discover these credentials can easily bypass access
controls with minimal effort, gaining unauthorized access to
the system.

Programming vulnerabilities - Many vulnerabilities result
from programming errors. These issues can lead to control
flow attacks, such as input parsing flaws that cause buffer
overflows or memory management mistakes, like using point-
ers that reference freed memory.

Improper use of cryptography - Incorrect implementation
leads to serious security flaws, such as the use of poor
random number generation for keys and vulnerabilities in
cryptographic protocols.

D. Effect

Denial of Service - Cyberattack aimed at disrupting or
completely halting access to computer systems or services.
This is typically achieved by overwhelming the target with
a massive volume of requests, exhausting its resources and
rendering it unusable.

Unauthorized access - This technique involves bypassing
security measures to infiltrate a system or escalating existing
privileges to gain higher-level control, allowing deeper access
to sensitive functions and data.

Information misuse - Cybercriminals frequently disseminate
information obtained through successful cyberattacks.

IV. SECURE IOT SYSTEM ARCHITECTURE DESIGN

The following chapter focuses on the practical design of a
secure [oT system. This design encompasses not only technical
aspects but also conceptual and organizational approaches
essential for ensuring system security in real-world deploy-
ment. Emphasis is placed on identifying appropriate security
measures and mitigating potential threats.

A. Secure Boot

Compulab utilizes the robust security features of NXP’s
1.MX8M Mini System-on-Chips by integrating the High As-
surance Boot (HAB) module to ensure a secure and trusted
boot process. The HAB module employs a combination of
public-key cryptography, secure keys, and signature verifica-
tion techniques. The boot process follows a multi-stage (chain-
of-trust) boot sequence with trusted code execution.
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Fig. 1. Frequent IoT attack scenarios

simplified version of the boot process is illustrated in

Figure 2. Here is the explanation of the boot process:

1y

2)

3)

4)

BootROM execution - performs basic hardware initial-
ization. If HABv4 is enabled BootROM verifies the
digital signature against public keys fused into the
SoC. Validates the IVT (Image Vector Table) and CSF
(Command Sequence File).

First-Stage Bootloader (SPL) - initializes DDR
firmware, loads the FIT image (flash.bin),
containing U-Boot with HABv4 support.

Second-Stage Bootloader (U-Boot) - initializes more
complex hardware, loads the Linux kernel and the device
tree, boots into the OS. The U-Boot binary must be
signed. HABv4 verifies its signature before execution.
U-boot also verifies whether the kernel is signed.
Linux Kernel Execution - mounts root filesystem and
launches user-space applications.

B. Disk encryption with CAAM hardware

The Cryptographic Acceleration and Assurance Module
(CAAM) provides hardware-backed security for cryptographic
operations, including secure key management. Tagged keys
(specifically black keys) are a core feature designed to protect
encryption keys from exposure. Table I presents an overview
of the key features of the CAAM module. Here is a brief
demonstration on how to create and use cryptographic keys

with

CAAM for encrypting and decrypting data on an embed-

ded device.

Verify that cryptographic transformations are registered
in the kernel.

Generate a 16-byte black key encrypted with CBC mode
from a given plain text.
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Fig. 2. Generic Boot Flow using HABv4

o Add the key in a key retention service with keyct1.
o Create a secure volume or mount an existing one that
needs to be encrypted.
e Create a device-mapper and specify the mapping table
with dmsetup.
o For the new volume specify the filesystem and set up a
mount point.
o Verify the process after rebooting the device.




TABLE I
CAAM BLACK KEY OVERVIEW

Properties Description

Definition Hardware-encrypted keys protected by CAAM’s
OTPMK.

Key Length 128/192/256-bit AES keys encrypted using AES-

ECB or AES-CCM.

AES-ECB (fast) and AES-CCM (with 12-byte MAC
for integrity checks).

Device-specific, tamper-resistant, and never exposed
in clear text.

Encryption Modes

Security Features

Use Cases Encrypted storage, secure boot, and TLS key protec-
tion.

Storage Stored as cryptographic blobs with MAC tags (CCM
mode).

Kernel Support Integrated with Linux key retention service and dm-
crypt.

Limitations Irreversible OTPMK dependency and increased blob

size with CCM.

C. Embedded system secure updates

Embedded devices have unique software update require-
ments due to limited hardware resources, specialized func-
tions, and deployment in critical applications. Key require-
ments include: atomicity, recovery, remote updates, security,
efficiency. Therefore, this paper focuses on containerized
updates, which satisfy the preceding requirements as well
as achieve minimal system downtime. Enhanced security for
containerized updates is achieved through the digital signing
of container images and firmware, leveraging hardware-backed
keys, such as the CAAM black keys. Alternatively, deploying
a secure TLS Watchtower application, which automates the
monitoring of container image repositories and facilitates the
immediate retrieval and deployment of new images to the
system upon their availability.

D. Secure remote access

Remote access to embedded systems is essential for moni-
toring, maintenance, and updates, but it also introduces secu-
rity risks. Due to the risks associated with the device’s deploy-
ment environment, remote headless management is mandated,
eliminating the need for on-site physical interaction. Secure
remote access strategies include:

e SSH hardening - disabling root login, using SSH key
authentication (require users to authenticate exclusively
via certificate-based methods), restriction of IP addresses,
changing the default SSH port, enabling fail2ban feature,
restricting access to a specific group of users, implement-
ing logging and monitoring.

e VPN technologies - establishing WireGuard tunnel for
encrypted connection to remote servers, implementing
multi-factor authentication for an extra layer of security.

« Disable local user and enforce headless operation.

E. Advanced Whitelisting Strategies

Application whitelisting is a proactive security measure that
allows only pre-approved applications to execute on a system.
How to achieve:

« Identify essential business applications.
o Define rules specifying which applications are permitted.
« Enforce and maintain the policies.

There are various types of application whitelisting; however,
the most suitable for our IoT deployment is the certificate-
based, since we can leverage the CAAM module. This method
ensures that only applications signed with trusted certificates
can execute. These applications need to be signed manually
by our administrator with a specific key.

V. CONCLUSION

This paper explored methods for securing Linux-based
embedded systems, focusing on application whitelisting, se-
cure boot, and remote management. We proposed strategies
including hardware-backed signing, containerized updates, and
centralized logging. While the model outlines a robust security
framework, its effectiveness in real-world scenarios remains
to be validated through practical implementation and testing.
This theoretical study indicates that unexpected anomalies and
evolving intrusion techniques may pose challenges, reinforcing
the importance of ongoing research into dynamic and adapt-
able security strategies.

ACKNOWLEDGMENT

The research presented in this paper was conducted as
part of my master’s thesis. I would like to express my
sincere gratitude to Pavel Palufik, my thesis supervisor, for his
invaluable professional guidance, expertise, and unwavering
support throughout this process. I would also like to extend my
heartfelt thanks to Luk4S Jabloncik for generously providing
the Compulab device, which played a crucial role in the
implementation and testing phases of this project.

REFERENCES

[1] KENTON, Will. What Is the Internet of Things (IoT)? How It Works
and Benefits. Online. Investopedia. 2022, 2022-12-27. Available at:
https://www.investopedia.com/terms/i/internet-things.asp.

[2] YASAR, Kinza a S. GILLIS, Alexander. Internet of things

(IoT).  Online. TechTarget. 2024, 2024-06. Available at:
https://www.techtarget.com/iotagenda/definition/Internet-of-Things-
IoT.

[3] GREENGARD, Samuel. Internet of Things. Online. Britannica. 2022,
2025-02-13. Available at: https://www.britannica.com/science/Internet-
of-Things.

[4] PRAKASH, Prateek. Configure logging and  monitoring
for security events in your AWS IoT  environment.
Online.  AWS. 2025, 2025-03-08.  Available  at:  https:

//docs.aws.amazon.com/prescriptive- guidance/latest/patterns/
configure-logging-and-monitoring- for- security-events-in- your-aws-iot-/
environment.html.

[5] NIA, Arsalan & JHA, N.K.. (2016). A Comprehensive Study of Se-
curity of Internet-of-Things. IEEE Transactions on Emerging Topics in
Computing. PP. 1-1. 10.1109/TETC.2016.2606384.

[6] PAPP, Dorottya & MA, Zhendong & BUTTYAN, Levente. (2015). Em-
bedded systems security: Threats, vulnerabilities, and attack taxonomy.
145-152. 10.1109/PST.2015.7232966.

107



ThermoFisher

SCIENTIFIC

Nase prace je

V nasem brnénském technologickém centru vznikaji Spickové
elektronové mikroskopy a spektrometry, které dodavame do
celého svéta. Studuji se jimi viry, vznikaji diky nim vakciny,
vyViji se lepSi materialy i elektronika. Pracujeme se Spickovymi
technologiemi, které posouvaji lidské poznani. Najdes mezi
nami odborniky na fyziku, elektroniku, software, mechanickou
konstrukci nebo logistiku. Chces toho byt soucasti?

B thermofisher.jobs.cz

o Brno, Vlastimila Pecha 12


thermofisher.jobs.cz

Aggregation and Evaluation of Vulnerabilities from
CVE Databases for Effective Security Assessment

%' Adam Tucek
Department of Telecommunications
FEEC, Brno University of Technology
Brno, Czechia
xtucekO8 @ vut.cz

Abstract—As digital technologies evolve, cyber threats continue
to increase, often due to vulnerabilities in modern systems. This
situation has led to the establishment of open databases and
standardized methods for classifying, categorizing, and assessing
software vulnerabilities. This paper addresses the domain of
Common Vulnerabilities and Exposures (CVE) and introduces
an innovative solution for aggregating CVE records to support
security assessment and reporting.

Index Terms—CVE, CWE, CVSS, CPE, vulnerabilities

I. INTRODUCTION

Rapid advancement of information technology is closely
related to the growing volume of software and its increas-
ing integration with other technologies. Companies prioritize
maximum automation while minimizing human intervention.
However, this trend also leads to greater complexity and
a rising number of software vulnerabilities. For example, the
National Vulnerability Database (NVD) currently lists nearly
270,000 vulnerabilities, with more than 34,000 reported in
2024 in contrast to 2016, when only 6,000 vulnerabilities were
recorded [1], [2]. Furthermore, organizations can rely only on
a single source, such as NVD, to track potential vulnerabilities
within their systems. However, these databases may not always
provide all the information needed to accurately identify and
mitigate security risks. Since different databases offer varying
details, they can influence user’s understanding of a given
vulnerability, pointing the need to aggregate and analyze
information from more sources.

This paper presents an innovative tool that enables de-
velopers to efficiently analyze their software and search for
existing Common Vulnerabilities and Exposures (CVE). The
tool aggregates data from available sources to provide compre-
hensive information about CVEs, supplemented by additional
details such as severity, vulnerability category, and exploits.
To achieve this, the tool uses open standards, including Com-
mon Platform Enumeration (CPE), the Common Vulnerability
Scoring System (CVSS), and Common Weakness Enumeration
(CWE). This solution supports software developers and pene-
tration testers in identifying known vulnerabilities that can be
addressed and properly eliminated.

The research described in this paper was financially supported by the
Technology Agency of the Czech Republic, project No. FW11020057.
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II. BACKGROUND AND RELATED WORK

One of the key aspects of preventing vulnerabilities in
computer systems is the development and use of common
standards that enable a clear description and communication of
information about known vulnerabilities. To address this need,
the CVE system was developed with the primary objective of
providing a standardized method to name vulnerabilities. The
CVE system works alongside other security standards, such as
CWE and CPE, to help users better understand vulnerabilities
within their information systems.

A. Classification and Identification of Vulnerabilities

The CVE program provides a system of common unique
identifiers for computer security vulnerabilities in the form
of a short string that consists of a prefix, current year, and
a random unique number. For example, CVE-2023-23397
represents a vulnerability in Microsoft Outlook that allows an
attacker to obtain the victim’s Net-NTLMv2 hash, which can
then be used for lateral movement within the compromised
organization’s network [3]. These identifiers are assigned by
the CVE Numbering Authority (CNA), usually large tech
companies like Google, Red Hat, or CERT teams. Although
the CVE itself does not provide any technical information
about the vulnerability, it allows for easier identification of
vulnerabilities in existing systems and enables better tracking
in online databases, which can provide detailed information to
software developers [4], [5].

Following CVE, the CWE program works on a similar
principle. It provides unique identifiers for weaknesses, faults
that in certain conditions might lead to the system becoming
vulnerable to attacks. The identifier itself consists of a prefix,
unique random number, and the CWE name, which describes
the weakness itself. CWE uses the principles of inheritance
when assigning unique identifiers. In addition, the CWE
records also contain references to other weaknesses (Nature).
Using parent-child relations, a tree structure is created, starting
from generic records (e.g., CWE-707: Improper Neutraliza-
tion), which describes basic concepts, to child CWEs that
detail specific weaknesses (e.g., CWE-94: Improper Control
of Generation of Code). These CWEs can be connected to
one or more CVE records [6].

108



The severity of CVE is assessed using the CVSS standard
based on the scores calculated (in version 4.0) from the base
metric group, threat metric group, and environmental metric
group. The severity score of each group is influenced by the
metric variables and the impact on confidentiality, integrity,
and availability. The final evaluation results in a CVSS score
(on a scale of 0-10) and a CVSS vector, which contains all
variables and values of the metrics groups [7].

To provide a technology specification and improve the
accuracy of vulnerability searches, CPE can be used as input
for searching CVE records. CPE is a standardized machine-
readable format for clear identification of IT products and plat-
forms. In practice, it is a string that consists of several parts,
each of them describing a specific part of a product. For exam-

represents version (2.3) of the CPE standard, the described
product being a software (a), vendor that provides the software
(redhat), name of the product itself (wildfly), exact version of
the product (8.0.0), and additional information related to the
version (betal). The CPE can also contain other more specific
information, such as language, edition, target software, and
target hardware. In case this information is unknown or not
relevant, it is replaced by the “*“ sign [8].

B. Comparison of CVE Databases

To select appropriate open sources for the implementation
of the proposed solution, we analyzed the available CVE
databases. The comparison of open CVE databases is listed
in Table |l and includes the following parameters:

e Search for CVE without authorization.

o Application programming interface (API).

« Filtering results using API endpoints.

o Presence of CVSS vulnerability assessment.

e Reference to one or more CWE records.

« Ability to search for CVEs using CPE.

TABLE I
COMPARISON OF CVE AND EXPLOIT DATABASES

Database Public | API | Filters | CVSS | CWE
NVD [2]

CVE Details [9]
CVE List [10]
Exploit DB [11]
Snyk [12]
VulnDB [13]
OSV [14]

Vulners [15]
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The comparison shows that the NVD and CVE List
databases are the most suitable for custom integration, as
they contain the largest amount of information and allow
easy access without prior authorization. While the VulnDB,
Vulners, CVE Details, and Snyk databases provide some im-
portant information, access is restricted to paid accounts only.
Although the OSV database offers public access, it does not
support searches using CPE. In addition, we included Exploit
DB, which does not contain CVE records but can be used for
searching exploits based on the linked CVE references.

III. SYSTEM FOR AGGREGATION AND ANALYSIS OF CVE
FROM OPEN SOURCES

As mentioned in Section I, one of the challenges related to
the search for vulnerabilities is fragmentation of the available
information. To address this challenge, this paper proposes
an innovative solution that allows users to efficiently collect,
aggregate, analyze, and evaluate data from multiple open
sources, producing a readable report with all the necessary
information on possible vulnerabilities within the system. The
architecture of the proposed solution is shown in Figure 1 and
each phase is described in the following sections.

A. Input and Parsing

The first phase is parameterization, which is done in the
Input and parsing module. This module serves as an interface
between the user and the tool itself. It ensures appropriate
acceptance of input data from the user (single CPE string or
file containing multiple CPEs) and other tool settings, which
are then passed to other modules. It also provides a basic user
guide on how to use the proposed tool.

B. Data Aggregation

The next and main phase of the search for existing vulner-
abilities is information gathering. This is done in the search
module using user input provided from the previous phase.
The module constructs queries to different available database
APIs, which typically return data in JSON format, making it
easy for further processing. The module also uses assistance
queries, such as retrieving lists of CVEs for a specific CPE.
Based on the comparison in Table I, the module implements
the following public databases, which are used in the collection
process as default open sources:

e NVD and CVE List — public databases containing CVE
records, including their description, CVSS vector, base
score, affected products and other references.

e CWE (MITRE) — CWE details that can be referenced
in the CVE records found in the initial search.

« ExploitDB - available exploits linked to CVEs.

While these databases serve as the base data source, one of the
key function of the proposed tool is extensibility. Therefore,
if the user has access (e.g., API token) to other databases with
restricted access, it is possible to include them as an additional
source of information for aggregation.

C. Data Normalization

Since different databases return structured data in various
formats, additional processing is required to ensure a consis-
tent structure for data analysis and evaluation. As the primary
goal is not to provide complex data objects, only the most
common and critical vulnerability information is selected. This
includes the CVE ID, publication date, brief description, linked
CWEs, and reference to the relevant exploit (if available).
The tool standardizes these data into uniform objects for each
database and forwards them to the next module.
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D. Analysis, Evaluation, and Unification

Once all data from open sources have been collected and
transformed into a common format, they can be processed by
the next module, which consists of three phases:

1) Analysis — First, the received data are analyzed. During
this stage, the module examines each individual field to
determine whether all necessary information has been
provided. If any data are missing, the corresponding
fields are marked. Furthermore, the analytical module
extracts additional information, such as the description
length and the number of sources used.

2) Evaluation — After the analysis phase is complete, the
data can be evaluated to determine which records will be
part of the final report, using the information collected
in the aggregation phase. By default, the tool uses
basic metrics (description length) to determine which
information will be used. If information is provided from
multiple sources, it will be marked as verified.

3) Unification — In the last phase, the module runs unifica-
tion, during which all previously analyzed and evaluated
data are transformed into CVE objects that contain
information about the identified vulnerability. This phase
also includes removing duplicates of the same records.

Once the data have been fully processed and unified, they are
forwarded to the reporting module.

E. Output and Report

The last module of the proposed tool generates the output
and report, providing a proper communication of the results
to the user. The tool offers multiple ways of providing this
information, including basic output in the terminal, exports in
JSON format, and structured reports using generated HTML
files or PDF for a more readable output. The output contains
the original CPE (input), followed by the relevant CVEs with
detailed information. These outputs can also be integrated with
third-party software, such as Cyber Threat Intelligence (CTI)
platforms, to analyze threats on a larger scale.

Furthermore, another advantage of the proposed tool is the
ability to use existing reports as input. In this case, instead of
performing the CPE-based search, which results in a complete
report of possible CVEs, the tool will only show the difference,
such as new CVE records for a CPE or changes in vulnerability
scoring since the last report was generated. This feature is
particularly useful for regular vulnerability scanning to get
a point-in-time snapshot of the security status.

IV. EXPERIMENTAL TESTING

Based on user input, either a single CPE or a text file
containing multiple CPEs, the tool is capable of querying
multiple databases (NVD, CVE List, CWE, and ExploitDB)
to provide common vulnerability information to the user. The
time this process takes is heavily dependent on the number of
CPEs, with the most time-consuming part of a regular run of
the tool being waiting for a response from different databases
and processing collected results.
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Fig. 1. Workflow of the proposed tool

During experimental testing, the NVD database generally
provides responses faster than the CVE List. For instance,
a CPE with a single related CVE takes less than a second
to process, increasing to up to 3 seconds while querying the
NVD and up to 20 seconds when querying the CVE List for
a CPE with a higher number of CVE records (tested with 80
CVE records). However, the database may sometimes delay
its response for several seconds when API usage is high. The
module outputs from the experimental testing are listed in
Appendix A, which contains examples of data objects obtained
from the NVD, CVE List, and CWE (MITRE).

V. CONCLUSIONS AND FUTURE WORK

In this paper, we analyzed open databases and other sources
to collect valuable information on vulnerabilities searched by
CPE. To support the manual process of security assessment,
we designed and developed a tool for aggregating information
about common vulnerabilities and exploits. The implemented
solution uses public databases and open standards, focusing
on modularity and further extensibility with additional open
sources for data collection. The main contribution of this work
lies in automating the search for vulnerabilities from multiple
sources while increasing the credibility by cross-referencing
the collected information. However, as presented in this paper,
our solution is experimental. Therefore, we aim to extend the
implemented modules in the future. Specifically, we will focus
on adding more open sources and integrating this tool with
third-party software, such as CTI platforms.
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APPENDIX

We list examples of normalized data objects in Listing 1, where the

dots symbol (...) indicates that the value has been truncated for presentation

purposes. The demonstration of the final report containing one of the CVE

records related to cpe:2.3:a:oracle:access_manager:12.2.1.4.0:%:*: %% %% %

is shown in Figure 2.

CVE-2019-10219

Sources used:
CWE Database, CVE List, NVD

Date published:
2019-11-08T15:15:11.157

Unverified

Description:
A vulnerability was found in Hibernate-Validator. The SafeHtml validator annotation fails to properly sanitize payloads consisting of potentially malicious code in HTML comments

and instructions. This vulnerability can result in an XSS attack. Read more: NVD, CVE List

@ Verified by: NVD, CVE List

Score:
6.1 (NVD):
6.5 (CVE List):

Unverified

Vector:
CVSS:3.1/AV:N/AC:L/PR:N/UL:R/S:C/C:L/I:L/A:N (NVD)

CVSS:3.0/AV:N/AC:L/PR:N/UI:N/S:U/C:L/I:L/A:N (CVE List)

Unverified

CWE List:
CWE-79: Improper Neutralization of Input During Web Page Generation (‘Cross-site Scripting’)
The product does not neutralize or incorrectly neutralizes user-controllable input before it is placed in output that is used as a web page that is served to other users.
@ Verified by: NVD, CVE List

Listing 1. Normalized CVE records

"id": "CVE-2020-35452",

"cwe": ["CWE-787"],

"date_published": "2021-06-10T07:10:21",
"description": "Apache HTTP Server versions 2.4.0 to

2.4.46 A specially crafted Digest nonce can cause a
stack overflow in mod_auth_digest...",

"cvss_vector": "CVSS:3.1/AV:N/AC:L/PR:N/UI:N/S:U/C:L/I:
L/A:L",

"cvss_score": "7.3",

"source": "NVD"

"id": "CVE-2021-26690",

"cwe": ["CWE-476"],

"date_published": "2021-06-10T07:10:22",

"description": "Apache HTTP Server versions 2.4.0 to
2.4.46 A specially crafted Cookie header handled by
mod_session can cause a NULL pointer...",

"cvss_vector": "CVSS:3.1/AV:N/AC:L/PR:N/UI:N/S:U/C:N/I:
N/A:H",

"cvss_score": "7.5",

"source": "NVD"

"id": "CVE-2020-13938",

"cwe": ["CWE-862"],

"date_published": "2021-06-10T07:10:21",
"description": "Apache HTTP Server versions 2.4.0 to

2.4.46 Unprivileged local users can stop httpd...",
"cvss_vector": "CVSS:3.1/AV:L/AC:L/PR:L/UI:N/S:U/C:N/I:
N/A:H",
"cvss_score": "5.5",
"source": "NVD"

"id": "CVE-2021-26691",
"cwe": ["CWE-787", "CWE-122"],
"date_published": "2021-06-10T07:10:21",

"description": "In Apache HTTP Server versions 2.4.0 to
2.4.46 a specially crafted SessionHeader...",
"cvss_vector": "CVSS:3.1/AV:N/AC:L/PR:N/UI:N/S:U/C:H/I:

H/A:H",
"cvss_score": "9.8",
"source": "NVD"

Fig. 2. CVE record included in the final report
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Abstract—This paper underscores the critical role of Cyber
Threat Intelligence in modernised societies, particularly in ad-
dressing hybrid threats. Firstly, it outlines a theoretical attack
profile utilised by adversaries in hybrid and cyber operations.
Subsequently, it presents a methodology to counter these threats,
incorporating an iterative defence cycle for ongoing refinement.
Lastly, the paper demonstrates an implementation of this method-
ology as a web application to support strategic intelligence.

Index Terms—cyber threat intelligence, hybrid threats, hybrid
warfare, cyberspace, cyberattacks, methodology

I. INTRODUCTION

In today’s rapidly evolving digital landscape and cyberspace
domain, the need for effective Cyber Threat Intelligence
(CTI) is steadily increasing. The growing complexity of cyber
threats, which are becoming increasingly intertwined with
broader societal and geopolitical dynamics, demands a more
structured and intelligence driven approach to cybersecurity.
Hybrid threats, in particular, represent a multifaceted chal-
lenge, as they encompass not only traditional cyberattacks, but
also incorporate tactics aimed at destabilising societies through
traditional forms of warfare, disinformation campaigns, and
economic or diplomatic coercion.

By analysing current cybersecurity challenges, hybrid
threats, existing defence strategies, and prevailing method-
ologies in the field, this paper seeks to propose a structured
methodology for strategic threat intelligence that enhances the
defensive capabilities of the targeted entities. The proposed
methodology provides a comprehensive approach to current
and new cyber threats with a specific focus on mitigating the
risks associated with hybrid threats.

II. BACKGROUND AND RELATED WORK

CTI is regarded as subset of the broader field of Threat
Intelligence (TI) [1], which encompasses the analysis and
evaluation of various types of threats beyond cyberspace. TI
considers a wide range of threats, such as terrorism, economic
instability, and geopolitical risk [4]. However, CTI specifically
focuses on cyber threats that have the potential to compromise
the security of individuals, organisations, or entire nations.
In general, CTI can be characterised as a systematic app-
roach that facilitates the collection and analysis of substantial
amounts of data, which can then be used to improve defensive
measures and proactively mitigate cyber threats [1].
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A. Hybrid Threats

Hybrid threat can be broadly defined as a method of con-
frontation between two opposing sides, usually involving an
aggressor operating covertly and a defending state that is the
target of the attack [5], [6]. Hybrid conflicts are characterised
by their complexity, as they deploy a combination of adaptive
strategies designed to counter defensive measures. As a result,
hybrid threats are considered a fusion of various techniques
aimed primarily at undermining the stability and integrity of
the target state. They also involve the continuous adaptation
of strategies to prevent detection of the attack [6].

These threats are also reflected in the information and cyber
environment and their hybrid nature incorporates both conven-
tional and non-conventional forms of warfare [6]. These may
include explicit threats of open conflict, as well as political or
diplomatic coercion. In addition, hybrid strategies frequently
involve tactics designed to destabilise societies by fostering an
environment in which the general public becomes increasingly
susceptible to disinformation by utilising conventional tools
such as social networks, online news, or fake accounts to
spread the desired narrative [6]. This, in turn, can erode trust
in governmental institutions and diminish the public’s ability
to distinguish between factual information and false narratives,
ultimately contributing to societal instability [6].

B. Cyber Threat Intelligence

As outlined above, CTI is implemented using various estab-
lished methodologies currently in use [1]. Here, a methodology
refers to a structured process that, when applied systemati-
cally, enables the utilisation of specific techniques and tools
to enhance data collection, advanced analysis and pattern
identification within the realm of cyber threats and ongoing
cyberattacks [4]. Consequently, several methodologies have
been developed to support both proactive and reactive cyber
defence [4]. However, many of these approaches have not been
explicitly adapted to address hybrid threats, although certain
methodologies, particularly those of the defence industry, can
be modified for this purpose.

For the purposes of the presented research, several method-
ologies were examined in relation to both hybrid threats
and CTIL In the presented analysis, the following method-
ologies were selected: Cyber Kill Chain (CKC) [7], MITRE
ATT&CK [8], Diamond Model of Intrusion Analysis [9],
F3EAD [10], OODA loop [11], and CARVER matrix [12].
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Each of these methodologies possesses distinct characteristics
in terms of focus, objectivity, flexibility, and reactivity, as
summarised in Table I. CKC focuses primarily on structuring
cyberattacks, offering a semi-objective approach with low
flexibility and a predominantly reactive stance. Similarly, the
Diamond Model of Intrusion Analysis emphasises attacker
behaviour, also employing a semi-objective approach with
limited adaptability. In contrast, MITRE ATT&CK provides
a high level of objectivity and flexibility. Methodologies such
as F3EAD and the Carver Matrix offer more flexible frame-
works, although their effectiveness depends on implementa-
tion. The OODA loop, designed for rapid decision-making,
provides high flexibility but operates with lower objectivity.

Through extensive research and analysis, we determined
that while certain methodologies could be adapted to function
within specific areas of strategic threat intelligence, they
require careful modification to align with proactive demands
of hybrid threats. The predominance of reactive approaches
of these methodologies presents a key limitation, as hybrid
threats require proactive intelligence gathering and response
mechanisms. Therefore, we propose a new methodology for
strategic threat intelligence to address these gaps.

III. PROPOSAL OF A HYBRID METHODOLOGY

Based on the findings of this research, this paper proposes
a novel methodology designed to allow an effective response
to both potential and existing threats in the context of hybrid
warfare and cyber threats. To develop this methodology, we
first outline a theoretical step-by-step approach used by an
attacker. Subsequently, we introduce a methodology designed
to counter these identified steps, ensuring a comprehensive
and systematic approach to attack threat mitigation using both
cyberattacks and hybrid strategies.

A. Attack Flow Profiling

As described in the previous section, the development of an
effective methodology requires a clear understanding of the
adversary’s approach. To achieve this, a generic theoretical
attack profile has been formulated, outlining the steps an
attacker may follow when conducting hybrid and cyber-based
operations. This structured framework works as the foundation
for subsequent counter-methodology proposed in this paper.
The theoretical attack profile is defined as follows:

1) Reconnaissance of the target: In the initial phase of the
attack, the adversary collects intelligence relevant to the target
entity. Through systematic data analysis, the attacker identifies
potential vulnerabilities that can be exploited to infiltrate key
individuals, organisations, or targeted systems. In this phase
of the hybrid attack, information regarding the target’s ability
to actively defend itself is also obtained.

2) Analysis of weaknesses and vulnerabilities of the target:
This phase involves a thorough assessment of the identified
vulnerabilities, determining which are most exploitable. Par-
ticular emphasis is placed on weaknesses that could cause the
greatest operational, infrastructural, or social disruption.

3) Formulation of Strategy using DIMEFIL: At this stage,
the attacker defines the most effective initial attack vector
by strategically combining the elements of the Diplomatic,
Information, Military, Economy, Finance, Intelligence, and
Law (DIMEFIL) tools. The objective is to maximise pressure
on the target entity through coordinated approach.

4) Optimisation of the attack direction: Based on previous
behavioral analysis, political dynamics, and societal context
within the target state, the attacker refines the attack strategy to
align with evolving objectives. The strategy remains adaptable,
allowing modifications in response to target’s defence or
external circumstances.

5) Infiltration of key subjects: This phase involves active
infiltration of critical individuals, organizations, or systems
that are essential to the success of the attack. This may include
direct cyberattacks, social engineering tactics, or even physical
infiltration of governmental or institutional structures.

6) Initiation of active attack: The attack transitions from
passive to active state. At this stage, the attacker executes
direct offensive actions, which may include large-scale cyber-
attacks targeting national infrastructure, critical services, or
key government sectors. Additionally, disinformation cam-
paigns and psychological operations may be escalated to
induce societal panic and instability.

7) Concealment of presence: While concealment is often
a continuous process throughout the attack, it becomes par-
ticularly crucial once active operations are underway. Within
cyberspace, attackers employ conventional obfuscation tech-
niques, while in broader narrative, they may manipulate public
perception through disinformation, false attribution, or con-
trolled leaks to shape responses in their favour.

8) Escalation: This phase depends on whether previous
actions have yielded the desired outcomes. If necessary, the
attacker may intensify operations, further destabilising politi-
cal and societal landscape. In extreme cases, escalation may
contribute to civil unrest, national or international conflicts, or
even regime change.

9) Active coercion: If attacker has gained significant con-
trol over key systems, political structures, or public disclosure,
they may begin exerting direct pressure on the target state.
This coercion may manifest through economic manipulation,
political demands, or widespread societal influence aimed at
achieving target objectives.

10) Termination of the attack: The conclusion of the attack
may occur in two distinct ways. The first is abrupt withdrawal,
where the attacker ceases operations suddenly, and often
occurs when the objective is to create confusion, fear, or
instability. The second is gradual disengagement, in which
the attacker’s presence slowly diminishes, particularly in cases
where the main objective was to influence long-term political,
diplomatic, or strategic decisions.

11) Final assessment and benefits: The final phase consists
of evaluating the overall effectiveness of the attack. This
includes analysing the strategies employed, assessing whether
the predetermined objectives were met, and extracting insights
to refine future operations.
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TABLE I
COMPARISON OF EXISTING METHODOLOGIES

Methodology Main focus Objectivity Flexibility | Reactivity

Cyber Kill Chain Attack structure Semi-objective Low Reactive

MITRE ATT&CK Tactics, techniques, and procedures | High-objective High Reactive and proactive
Diamond Model of Intrusion Analysis | Attacker’s behaviour Semi-objective Low Reactive

F3EAD Strategic and tactical information Implementation dependent | Flexible Reactive

OODA loop Fast decision-making Low-objective High Reactive

CARVER Matrix Evaluation based on vulnerabilities | High-objective Flexible Reactive

B. Strategic Threat Intelligence

By understanding the structured progression of the defined
attack profile, it becomes possible to design a strategic method-
ology that directly counteracts each phase. The following steps
outline a proposed framework for detecting, mitigating, and
responding to hybrid and cyberattacks, particularly when con-
ducted together as a part of hybrid warfare. The methodology
is visualised in Figure 1 and includes:

1) Monitoring and reconnaissance detection: In the initial
phase, continuous monitoring is established to detect early in-
dicators of adversarial reconnaissance. This includes analysing
network traffic, system logs and Open Source Intelligence
(OSINT) alongside monitoring broader geopolitical develop-
ments. The main goal of this phase is to identify suspicious ac-
tivities that suggest the impending attack, enabling a proactive
analysis of potential attack profiles and forecasting adversary’s
likely course of action.

2) Vulnerability identification and assessment: Once mech-
anisms for detecting early signs of an attack are in place, the
focus shifts to systematically identifying vulnerabilities within
critical systems and trusted communication channels. This
phase employs both automated tools and manual assessments
to evaluate the severity of those vulnerabilities. A structured
prioritisation process is then used to determine which weak-
nesses, if exploited, could result in greatest operational, in-
frastructural, or societal disruption, thereby guiding immediate
mitigation efforts of said vulnerabilities.

3) Threat scenarios modelling: Building on identified vul-
nerabilities, this phase involves simulating potential threat sce-
narios to anticipate adversary’s strategic moves. By analysing
how elements of the DIMEFIL framework may be exploited,
defender can predict likely targets and the methods an attacker
may employ. This analysis informs the development of tailored
response strategies designed to neutralise specific adversarial
tactics and procedures. The outputs of this phase are then used
to detect and counter identified infiltration threats.

4) Detection and counter threat infiltration: This phase
acts as a bridge between proactive preparation and active
response. It entails real time surveillance across both cyber and
physical domains to actively detect any signs of infiltration.
Effective countermeasures include monitoring for unauthorised
access or anomalous behaviour, as well as establishing robust
information-sharing protocols among key state and private-
sector entities. Such measures ensure that any attempt to
breach critical infrastructures or compromise critical individ-
uals is swiftly identified and suppressed.

5) Identification of initial threat indicators: Transitioning
into active defence, this phase focuses on detecting the first
clear signs of the attack. Early warning systems, specially
designed for hybrid threats, monitor state-controlled media,
primary news outlets, flagged social media accounts, and
behavioural changes in critical personnel or organisations.
Rapid identification of these indicators is vital to trigger an
immediate and coordinated defensive response.

6) Detection of adversarial masking techniques: Recognis-
ing that adversaries may employ obfuscation strategies to hide
their presence, this phase concentrates on uncovering such
concealment efforts. Defensive analysis involves detecting pat-
terns in digital communications and monitoring shifts in public
narratives that could indicate covert operations. Additionally,
evaluating changes in the geopolitical landscape helps identify
indirect signs of adversarial masking techniques that may
indicate an incipient hybrid attack.

7) Reaction planning to possible escalation: When early
indicators suggest an escalation in adversary’s operations, pre-
determined response strategies are activated. This phase em-
phasises adaptive measures such as deploying rapid-response
teams, initiating cyber defence protocols, and executing de-
escalation techniques to stabilise public sentiment in a positive
direction. These actions are designed to contain the threat and
prevent further intensification of the attack.

8) Mitigation of cyber and influential operations: In cases
where disinformation and psychological operations are de-
ployed to incite panic or create negative public sentiment
towards a targeted organisation, this phase focuses on miti-
gating their impact. It involves proactive narrative control and
strategic communication efforts to restore public trust in the in-
stitutions targeted by hybrid attack. Pre-established emergency
communication channels are utilised to disseminate accurate,
calming information, ensuring that the state maintains order
even during heightened crisis conditions.

9) Forensics, retrospective investigation and assessment:
After the attack, a comprehensive forensic analysis is con-
ducted to evaluate the effectiveness of the response. This
phase includes a retrospective investigation of the attack
timeline, as assessment of each defensive action taken, and
the identification of learned lessons. If an attack does not
occur, this phase is used to evaluate prepared plans to ensure
their future effectiveness. The insights gained are integrated
into an iterative defence cycle, presented as this methodology
and shown in Figure 1, ensuring continuous improvement of
mitigation plans derived from this approach for future attacks.
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Fig. 1. Phases of the proposed strategic methodology

C. Implementation and Application

Due to the necessity of functionally testing the proposed
methodology, we developed a web application (see Figure 2).
The application is designed to generate reports based on the
proposed methodology and incorporates visualisation tools to
enhance data interpretation. The backend of the application
is implemented in JavaScript, with an integrated PostgresSQL
database, while the frontend uses TypeScript in conjunction
with the Vue.js framework, ensuring a user-friendly and intu-
itive control over the functions of the application.

Users
. ‘ Information
-+ Cyberspace
ge
@ ~, Reporting
Interaction Il
I_ __________________________ 1
: Analytics :
~ !
R ET= red |
= X Q =
i Backend Database !

Fig. 2. Interactive application for strategic intelligence

The application enables users to create CTI reports based
on the information gathered and pre-established template, that
reflects the defined methodology and the principles derived
from its steps. The CTI template serves as the foundation for
structuring and standardising the reporting process, ensuring
consistency and rigour in the presentation of data. In addition,
the system allows users to create, organise, and visualise the
information and data gathered, which are structured within
the report template. In addition to facilitating the creation
and analysis of reports, the application integrates statistical
tools that support the visualisation of attack patterns and
historical trends, providing a comprehensive framework for
both retrospective analysis and proactive threat assessment.

IV. CONCLUSIONS AND FUTURE WORK

This paper reaffirms that robust Cyber Threat Intelligence is
indispensable in countering the multifaceted challenges posed
by hybrid threats with the incorporation of cyber threats in
modernised societies. By first formulating a theoretical attack
profile and subsequently proposing an iterative systematic
defence methodology, as demonstrated through a practical web
application, this paper contributes a comprehensive framework
for both proactive and reactive defence in cyberspace. In future
research, we will focus on extending the methodology and its
application to further support strategic intelligence.
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Abstract—This paper aims to explain the concept of a digital twin,
its capabilities for monitoring lithium-ion batteries and the individual
steps necessary for its creation and operation. These steps include data
analysis, process of making an equivalent circuit model of the battery
system and fundamental model of the digital twin. All these steps are
accordingly described in further detail. The advantage of a digital
twin lies in its predictive capability regarding the battery’s condition
and lifespan.

Keywords—digital twin, lithium-ion battery, battery systems,
Ansys Twin Builder

I. INTRODUCTION

Nowadays, companies strive to get a competitive advantage
to reach a wider range of customers. This advantage can be
ensured by a better quality of the products, use of innovative
processes in manufacturing, reduction of production time and by
implementation of Industry 4.0. This concept is a process of
digitalization that involves remote control of the production by
smart applications such as: 1loT, cloud computing, big data,
virtual documentation and digital twins. A digital twin is a
virtual representation of a physical object or system. The system
is equipped with sensors that monitor its vital parts.
Additionally, data are collected in real time and enable physical
and digital counterparts of the digital twin to update and interact
with each other. Data are primarily stored and processed on
cloud platforms. Digital twins are a way to optimize
performance, predict failures and stress factors of the physical
system. In the industrial sector, digital twins are used for oil
platforms, electric vehicles and renewable energy. Due to the
ecological international movement, there are major investments
in renewable energy [1], consequently, there is going to be a
need for energy storage. Hence, this paper focuses on the use of
digital twins in battery storage.

Il. DIGITAL TWIN OF A LITHIUM-ION BATTERY

This paper was approached using Ansys Twin Builder to
create a digital twin. In this software, the digital twin is a
combination of electrical and thermal models. The basis of the
electrical model is a physical lithium-ion (Li-ion) battery upon
which are measured changes of voltage and temperature over
time, in response to unit steps and rest periods. Values of voltage
are then fitted in Twin Builder and a black box for electrical
model is created. Whereas the temperature model is based on a
3D geometry of the Li-ion cell. In this paper are used Li-ion
18650 cells. The 3D model is further used for the finite element
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method in Ansys Fluent. This physical model is used to calculate
training data for Twin Builder, facilitating the creation the
temperature model. Both models are then combined into a
digital twin that is connected to its real-world counterpart
afterwards.

Ansys Twin Builder

Li-ion Measured Electrical
Battery Data Model
Physical Temperature Digital
—
3D Geometry Model Model [~  Twin

A4

Battery
Sensors

Fig. 1. Flowchart for digital twin creation.

I1l. ELECTRICAL MODEL

A. Measuring Profile

Data from the electrical model are measured by
a potentiostat on the Li-ion battery, this method was chosen due
to its simplicity and feasibility in laboratories. The profile is
shown in Fig. 2 and consists of three phases. In the first phase,
the battery is charged from an unknown voltage to full capacity.

The second phase involves a measurement of static capacity
which consists of a full discharge and full charge of the cell by
Constant Current Constant Voltage (CCCV). It is a specific
method of discharging (or charging). The battery is initially
discharged at a constant current until it reaches the cut-off
voltage, after which there is a transition to constant voltage
discharge, where the current gradually decreases until it reaches
its minimum value.

Whereupon follows the third phase, the Hybrid Pulse Power
Characterization (HPPC) test, which is a series of unit steps in
multiple states of charge of the battery. The third phase is
designed as recommended by Ansys [2], as depicted in Fig. 2.
To explain the measuring profile, it is necessary to explain two
terms. First is Charge Rate (C), the base load is defined as 1C,
meaning the battery will be fully discharged in one hour. For
example, if the nominal capacity of the battery is 2600 mAh,
then a 1C discharge current corresponds to 2.6 A. At 0.5C, the
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discharge current would be half of that, namely, 1.3 A. The
second term is State of Charge (SoC), indicating the relative
amount of charge stored compared to the total battery capacity
as a percentage. It can be expressed by the formula:

SoC = =100 (1)

n

Where Q is charge stored in the battery and @ is nominal
capacity.

Then it is possible to define individual steps as:

e Resting period for 60 minutes

o Discharge pulse: 1C for 10 seconds

e Rest for 10 minutes (relaxation)

e Charging pulse: 1C for 10 seconds

e Rest for 10 minutes (relaxation)

o Discharge by 0.2C until capacity drops by 10 % SoC

e The process is repeated until the battery is fully
discharged

e Subsequently, a similar process is then repeated for
charging [2]

o
—

Voltage (V)
iy
—

Fig. 2. Measuring profile.

This profile was measured at an ambient temperature of
25 °C, while two additional analogous profiles were measured
at -5 and 45 °C to enhance performance under potential changes
in temperature in the surrounding environment.

B. Measured Data

The measurement output is an Excel file containing columns
of values for time, voltage, current, capacity and temperature.
The complete file contains over 300,000 lines. The measurement
set was designed with pulse-to-pulse responses, which is
convenient not only because the battery reaches a steady state,
but at the same time the individual measured parts are separated
by a series of zeros, which is essential for data processing in the
next step.

C. Data Processing

Since the fitting function in Twin Builder requires only
discharge pulses and their voltage responses, extracting such
discharge curves from the Excel file is necessary. As
demonstrated in Fig. 3 that shows a voltage drop due to pulse
discharge in time interval from Ty to Ty, which continues with
a voltage response during relaxation period until the time To.
Resemblant pulses have to be acquired for all states of charge.

Voltage (V)

T, T1 Time (s) T

Fig. 3. Example of a discharge pulse and voltage response. [3]

This process of data extraction was performed by a code in
MATLAB. The code is based on searching for zeros and
non-zero values of electrical current throughout the measured
data and its flow chart is depicted in Fig. 4.

Read Values Find the End
Stored in Excel p
. of Discharge
File
Find the End
——————— of the Static
J Capacity Test
Find the Next Write Copied Values
Impulse into a Notepad
! y

Are All the Discharge
Impulses Saved?

Fig. 4. Flowchart of the code in MATLAB.
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As it was mentioned previously, between each charge and
discharge period is a sequence of zeros, this helps to differentiate
between measurement profile phases and different states of
charge. At this moment, the initial charge and test of static
capacity are irrelevant, therefore this part is passed without
further processing to get to the important segment of the Excel
file, the HPPC. Rows of the following SoC are then gone
through. When the code allocates a discharge pulse, its voltage
response and time are stored and written into a notepad. To
obtain one text file for each voltage response, the previous steps
are looped 11 times in a for-loop, which proved more convenient
than using correlation methods due to the periodic nature of the
pulses and relaxations. Every notepad must have a defined
structure starting with the temperature and SoC. To improve the
quality of the model further, data could be expended by more
profiles that have various discharge currents.

D. Equivalent Circuit Model and Parameter Fitting

Equivalent circuit model (ECM) is an essential part of the
electrical model and its schematic diagram is shown in Fig. 5.

V,
—__ 1
R,
1 1
C Vi

Fig. 5. Equivalent circuit model of a battery.

Where Voc denotes open-circuit voltage, Ro is internal
resistance and V: is voltage between the terminals of the battery.
The first RC branch represents the fast phenomena and the
second RC branch represents the slow phenomena in the battery.

All the following steps are carried out in the Twin Builder
interface. Firstly, the parameters of electronic components in the
ECM have to be determined. Therefore, a fitting function is
used. This function operates based on the Jiang-Hu algorithm
which is discussed in greater detail in literature [3] and [4].
Secondly, after completing the fitting process, the ECM is
viewed as a black box and it is accessible as a functional block.
Thirdly, the block is connected into a virtual circuit with a
current source, voltmeter and block with temperature data.
Finally, the electrical model is ready to be used.

E. Validation

In the last step, the accuracy of the model has to be verified.
For validation was used the same profile as for the data
acquisition in the first step. However, it can not be used exactly
as itis. A notepad with time and current values is needed for the
current source. Additionally, Twin Builder reads positive values
of current as discharge current, hence the values have to be
inverted. After a simulation are obtained verification data that
can be compared to the physically measured data by
potentiostat. The comparison is depicted in Fig. 6, where the red
curve represents the measured data at 25 °C and the blue curve
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represents the simulated data. A small deviation around the time
of 12-10* seconds is caused by the limitation of the
potentiostat, which automatically lowers the discharge current
to prevent the battery from damage. Nonetheless, the deviation
is negligible since batteries are not used below the limit values.

Voltage (V)

[ 10 1z
Time (s) Ao

Fig. 6. Comparison of measured data (red) and data from simulation (blue).

Although the initial validation has been completed, further
verification is required. To ensure the robustness of the electrical
model, another profile will be measured. This profile is designed
to reflect the behavior of a commercially used battery in an
electric vehicle and to represent a 50-hour operation under
temperature conditions different from those previously used.
The profile is illustrated in Fig. 7. The same load profile will be
applied to the electrical model, and the resulting data will be
compared to the measured values again.

+ T T T T T T T T T

Voltage (V)

1 12 14
Time (s) «10%

Fig. 7. Voltage profile of a commercially used battery.

F. Evaluation

Root Mean Square Error (RMSE) was adopted as the metric for
evaluating the quality of the model. It is used to compare two
vectors of voltage values.

RMSE = (2

Where n denotes the number of values, yi is the actual value
and yi is the predicted value. The RMSE was calculated by
MATLAB and it was determined to be 4.404 - 102 V.



1V. CONCLUSION

To summarize, the creation of a digital twin for a Li-ion
battery was described. The profile used for data acquisition was
presented and it was explained how the data were subsequently
processed in MATLAB. An electrical model was developed
using a fitting method in Twin Builder. Then, it was validated
that the electrical model could perform simulations of the
real-world Li-ion battery.

This paper will be further extended by incorporating a
thermal model. A Multi-Scale Multi-Domain (MSMD) battery
model will be created in Ansys Fluent to determine the
development of temperature within the battery. Experimental
validation will be carried out using surface temperature data
obtained from measurements of a real battery, with ambient
conditions stabilized by a climatic chamber. The verified data
will then serve as training data for the development of a
reduced-order thermal model in Ansys Twin Builder. Electrical
and thermal models will be connected to its real-world
counterpart, forming a complete digital twin. Digital twins are
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particularly useful for predicting battery lifespan, and the use of
reduced-order models enables fast, real-time computations
within seconds. In addition, there are numerous possibilities for
employing digital twins in battery systems, including cooling
regulation, what-if analyses or current adjustments.
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Abstract—This paper introduces and examines the effects of
AC losses in the stator winding of high-speed interior permanent
magnet synchronous machines. With a particular focus on usage
in electrical vehicles. Using the finite element method. This paper
describes how eddy effects influence conductors on the basis of
their material and position in the stator slot. For the purpose of
optimization of EV drives.

Index Terms—Motor; PMSM; IPMSM; high-speed; alu-
minum; copper; winding; hairpin; eddy effects; EV; AC losses

I. INTRODUCTION

In recent years, the automotive industry has shown sig-
nificant growth. This rapid development put in increasing
demands for many parameters of electrical motors, especially
in terms of efficiency, cost, and power density. In general, the
cheapest option is often an induction motor; however, it is
prone to lack efficiency and power density compared to syn-
chronous motors. Especially when we talk about synchronous
motors with permanent magnets (PMSM), which generally
show the highest power density of all variants, as shown in
[1]. Over the years, Permanent Magnet Synchronous Motors
(PMSMs) have been continuously optimized for this reason,
and many modern PMSM design concepts are based on a V-
shape arrangement of permanent magnets [2], utilizing both
torque from magnetic flux from the PM and additional torque
from differing reluctance between the d- and q- axes.

In pursuit of further increasing power density, it might be
advantageous to move toward higher operating speeds for
motors to be used as the main drive of EVs since the increased
speed can reduce volume for the same output power, as shown
in [3].

With the use of high-speed motors, many new challenges
have arisen. High-speed motors often differ from motors
intended for medium- and low-speed applications. These dif-
ferences are mainly due to the varying distribution of losses
caused by an increasing share of mechanical losses and signif-
icant parasitic effects from the magnetic field interacting with
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conductive materials. High-speed machines also face increased
mechanical challenges due to greater centrifugal and friction
forces, as described in [4].

The high-frequency magnetic field can induce a significant
voltage in the volumes of all conductive materials penetrated
by this magnetic flux. This effect significantly alters what
would usually be considered as the optimal solution for stator
winding design.

When designing motors for electric vehicle (EV) appli-
cations, it is often considered advantageous to use hairpin
conductors, as they offer higher fill factors compared to round
conductors and also allow for easier automation of manufac-
turing for large-scale production, as presented in [5]. However,
because of the increased solid cross section, hairpin conductors
are strongly affected by the additional AC losses created in
their volume. The impact of eddy currents introduces the
question of when the use of hairpin conductors is no longer
advantageous and at what point the benefits of using classic
rounded conductors outweigh those of hairpin conductors.
The publication [6] shows that for current frequencies below
1000 Hz, hairpin conductors are often more advantageous.
However, as shown in [7], with increasing frequency, higher
segmentation becomes more beneficial.

This paper presents alternative solutions for the use of
different conductor materials. Since the effect of the eddy cur-
rent depends on the conductivity of the material as described
in [8], it may be advantageous to use materials other than
traditional copper for conductors. These have already been
researched to some extent in the publication [9], but the range
of speeds evaluated considered by the authors ended at 25,000
rpm. This paper examines the influence of different material
combinations at speeds up to 30,000 rpm. Furthermore, this
paper presents more detailed insight into the loss distribution
between individual conductors and compares the susceptibility
to the eddy effect for different material variations.

II. ELECTRICAL MACHINE UNDER STUDY AND ANALYSIS
OF AC WINDING LOSSES

For the analysis conducted in this study, a typical topol-
ogy of the Interior Permanent Magnet Synchronous Motor
(IPMSM) used in EV applications was selected, as shown
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in Fig. 1. A similar motor configuration is employed, for
example, in the Chevy Bolt [10].The key parameters of the
studied machine are provided in Table L.

PhaseA
PhaseB
PhaseC

HFNWkhUuO

Fig. 1. IPMSM in Ansys Maxwell, with detail of single stator slot, labeled
with the number of layers.

TABLE I
KEY MACHINE PARAMETERS

Max torque 150 Nm Max speed 30000 rpm
Nominal power 130 kW | Nominal torque 42 Nm
Pole pairs 3 Max Temp. 180 °C

The winding of the selected machine is a multilayer hairpin
with six conductors (3 parallel pairs in series) per slot. Coils
have a shortened winding pitch by + 30°. Three variants of the
studied model were chosen. First, with all copper conductors,
second with aluminum conductors, and third, a hybrid variant
where conductors 1 and 2 were made of aluminum and 3, 4,
5, and 6 were made of copper. All conductors were considered
at a constant temperature of 180 °C. The machine uses a rotor
with four embedded permanent magnets in the V shape per
pole.

The studied electrical machine was analyzed for selected
variants, Cu, Al, and AlCu, with a focus on winding perfor-
mance, especially with regard to losses created in winding
conductors. These losses can be divided into two main com-
ponents, AC and DC. DC losses are losses present as a result
of the desired current flowing through the conductors as if it
were a DC current of equivalent amplitude. AC losses are a
portion of losses that are caused by current formed by eddy
effects and do not create torque. All other losses were equal
for all models.

ITI. RESULTS AND DISCUSSION
A. Efficiency comparison

The Cu variant was expected to have the highest efficiency
for lower speeds due to copper’s lowest DC resistance. From
the efficiency map in Fig.2 can be seen that the efficiency
of the Cu variant peaks around 16 000 rpm. The Al variant
efficiency, calculated in Fig.3, does peak around 28 000 rpm.

When compared with the Cu variant, it can be seen that overall
efficiency is lower across the evaluated speed range; however,
the peak is shifted, as expected, towards higher speeds. The
hybrid AlCu variant’s efficiency peaked around 26 000 rpm,
falling in between the Al and Cu variants. Although having a
larger overall efficiency than that of the Al variant, it still falls
short of that of the Cu variant in most of the evaluated range.

B. Sensitivity to eddy effects

These findings can be attributed to the conductors’ sensi-
tivity to eddy current effects. As shown in Fig.2, the overall
losses increased significantly with speed due to eddy currents
introducing additional losses in the conductors. In the case of
the Cu variant, the additional losses increased by 44% under
the worst conditions. When the Al variant is evaluated, it
becomes evident that the increased baseline resistance results
in a lower effect of eddy currents. As shown in Fig.6 additional
losses increased under the worst conditions by 22%, that is,
22 percentage points lower in comparison to the Cu variant.
The AlCu variant showed significantly better performance in
terms of resistance to the effects of eddy current. As shown
in Fig.7 the additional losses increased by 29% under the
worst conditions, which is 15 percentage points lower than
the Cu variant. This further demonstrates that conductors are
not affected uniformly, as the AlCu variant shows only 9
percentage points higher additional losses than the Al variant,
despite having 4 out of 6 conductors made of copper.

To better understand the winding sensitivity to eddy ef-
fects, the equivalent resistance was calculated. The equivalent
winding resistance (Requiv) is defined as the resistance that the
winding would have to have in order for the same losses to
be present without the eddy effect and is thus equivalent to
the ohmic losses in the whole winding. In this case, Requiv
represents losses of a single phase, while Rpc represents the
baseline resistance that would be measured by DC current. For
the Cu variant, Requy and Rpc are shown in Fig.8. From this
figure, it is possible to determine that the winding losses grow
with the square of the speed. It is also possible to see that the
winding losses increased by 67% due to eddy effects under
the worst conditions. For the Al variant, it can be seen from
Fig.9 that the DC resistance is larger by 53% in comparison
with the Cu variant; however, the Reg,y does grow slower,
only increasing from the baseline by 30% under the worst
conditions. As the previous result showed, the AlCu variant
falls in between the two others, showing larger Rpc than the
Cu variant, while Requiy grows faster than for the Al variant.
The AICu variant increased its Requiy by 45% from Rpc under
the worst conditions.

C. Loss distribution in the stator slot

This difference between the first two and the AlCu variant is
possible to explain by loss distribution between the individual
conductors in a single slot for the rated point with worst-case
overall losses. Loss distributions are shown for the first slot
occupied by a single phase. The slots shared by two phases
showed similar results with a difference less than 1 percentage
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point. From Fig.11 can be seen that the loss distribution for
the Cu variant is significantly dominated by the first two
conductors, responsible for 47.7% of all losses. It can also
be seen that AC losses take the majority share for the same
first two conductors, showing that the susceptibility to the eddy
effects is mostly created by the conductors closest to the slot
opening. When the Al variant is considered, it can be seen
from Fig.12 that the loss distribution is more even compared
to the Cu variant. The Al variant also shows low susceptibility
to the eddy effects, since no conductor has the majority share
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Fig. 13. Distribution of losses in Al-Cu winding

of the AC losses, and the DC losses take a larger share than
for the Cu variant. This uneven loss distribution is the main
reason for the creation of the hybrid AlCu variant. Its loss
distribution is shown in Fig.13. Similarly to the Cu variant,
the loss distribution for the AICu is mainly concentrated in
the first two conductors; however, here it can be seen that the
main share consists of DC losses. The previous results of the
comparison of susceptibility to the eddy effects of the Cu and
AlCu variants can therefore be explained by this distribution.
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D. Performance comparison

When all of the results presented are considered, it is clear
that the Cu variant is the most advantageous for this winding
topology and the operation speed range. From Fig.14 it can
be seen that the Al variant does not improve in terms of
overall losses across the evaluated speed and torque range;
it is, however, expected based on the visible trend that for
speeds significantly higher, Al winding might become desir-
able, specially when additional considerations are taken such
as its lower mass in comparison to copper. The AlCu variant
compared in Fig.15 matches the Cu variant in terms of overall
losses for speeds around the top speed range of 30000 rpm. It
is expected that the AlCu variant will become advantageous
sooner than the Al variant while the Al will probably out-
compete both for significant speeds; however, for such high
speed, a different topology altogether should be chosen.
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IV. CONCLUSION

In this paper, an analysis of the influence of the material
choice for the conductors on the stator winding was performed
for the IPMSM model. The use of aluminum conductors was
shown to significantly reduce the eddy effects present at higher
speeds compared to copper conductors, as can be seen in
Figs.8 and 9. Since Al has a higher baseline resistance, it
performed worst of the three variants for slower speeds. It was
shown that eddy effects do not affect all conductors uniformly.
It was shown in Fig.11 that the first conductor is responsible
for the highest share of losses in the star slot.

This creates a possibility of reducing the eddy effects
while preserving the low DC resistance by using hybrid AICu

winding, where the first two conductors were replaced with Al.
This hybrid variant showed an improvement in the increase in
the equivalent resistance over copper while also being better in
overall efficiency compared to the Al variant. The results show
that for this specific winding topology and speeds, copper
winding was overall most advantageous, while the hybrid
variant matches the Cu variant for speeds around 30 000
rpm. Based on the Reqy trend, it can be expected that for
speeds higher than 30 000 rpm, the AICu variant will be
more advantageous while the Al variant will surpass both in
efficiency for speeds significantly higher.

In conclusion, while the Cu variant is the most commonly
used, the hybrid winding can offer advantages for automo-
tive applications, particularly with increasing motor operating
speeds. Aluminum winding may offer advantages for high-
speed motors, where lower mass and higher efficiency at very
high speeds are critical.

This study contributed to the optimization of PMSM de-
signs by providing insight into the selection of materials for
conductors and their impact on efficiency and loss distribution
at varying operating speeds.
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Abstract— This article deals with the utilization of traction
inverters for providing non-frequency ancillary services. A key
element is the active front-end (AFE), which enables bidirectional
power flow and the control of both active and reactive power,
thereby contributing to grid voltage quality regulation, the
elimination of harmonic distortion, and ensuring symmetrical grid
loading. To determine the availability of reactive power,
a simulation model was created using the PSCAD environment,
which includes the power grid, transformer equipment, and the
inverter itself. The model uses real-time data on line loading based
on actual train operation schedules and considers operational
constraints such as voltage and current limits. For different levels
of line loading (low, medium, and high), the availability of
inductive and capacitive reactive power was analyzed.

Keywords— Inverter, availability, reactive power

. INTRODUCTION

The Strategic Plan for Transport of the Czech Republic plans
to electrify non-electrified lines as one of the ways to more
efficient and more environmentally friendly transport and to
convert the currently electrified lines powered by a 3kV DC
system (currently 1795 km ) to a single AC power supply system
of 25 kV 50 Hz (currently 1382 km), thus unifying the traction
system in the Czech Republic. In total, 3,177 km of lines out of
9,459 km have been electrified [1]. The preference for AC
traction is due to its advantages over DC traction. Until now, AC
traction has been powered by transformers connected to the
distribution network. However, as part of the conversion of part
of line 330, solid-state power converters were used to supply
power. These converters have certain advantages over the
transformers used. For example, symmetrical loading of the
power supply network, separation of the traction system from
the power supply system, no harmonic disturbances are
transmitted, the possibility of operating the traction system
without the need to divide it into individual sections and reactive
power regulation [2]. One possible use of the inverter is to
support the distribution system. Due to the increasing power of
traction vehicles, the increasing volume of traffic, the DC power
system with a voltage of 3 kV is no longer sufficient and it is
desirable to replace it with an AC traction system with
parameters of 25 kV 50 Hz and thus unify the traction system in
the Czech Republic. The transition to a unified traction system
will bring more efficient power supply with lower losses,
compatibility with high-speed lines and cheaper electrification
of other non-electrified lines. This move is also advantageous in
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terms of the needs of haulers, who will not have to have vehicles
capable of operating on multiple power systems [3].

At the same time, AC traction in the Czech Republic is
mainly powered by traction transformers. Since the 25 kV 50 Hz
traction system is single-phase, its energy consumption from the
three-phase network leads to asymmetrical loading of the
individual phases. This causes voltage asymmetry due to
asymmetrical voltage drop in distribution system lines. The
power system is not optimally loaded, which can lead to reduced
efficiency and increased losses. The power electronics of the
locomotive converters produce higher harmonic frequencies
which are transmitted to the grid due to the coupling of the
transformers. This may lead to higher overall network static
frequency converter (SFC) interference. In addition, the power
supply to the transformers also affects the operation of the
railway itself. To reduce the effect of single-phase load
asymmetry, the transformers are always connected between two
different phases of the power system. It follows that if we were
to operate the traction system interconnected with all the traction
substations, inter-phase short circuits would occur. There
before, it is necessary to operate part of the system separately.
Each transformer feeds only one part of the overhead line
section. A neutral field must be established between the sections,
which the dependent traction vehicle must pass with the
collector withdrawn to avoid short-circuiting the individual
sections SFC eliminates these disadvantages. This of course has
an impact on the operation and organization of rail traffic.

Il. SFC FEEDER

The converter consists of an three-phase active front-end
(AFE) that allows bidirectional power flow and control of both
active and reactive power. This is particularly important in
applications where there is a need to improve the quality of the
grid voltage, regulate the voltage at point of connection by
supplying or drawing reactive power, eliminate harmonic
distortion, provide symmetrical power draw, or provide
ancillary services. AFE inverters thus contribute to higher
stability of the power system and enable efficient power flow
control in distribution and transmission networks. A single-
phase inverter is connected to the AFE via a DC link to ensure
the flow of power to and from the traction system and the
provision of its parameters. In terms of reactive power, both
converters can operate independently of each other. Overall,
running the inverter in place of the traction transformer brings



several advantages. It can load the power grid symmetrically.
Interference caused by the operation of traction-dependent rail
vehicles is not transmitted to the power grid. The inverter is not
always fully utilized and the currently unused capacity of the
inverter to provide traction power can be used to provide
ancillary services to the electricity network. However, the
availability of the inverter for providing reactive power should
be determined, as the AFE must primarily transfer the active
power for feeding the catenary system. [4].

I1l.  ANCILLARY SERVICES

The rules for the provision of ancillary services are
summarized in Annex 7 of the Distribution System Operating
(DSO) Rules [5]. Frequency and non-frequency ancillary
services are defined. Annex 7 to the DSO Rules specifies the
rules applicable to ancillary services, the principles of their
measurement, certification and evaluation for providers of
frequency ancillary services and non-frequency ancillary
services. The requirements set out apply both to newly
connected equipment and to existing equipment operating in
parallel with the distribution system. Non-frequency ancillary
services are used for local voltage stabilization and reactive
power control, thereby contributing to voltage stability.
Generating plants connected to the system of non-frequency
ancillary services are obliged to participate in voltage control
by supplying or withdrawing reactive power according to the
requirements of the distribution system operator; the obligatory
control zone of generating plants is specified in Annex 4 of the
Distribution System Operation Rules [6]. The control of
reactive power might be either autonomous or controlled
centrally by DSO. The active participation of generating plants
in the stabilization of the network is technically,
organizationally and economically assessed by the DSO.
Generating plants must pass certification tests and their
participation in the system is contractually agreed. Similar
procedure is expected in certification process of the SFC.

IV. SIMULATION OF SFC INPSCAD

A certain percentage of the installed power is used to supply
traction for a certain period of time; the inverter is not used
100% of the time. This leads to the idea of how to use this
unused power. One option is to use this available power to
provide ancillary services. Such an application is pioneering;
nowhere in Europe are inverters operated in this way in
a similar application. However, the actual availability of the
inverter is unknown. Several factors affect the availability of
the inverter. First of all, the independent loading of the inverter
with traction load. To determine the availability of the inverter
to provide non-frequency support services, simulation in the
PSCAD simulation environment is used. The model created
consists of the grid feeder, line model, transformers and the
inverter itself. The simulations need to process a large volume
of data, so the design of the model was based on the requirement
to keep the model as simple as possible while representing the
inverter. Therefore, the model is simulated using current
sources. The current sources are controlled based on the
requirement to supply or draw reactive and active power. The
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active power time profile was simulated using OpenTrack and
Open Power Net, according to the actual train traffic schedule
for three levels of line traffic load (light, medium and heavy
traffic). In order to compare the performance differences
according to the individual line traffic load, the active power
waveforms for each scenario are shown in Fig. 1. Because the
calculated active power profiles leads to large datasets,
a simplification method has been selected in order to accelerate
the simulation. Out of the total hourly waveforms, a window of
8.3 minutes was simulated. Every tenth value was selected from
the second values of the active power waveform. Fig. 4 shows
the already created P and Q profile for the PSCAD simulation
program. The active power value taken from the simulated
waveform is kept constant for 6.5 seconds. Subsequently,
a reactive power ramp is added in 0.5 Mvar increments, the
values are gradually changed in 0.1 second increments from -
16 Mvar to 16 Mvar. Thus, the limiting values of reactive power
in the given interval are found. The active and reactive power
waveforms are entered into the simulation using generated text
files containing the power values attributed to a particular
simulation time. Several limiting factors are introduced. First
and foremost is the inverter current load. The installed capacity
of the inverter used for the simulation is 16 MVA. This implies
a current limitation for this particular type of 2800 A. Another
limiting factor is the voltage of the power grid from which the
inverter is supplied. In this particular case, the grid is rated at
110 kV, The prescribed operating limits must not exceed
+ 10%. The voltages in Fig. 6 are given in proportional units.
In the same graph, the current curve of the inverter is plotted,
note the intervention of the current limiter in a current limit
state close to the abovementioned value of 2800 A. The
simulation results observed are mainly the maximum reactive
power supply and demand at a certain operating load of the
inverter, which could be used to provide non-frequency support
services, and which does not exceed the mentioned limiting
criteria of the simulation. For the simulation, the grid voltage
was set to 110 kV, and the frequency was set to 50 Hz. The
value of the short circuit power of the network was set to 4500
MVA (relatively hard network).

V. THE RESULTS

Simulation of medium loaded track was chosen to present the
performance results in Fig. 5, as the progression of the active,
reactive and apparent power during the simulation is shown.
The active power is represented by red line, it is always constant
in the test window, the curvature of the curve is only caused by
the actual elements inserted in the circuit, such as the
transformers and the filter. The reactive power test ramp is
shown in blue. One ramp for one sample of active power. The
resulting triangular shape is due to the simulation setup. It is
desirable that the data in the dynamic simulation changes
smoothly. The apparent power is shown in green. In the graph,
it can be noticed that the upper peaks of reactive and apparent
power are constrained when reactive power is supplied to the
grid. In this case, it is a current limitation, where the current
values for a given load in the simulation got above the specified
maximum inverter current load of 2800 A. Fig. 6 shows



a development of voltage and current during simulation. When
the voltage or current have exceeded the allowable limits, the
set reactive power is considered as maximal available in the
moment. The histograms determined the availability for all
three track loading scenarios. The 95-quantile is similar for all
loads - they are the same SFC and for all runs there are states
where the active power is low and therefore the maximum
available reactive power is close to the nominal power of the
SFC. On the other hand, the installed power values are not
reached. This is because the active power of the waveforms
input to the simulation is zero only in a few states. The
achievable capacitive power is higher because the supply of
reactive power raises the voltage and the SFC is a current
source. On the other hand, the 5-quantiles are different among
the 1socenarios. The 5-quantiles express the minimum available
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Fig. 2 Inductive reactive power.

reactive power that will be available at 95% (5% excludes
extremes in selected waveform intervals) and thus represents
a value that is suitable for contractual arrangements for non-
frequency grid support. In the case of inductive reactive power
Fig. 2, the Q values are as follows. 14.39 - 14.67 Mvar for the
low frequented line (LFL), 11.97 - 14.64 Mvar for the medium
frequented line (MFL) and 7.10 - 14.65 Mvar for the high
frequented line (HFL). In the case of the reactive power
capacity Fig. 3, the values for the low frequented line (LFL) are
14,96 - 15,25 Mvar, for the medium frequented line (MFL)
14,89 - 15,25 Mvar and for the high frequented line (HFL) 9,60
- 15,25 Mvar. All values are taken from measurement point 1
(PoM 1).
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VI. CONCLUSIONS

The presented approach to determine the availability of SFC
to provide reactive power realistically, while the operating
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Vision-Based Autonomous UAV Tracking and
Control
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Abstract—This paper presents a vision-based control approach
for unmanned aerial vehicles (UAVs), focusing on the detection
and tracking of airborne objects. The proposed system integrates
deep-learning-based object detection using YOLO models with
computationally efficient tracking algorithms to ensure real-
time performance. The control methodology involves extracting
positional information from visual data and generating attitude
commands to regulate UAV movement via MAVLink communi-
cation. The implementation is optimized for deployment on a
Raspberry Pi 5, leveraging OpenCV and NCNN frameworks.
Experimental results demonstrate the system’s capability to
detect and track small UAVs while maintaining high frame rates,
enabling reliable feedback-based flight adjustments.

Index Terms—UAYV, drone, detection, tracking

I. INTRODUCTION

Unmanned Aerial Vehicles (UAVs) have become a key
technology with a wide range of applications, from industrial
use and search-and-rescue operations to counter-UAV defense.
Their ability to operate autonomously and adapt to dynamic
environments makes them ideal for surveillance, delivery, and
reconnaissance missions. A crucial aspect of UAV success lies
in the integration of advanced object detection and tracking
algorithms, enabling efficient navigation and interaction with
their surroundings.

This work aims to develop a comprehensive software solu-
tion that allows a UAV to detect airborne objects and adjust
its flight path based on visual data from an onboard camera
system. The primary objective is to enable real-time tracking
of flying objects and integrate this capability into the UAV’s
control system. The work involves researching existing object
detection and tracking methods, implementing and testing
suitable algorithms, and designing a robust feedback control
system for flight regulation.

The focus will be on optimizing the software for onboard
deployment, ensuring real-time performance in dynamic con-
ditions, such as rapid object maneuvers. Finally, the developed
system will be integrated into a real UAV and tested in
various scenarios. The results will provide valuable insights
for UAV applications in real-world conditions, contributing to
advancements in autonomous aerial tracking and navigation.
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II. IMAGE PROCESSING

For this work, a comprehensive software solution was
designed, developed, implemented, and tested to detect and
track flying objects and control the UAV based on visual data.

The entire program is written in C++ and is compatible with
the Bookworm operating system running on Raspberry Pi 5.

The core principle of the software is as follows: First,
object detection is performed on the latest captured frame. If
detection is successful, object tracking is initiated. After each
subsequent frame is captured, tracking continues, and based on
this tracking, the UAV’s movement is adjusted accordingly.

Each of these steps will be addressed in its respective
chapter.

A. Detection Methods for Low-Altitude UAVs

Detection of low-altitude drones involves multiple ap-
proaches, including frequency spectrum analysis, acoustic
characteristics, microwave signal reflection, and optical analy-
sis. Frequency spectrum-based detection allows rapid identifi-
cation of UAV presence; however, technologies like Frequency
Hopping Spread Spectrum (FHSS), which rapidly switches
communication channels, significantly hinder signal localiza-
tion. Acoustic analysis, detecting drones based on their sound,
is effective for larger and noisier UAVs but less suitable for
smaller, low-noise models. Microwave signal reflection, used
in radar systems, efficiently detects larger UAVs but becomes
less effective as drone size decreases. Optical analysis, based
on image processing, is highly dependent on lighting condi-
tions, which can introduce significant distortions, especially in
low-light environments. [1]

Deep learning-based object detection is rapidly evolving and
is widely used in pedestrian detection and facial recognition.
[1] In recent years, deep learning has gained significant
attention in research due to its success in pattern recognition
and computer vision. Convolutional Neural Network (CNN)-
based methods have revolutionized object detection by ex-
tracting deep, high-level features for class and bounding box
predictions. [2]

Object detectors fall into two categories: two-stage and
single-stage. Two-stage methods, such as Region-Based CNN
(R-CNN), first generate region proposals and then classify
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them using CNN-based feature extraction, refining bounding
boxes. While accurate, these methods are relatively slow. [2]

Single-stage detectors, such as You Only Look Once
(YOLO) and Single Shot Multibox Detector (SSD), perform
classification and localization in a single step. This unified
training and inference approach enables direct optimization
for detection performance. Among them, YOLO stands out
for its balance between accuracy and speed. [2]

B. YOLO: A Real-Time Object Detection Algorithm

YOLO is a fast and efficient object detection algorithm
that introduces a revolutionary approach by simplifying the
entire identification and localization process into a single pass
through a neural network. Unlike traditional methods such
as R-CNN or SSD, which rely on complex pipelines with
region proposals and classification, YOLO processes the entire
image at once. This unified approach allows the prediction of
bounding box coordinates and class probabilities directly from
image pixels, enabling real-time detection with low latency. [3]

YOLO formulates object detection as a regression problem.
The image is first divided into a grid, and each grid cell
predicts bounding boxes along with their confidence scores
and class probabilities. [3]

However, a notable challenge remains the accurate localiza-
tion of smaller objects. [3]

C. Image Acquisition Using LCCV and OpenCV

For efficient acquisition and processing of image data on
the Raspberry Pi platform, a combination of the libcamera
and OpenCV (Open Source Computer Vision Library) libraries
can be used, with LCCV (libcamera bindings for OpenCV)
providing a practical bridge between these technologies. Since
the transition to the libcamera library in the Raspbian Bulls-
eye system, camera management has undergone significant
changes, enabling broader support for modern hardware while
breaking compatibility with older tools. LCCV facilitates the
integration of the camera into C++ applications by capturing
images directly into the ‘cv::Mat‘ format, allowing for seam-
less processing, including object detection, filtering, and image
transformations. [7]

D. Implementation of YOLO on Raspberry Pi using NCNN

First, the YOLOvV3-Tiny model was implemented and tested
using OpenCV’s Deep Neural Network (cv::dnn) module.
Unfortunately, it demonstrated limited capability in detecting
smaller drones. However, it performed better when detecting
planes, as shown in Fig. 1, although the aircraft needed to be
relatively close for successful detection.

Due to these limitations, the YOLOvV8 model was imple-
mented using the NCNN framework. Detections were filtered
to include only the airplane” category. During testing against
a clear or slightly cloudy sky, the model demonstrated a strong
ability to detect small UAVs (drones), identifying objects as
small as 30x30 pixels, as shown in Fig. 2.

Although this would theoretically be sufficient for object
localization and could be used for control based on visual

FPS: 55
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v

Fig. 1. Detection of a model aircraft using YOLOv3-Tiny.

FPS: 50 FM: Acro

THRTL: 2.60C000

Tracking X

Fig. 2. Detection of a small drone using YOLOVS.

information, the low frame rate of only 5 FPS makes this
impractical. Therefore, we propose using the YOLO model
solely for the initial detection phase and then initializing a
tracker based on this detection, which requires significantly
less computational power.

E. Object Tracking

After successfully detecting an object, it is crucial to track it
in subsequent frames to determine its trajectory and movement
dynamics. Object tracking enables the UAV to continuously
respond to changes in the target’s position without requiring
repeated detections, which can be computationally expensive.
For the implementation of the tracking system, OpenCV was
chosen due to its extensive collection of optimized tracking
algorithms, ease of integration, and support for real-time
processing on embedded platforms.

OpenCV is an open-source library for computer vision,
machine learning, and video analysis, originally introduced
by Intel at the turn of the millennium. [4] [6]

Today, OpenCV includes over 2,500 optimized algorithms
for tasks such as face detection and recognition, object identi-
fication, motion tracking, and 3D object modeling. It provides
interfaces for C++, Python, and MATLAB and supports Win-
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dows, Linux, Android, and macOS. The estimated number of
OpenCV downloads exceeds 18 million. [4] [6]

Tracking algorithms implemented in OpenCV consist of
three main components:

TrackerFeatureSet — A model representing the visual ap-
pearance of the target object. OpenCV allows feature ex-
traction using methods such as HAAR, HOG, LBP, and
Feature2D. [5]

TrackerSamplerAlgorithm — A mechanism for assigning
model parts to image regions in each frame, computing image
patches based on the last known target position. [5]

TrackerModel — A mechanism for continuous learning and
updating of target models as their appearance changes over
time. It maintains all possible state candidates and calculates
the trajectory. [5]

The implementation allows for easy selection of the tracking
algorithm, such as MOSSE or KCF, by simply modifying a
build-time parameter in CMake. During testing, MOSSE was
chosen due to its ability to achieve the highest FPS, as bench-
marked in [5]. On the Raspberry Pi 5, this implementation
achieved an average of 45-50 FPS using MOSSE.

III. FLIGHT CONTROL SYSTEM

The core of every drone (multicopter) is the flight control
unit, which serves as the central interface for all hardware
components, including Electronic Speed Controllers (ESCs),
GPS, compass, and RC receiver. It integrates sensor inputs
and ensures stable and smooth flight. [8]

However, a flight control unit cannot operate without
firmware—a software component that governs its functionality.
While the flight controller is a physical device, the firmware
is the digital code that controls it. Commonly used firmware
includes ArduPilot, PX4, and BetaFlight. [8]

Flight controllers provide essential functionalities such as
automatic leveling, position hold, autonomous mission exe-
cution, and return-to-home features. However, they also have
limitations—autonomous missions, for instance, must be pre-
planned and static. [8]

For the development of advanced applications, flight con-
trollers alone are insufficient due to constraints in memory and
processing power. [9] [8]

For this work, the ArduPilot software was chosen, specifi-
cally the Guided NoGPS mode.

A. Communication with the Flight Controller

The onboard computer, in this case, a Raspberry Pi 5, can
be easily connected to the flight controller via a serial link.
Using the MAVLink (Micro Air Vehicle Communication Pro-
tocol), the onboard computer can communicate with the flight
controller, enabling seamless data exchange and command
execution. [9]

MAVLink is a communication protocol for drones and their
components. It uses a hybrid architecture combining publish-
subscribe and point-to-point communication. Telemetry data is
sent as topics, while configurations like mission and parameter
protocols use point-to-point messaging. [10] [11]

IV. VISION-BASED UAV CONTROL

To control the UAV’s attitude, the MAVLink command
SET_ATTITUDE_TARGET is used. This command allows
setting the vehicle’s target attitude and climb rate or thrust.
The core of this command is the attitude quaternion, which is
a four-element vector representing the vehicle’s orientation in
three-dimensional space.

The command parameters include attitude quaternion, which
determines the desired orientation of the UAV, and thrust from
0 to 1, controlling the UAV’s climb or descent rate. The target
throttle is based on the hover throttle value obtained from the
flight controller.

In this system, after obtaining the current attitude of the
drone, the error from visual tracking is computed. Based
on this error, a new quaternion is calculated and sent via
SET_ATTITUDE_TARGET to adjust the UAV’s orientation.

A. Error Computation from Image Data

To get the error, we first compute the pixel displacement of
the detected object from the center of the image frame:

w

AZ = Tiarget — o (D
H

Ay = Ytarget — ? (2)

where Tiarger, Yrarger TEPrEsent the target object’s center co-
ordinates in pixels, and W, H denote the image frame width
and height, respectively.

Next, we convert this pixel displacement into an angular
error by considering the camera’s field of view (FoV):

FoV,

0, = Ax -
. T 3)
FoV
0 = A LY 4
Yy Y H 4

where FoV,,FoV,, are the horizontal and vertical fields of
view of the camera in degrees.

CONCLUSION

This work presented a vision-based control system for
UAVs, integrating object detection, tracking, and attitude reg-
ulation into a single pipeline. By leveraging deep learning for
initial detection and efficient tracking algorithms for continu-
ous object monitoring, the system achieves a balance between
accuracy and computational efficiency. The implementation on
a Raspberry Pi 5 demonstrates that real-time tracking can be
achieved, with MOSSE-based tracking maintaining an average
of 45-50 FPS. The integration with ArduPilot allows precise
UAV control based on visual input, showcasing the feasibility
of autonomous flight adjustments without GPS. While the
current system achieves reliable performance under clear sky
conditions, future improvements could focus on enhancing ro-
bustness in complex environments, improving detection under
varying lighting conditions, and integrating predictive control
models for smoother flight trajectory adjustments.
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Abstract—The surface properties of tissue scaffolds are
of critical importance in the field of bone tissue engineering as they
primarily influence cell adhesion. Piezoelectric semicrystalline
synthetic polymers such as polyvinylidene fluoride have attracted
considerable attention as biomaterials because of their ability to
mimic the electrical environment of the native bone extracellular
matrix. However, their osteointegration potential remains limited
by their inherently low surface energy and suboptimal cell
attachment properties. This study investigated the effect of plasma
treatment on the surface properties of PVDF nanofiber scaffolds
and the subsequent effects on cell adhesion. The plasma treatment
process affects the surface morphology and wettability in relation
to the gas used during the modification, thereby enhancing its
interaction with the biological environment. Preliminary
characterization of these surface modifications was conducted
using scanning electron microscopy and water contact angle
measurements, while the influence on cell adhesion and infiltration
was investigated using confocal laser scanning microscopy.

Keywords—cell adhesion, electrospinning, nanofibers,
osteoblasts, piezoelectricity, plasma treatment, PVDF, scaffold

|I. INTRODUCTION

A promising alternative to traditional methods of treating
bone diseases is the development in the field of bone tissue
engineering (BTE). It represents a range of natural and synthetic
biocompatible materials for the production of artificial 3D
frameworks mimicking the natural architecture and function of
bone tissue extracellular matrix (ECM). In combination with
suitable colony of healthy cells extracted ideally from the
patient, the scaffold has the potential to replace whole tissue
grafts from donors used in current treatment methods. The use
of artificial scaffolds holds great promise for preservation,
restoration, and enhancement of function in damaged tissues
while concurrently reducing the risks to the patient [1, 2].

Substitutes for natural bone grafts must be biocompatible
and exhibit a porous, flexible, and stable microarchitecture with
respect to the target tissue to ensure proper mechanical support,
nutrient supply, and waste transport. In addition, they should
facilitate cell adhesion and infiltration, neovascularization,
stimulate growth and act as a reservoir for biomolecules [3].

A wide variety of biocompatible materials can be used for
BTE, including metals, bioceramics, natural or synthetic
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polymers, and their composites. The utilization of synthetic
nanomaterials offers several distinct advantages, particularly
the use of nanofibers. Primarily, their chemical, physical, and
morphological properties can be meticulously tailored during
the manufacturing process for adequate replication of the target
tissue [2]. The diameter of the fabricated nanofibers closely
corresponds to that of the fibers in the ECM, and their relatively
large surface area facilitates proper cell adhesion. Furthermore,
if required, these nanomaterials can be subjected to functional
modifications to enhance their performance without
compromising their integrity [4].

In the process of healing, the stimulation of bone tissue to
undergo osteogenesis and osteoinduction can be achieved
through the induction of specific signaling pathways, ion
exchange, growth factors, and electric stimulation. It has been
established that the piezoelectric properties of certain materials
are associated with these processes, as such materials generate
electrical impulses when mechanically stressed, which can
result in the stimulation of cells [5].

Polyvinylidene fluoride (PVDF), a synthetic semi-
crystalline polymer, has been shown to possess piezoelectric
properties, exhibit high biocompatibility, demonstrate favorable
mechanical parameters, and, through specific production
techniques (e.g., electrospinning), can be utilized to create a fine
nanofiber tissue scaffold that is both highly porous, flexible, and
piezoelectric [6]. PVDF exhibits three distinct crystalline
phases, o (alpha), B (beta), and y (gamma). The polar B-phase is
of particular significance in PVDF because it exhibits the most
potent piezoelectric properties [7].

Plasma treatment is a commonly employed technique for
altering the surface characteristics of polymers, such as PVDF,
as it generates a highly reactive chemical environment capable
of modifying and functionalizing a wide variety of materials.
This approach is particularly effective for increasing the surface
energy, improving wettability and adhesion, and for surface
cleaning or etching through irreversible chemical reactions.
By carefully adjusting parameters such as the ionization source,
gas type, and exposure duration, surfaces with precisely tailored
properties can be fabricated for specific applications. It has been
demonstrated that oxygen and/or argon plasma treatment can



alter PVDF surfaces without compromising the f-phase content,
may even increase its share, leading to improved cell adhesion
and infiltration compared to untreated surfaces. The primary
distinction between these two gases pertains to their respective
surface-activation mechanisms. Specifically, the utilization
of Ar plasma predominantly leads to physical etching, whereas
O: plasma enhances surface energy also through surface
chemical reactions — oxygenation and defluorination [6, 8, 9].

This work draws from previous comprehensive research
and its results [10], which provided an overall assessment of the
adaptability of PVDF nanofibers for bone tissue engineering.
The paper focuses on a specific aspect of surface modification
of nanofibers by oxygen and/or argon plasma and summarizes
its effect on scaffold morphology and cellular integration. The
plasma treatment working parameters were derived from studies
conducted by Kitsara et al. [8] and Correia et al. [9]. The
resulting 7 sets of samples consisting of modified and
unmodified nanofibers were then compared considering
variations in the gas type, power, and treatment time.

Il. MATERIALS AND METHODS

A. Fabrication of the Tissue Scaffold

The nanofiber samples (1 x 1 cm) investigated in this study
were produced using a 4SPIN electrospinning device, with a
single needle acting as the emitter and a cylindrical collector
(Contipro, Dolni Dobrou¢, the Czech Republic) at room
temperature. The prepared polymer solution was dispensed
through the emitter at a flow rate of 35 pul/min, as the collector
was rotated at 2000 rpm under an applied voltage of 50 kV.

The material used consisted of a 20% PVDF polymer
solution with a molecular weight of 275.000 g/mol, which was
dissolved in a solvent of dimethyl sulfoxide and acetone
prepared in 7:3 ratio. The mixture was continuously heated and
stirred at 80 °C and 200 rpm for 24 h to ensure homogeneity
prior to electrospinning.

B. Surface Modification and Sample Preparation

A NANO Plasma Cleaner (Diener electronic, Ebhausen,
Germany) was selected for cleaning and modifying the sample
surfaces by O plasma, Ar plasma, or O,+Ar plasma for 2 min
at 200 W or 10 min at 300 W.

To prevent charge accumulation on the sample surface and
to secure the nanofibers during SEM to ensure unobstructed
observation, a carbon coating was applied using a Coater EM
ACEBG00 instrument (Leica Microsystems, Germany).

C. Cell Cultivation and Staining

The human osteosarcoma cell line Saos-2 (HTB-85; ATCC,
Manassas, VA, USA) is widely regarded as the most
representative cell model utilized in BTE, exhibiting activity
very similar to that of osteoblasts. A key benefit of this model
is its ability to facilitate rapid and simplistic cultivation process.
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Saos-2 cells were maintained in Dulbecco's Modified
Eagle's Medium supplemented with 10% fetal bovine serum and
5% penicillin/streptomycin (50 1U mL* and 50 ug mL™Y). Cells
were cultured at 37 °C in a humidified incubator with 5% COs..
For cell extraction, 0.25% trypsin-EDTA solution was used,
followed by cell seeding at a density of 1 x 10° cells/mL onto
separate sterile prehydrated PVDF samples. Cells fixed with
paraformaldehyde were permeabilized using a 0.5% Triton-X
100 solution and a 2% bovine serum albumin solution to
facilitate dye penetration. After thorough washing with
deionized water, the cells were stained with DAPI to label
nuclei and FITC to highlight the cell membrane. All chemicals
were obtained from Sigma Aldrich (St. Louis, MO, USA).

D. Methods for Characterization of Surface Plasma
Modifications of Scaffolds and Cell Viability

1) Scanning Electron Microscopy (SEM): Surface
morphology of manufactured polymer scaffolds and the
behavior between the nanofibers and Saos-2 cells regarding
plasma treatment were observed by SEM using LYRA3
microscope (Tescan, Brno, Czech Republic). The following
parameters were set for all observations: detector SE, voltage
5kV, working distance 9 mm, and given magnification and field
of view.

2) Water Contact Angle Measurement: The water contact
angle was measured according to Young's equation using
a System E instrument (Advex Instruments, Brno, Czech
Republic) for the experimental procedure, while See 7.0
software was used to analyze the contact angles based on the
captured images. To ensure consistency, 10 individual 3 pL
droplets of distilled water were applied sequentially to the
surface of the samples using a micropipette. Measurements
were taken at t = 4s after droplet deposition and an image was
captured for analysis. The final contact angle for each sample
was calculated as the mean of ten independent measurements to
ensure reliability.

3) Confocal Laser Scanning Microscopy (CLSM): The
interaction between fluorescently labelled cells and PVDF
nanofibers was analyzed by immunofluorescence microscopy
using a Zeiss LSM 880 confocal microscope (Carl Zeiss AG,
Jena, Germany) equipped with C-Apochromat 40x and Plan-
Apochromat 20x objectives. Excitation wavelengths of 488 nm
and 405nm were used for FITC and DAPI staining,
respectively, to highlight the cell membrane and nuclei. Post-
processing and quantitative analysis of the acquired images
were performed using Zeiss ZEN 3.10 LITE software.

I1l. RESULTS

A. Surface Morphology Analysis

Plasma-treated and reference samples, prepared for analysis
and labelled as shown in Table I., were examined and visualized
by SEM at view field of 48 um with magnification of 11.5kx.



TABLE I. OVERVIEW OF SAMPLES

Sample | Modification | Gas Type | Time/min | Power/W
S1 No - - -

S2 Yes 0O, 2 200

S3 Yes Ar 2 200

S4 Yes Oz+Ar 2 200

S5 Yes 0O, 10 300

S6 Yes Ar 10 300

S7 Yes Oz+Ar 10 300

The reference sample labelled S1 as seen in Fig.1a)
exhibits thin and smooth nanofibers forming a stable directed
structure with relatively large pores. Sample S3, shown in
Fig.1d), treated with Ar at low treatment time and power
(2 min, 200 W) also shows no noticeable change in the
nanofiber structure or its surface. In contrast, sample S4 in
Fig. 1 c), treated with O2+Ar at the same low plasma settings,
shows nanofibers whose entire homogeneous structure has been
disrupted by etching, becoming warped and coalescing. The
strongest effect of etching at given low setting can be observed
on sample S2 in Fig.1 b) treated with O, alone, where the fibers
are already so twisted and coupled that they significantly reduce
the average pore size creating a mushroom-like structure. After
examining the samples S5 and S7, it can be concluded that due
to intensive Oz and Ox+Ar plasma treatment (10 min, 300 W),
they no longer meet the requirements for a porous nanofibrous
scaffold. The resulting structure due to high plasma power
resembles a cohesive mixture of differently sized clumps rather
than thin nanofibers, which would make cell infiltration
impossible. On the contrary, nanofibers in S6 do not show any
visible effects of the Ar plasma treatment on higher settings.

As mentioned above, the O, plasma has not only physical
effects (e.g. cleaning, roughening) but also chemical effects on
the modified material, breaking the C—F and C-H bonds
in various ways and introducing polar groups, increasing the
surface energy overall but not uniformly. Mechanical
deformation such as torsion can occur due to local differences
in surface energy. Surface chemical reactions and physical
etching can explain also the partial disruption of the nanofiber
structure and subsequent cross-linking [9]. The degree of energy
change can be verified by measurement of surface wettability.

B. Wettability Assay

The values within the hydrophobicity interval are indicative
of a surface's tendency to resist penetration by water or other
polar substances, with a range set between 90° and 150° for the
contact angle of water on a solid surface. The hydrophilicity
interval, defined as the surface's capacity for positive interaction
with water, ranges from 0° to 90°. Surfaces with high surface
energy relative to the surface tension of the liquid possess
strong, attractive forces between their molecules, thereby
facilitating liquid wetting of the surface. In principle, plasma
treatment should through process of physical and chemical
etching augment the surface energy of the material, which
should result in enhanced adhesion properties [1].
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Fig.1. Surface morphology changes after plasma treatment and interactions with
cells were visualized through SEM — image a) displays reference sample S1 of
unmodified nanofibers, b) shows O, plasma treated sample S2, c) shows sample
S3 treated with Ar plasma and image d) displays O,+Ar plasma treated S4.

The water contact angle measurements confirmed that the
reference PVDF nanofibers in sample S1 exhibited inherent
hydrophobicity, with an average contact angle of 124.6°.
Similar results were achieved by Cernohorsky et al. [7]. A brief
exposure to Ar plasma in sample S3 (2 min, 200 W) led to
aminor reduction in the contact angle to 122.2°, thus
maintaining the material's hydrophobic nature. Conversely, the
treatment of sample S2 with O, plasma under identical
conditions resulted in a substantial alteration of the surface
energy, leading to a significant reduction in the contact angle to
22.8°, rendering the material hydrophilic. A comparable effect
was observed for sample S4, where a combination of O,+Ar
plasma treatment resulted in a contact angle of 32.5°, also
within the hydrophilic range. It is noteworthy that all the
deposited droplets exhibited stability int=600s in every
measurement previously mentioned. For sample S6 treated with
Ar plasma for 10 min at 300 W, the deposited droplets were
immediately absorbed, resulting in a contact angle value equal
to 0° (hydrophilic). The positive effects of O, plasma on 3-phase
content were confirmed by Havlikova et al. [10]. The results
from the wettability assay are summarized in Table II.

TABLEII. WATTER CONTACT ANGLE MEASUREMENTS
Sample Contact Angle [°] | Wetting Character
Sl 124.6 Hydrophobic
S2 22.8 Hydrophilic
S3 122.2 Hydrophobic
S4 325 Hydrophilic
S6 0 Hydrophilic




C. Cell Adhesion, Spreading and Scaffold Infiltration

The shape of individual cells and the character of adhesion
and infiltration of the nanofiber scaffold in relation to surface
modification by plasma were evaluated using SEM and CLSM.

The analysis has confirmed that nanofibers provide cells
with a sufficiently strong and stable structure on which they can
attach and grow. The cells naturally take on a spherical shape,
but as they grow on the nanofibers, they become slightly
elongated in the direction of the fiber orientation. This mimics
the arrangement in natural bone tissue and aids the cells
in communication and increases overall viability. A significant
proportion of cells adhered to untreated nanofibers in the
reference sample; however, the excessively large pores and
highly hydrophobic surface of these nanofibers provided
insufficient support and suboptimal adhesion capabilities,
thereby hindering the formation of larger structures.

The findings demonstrated that samples which underwent
treatment with Ar plasma at both lower and higher settings did
not demonstrate enhanced compatibility with Saos-2 cells
in comparison to the reference sample. Conversely, the
treatment of samples with O, plasma and O+Ar plasma
resulted inimproved results attributable to increased
hydrophilicity and bioactivity due to surface functionalization
by oxygen. Furthermore, see Fig.2 b), CLSM provided more
reliable insights into the manner in which cells infiltrated deeper
layers of the tissue scaffold, forming both surface and spatially
distributed clusters on these hydrophilic samples. In contrast, on
hydrophobic samples, the cells remained predominantly on the
surface and did not form tissue-like clusters as seen in Fig.2 a).
As illustrated in Fig.2 b), blue-stained regions representing
nuclei were often overridden by signal from green-stained
cell cytoplasm.

IVV. CONCLUSION

The electrospun PVDF nanofibers, fabricated under the
specified fabrication parameters and treated with O, or O, +Ar
plasma at treatment time of 2 min and power of 200 W, meet
the basic requirements for a nanoporous tissue scaffold while

20 HmM

20?(71

Fig. 2. Saos-2 cell attachment visualized through immunofluorescence and
CLSM, where image a) displays individual cells in Ar treated sample S3, and
image b) shows cell cluster in O, treated nanofiber sample S2.
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providing hydrophilic conditions. It was found that slightly
reducing the pore size of the scaffold and providing a denser
support framework, in addition to increasing the surface energy,
was beneficial for the adhesion and expansion of Saos-2 cells.
The incorporation of oxygen into the surface bonds is likely to
enhance the overall bioactivity of the carrier, and the plasma
treatment process itself should contribute to the increase in
piezoelectric B-phase content through mechanical stress and
electrical polling, as can be further demonstrated by Fourier
transform infrared spectroscopy. Further experiments with
extended culture periods would provide valuable insights into
the long-term biocompatibility and cellular colonization of the
tissue scaffold.
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Abstract—This paper presents a non-invasive system for
detecting repetitive manufacturing cycles using pulse-coherent
radar and machine learning. The Acconeer A111 radar sensor,
combined with an Arducam USB camera, is integrated within
a ROS2-based data acquisition framework. The system operates
in Envelope and Sparse radar modes, optimized for tracking
static and dynamic motion. A YOLO-based model analyzes radar
heatmaps to detect repetitive cycles automatically.

The approach was validated through controlled experiments
and in an industrial setting. Results demonstrate the system’s
potential to accurately detect production cycles without modi-
fying existing machinery, highlighting its potential for real-time
process monitoring and optimization.

Index Terms—Radar sensing, ROS2, data collection, machine
learning, production monitoring.

I. INTRODUCTION

The rapid development of Industry 4.0 has highlighted
the importance of data-driven manufacturing, where precise
monitoring of production processes is essential for optimizing
performance and ensuring efficiency. Traditional approaches
to production cycle tracking often rely on direct machine
integration, requiring physical modifications and additional
sensor installations. These solutions are not only costly but can
also lead to disruptions in manufacturing operations, requiring
re-certification of production lines.

To address these challenges, this paper presents a non-
invasive system for monitoring production cycles using a
combination of a pulse-coherent radar sensor and a camera.
Unlike conventional methods, the proposed approach does
not require any modifications to existing machinery, making
it highly scalable and adaptable to different manufacturing
setups. The primary objective is to develop an automated
system capable of detecting repetitive cycles in real-time using
radar data, thus providing valuable insights into production
efficiency without interfering with industrial workflows.

II. PULSE-COHERENT RADAR OVERVIEW

Pulse-coherent radar enables precise motion and distance
measurements by analyzing phase and amplitude variations in
reflected electromagnetic waves. This paper utilizes the Ac-
coneer Al11 radar sensor, which supports multiple acquisition
modes.

DOI 10.13164/eeict.2025.136

A. Principle of Operation

The Acconeer Alll emits electromagnetic pulses, which
reflect off objects and return to the sensor. By measuring
the time delay and phase shift, the radar determines distance
and motion. Coherent processing enables detection of small
displacements, making it effective for cycle tracking.

B. Radar Data Acquisition Modes

The radar supports several modes, each optimized for dif-
ferent applications:

o Envelope Mode — High-precision distance measurement,
ideal for detecting static and slow-moving objects.

e Sparse Mode — Captures motion with high temporal
resolution, allowing velocity estimation.

o IQ Mode - Provides complex in-phase (I) and quadrature
(Q) data, suitable for Doppler-based motion analysis.

« Power bins — Provides basic object presence information.
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Fig. 1. Example of Envelope mode output.

After evaluation, Envelope and Sparse modes were selected
as the most effective for detecting production cycles.

1) Envelope Mode: Envelope mode captures reflection am-
plitude across the detection range, providing high spatial
resolution. Initial testing at 10 Hz sampling was insufficient for
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tracking cycles, leading to an optimized 40 Hz rate, ensuring
consistent detection of moderate-speed objects.

2) Sparse Mode: Sparse mode provides reduced data den-
sity but higher temporal resolution, making it suitable for
tracking rapid motion. Two configurations were tested: 16
sweeps per frame at 90 Hz, prioritizing higher frequency,
and 32 sweeps per frame at 50 Hz, capturing finer motion
details. Sparse mode measures at 6 cm intervals but accumu-
lates multiple sweeps per frame, enabling high-speed motion
tracking. The 32-sweep configuration provided the best trade-
off between resolution and update rate [1].
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Fig. 2. Example of Sparse mode output.

C. Final Radar Configuration for Cycle Detection

The following radar configurations were used:

« Envelope Mode (40 Hz) — Optimized for detecting static
or slow-moving components.

o Sparse Mode (50 Hz, 32 sweeps per frame) — Captures
rapid motion changes and velocity estimation .

III. DESIGN AND FABRICATION OF A SENSOR HOLDER

A custom 3D-printed holder was designed to ensure precise
alignment and stable mounting of the radar sensor and cam-
era. Developed in Fusion 360, the holder was optimized for
robustness, ease of assembly, and tripod compatibility.

A. Design Requirements

The holder was designed to meet the following key require-
ments:

o Parallel alignment: Ensuring synchronized radar and
camera data capture.

o Stable mounting: Secure attachment to a tripod with
minimal vibrations.

« Cable management: Openings for organized routing of
power and data cables.

o Modularity: Easy assembly, disassembly, and modifica-
tion if needed.

B. CAD Modeling and 3D Printing

The radar sensor and camera were positioned as close as
possible while maintaining accessibility for mounting screws.
The optimal device spacing was determined to be 42.6 mm.
Key features of the 3D model include:

o Snap-fit slot for the Acconeer A111 radar sensor.

o Recessed compartment for the PCB and connectors.

e 1/47-20 UNC threaded hole for tripod mounting.

To ensure durability, the back wall thickness was set to 4
mm. Fig. 3 shows the final 3D model.

Fig. 3. 3D model of the sensor holder, designed in Fusion 360.

C. 3D Printing and Assembly

The holder was printed on an Original Prusa i3 MK3S+
using black PETG filament, selected for its durability and
slight flexibility. The key print parameters were:

o Layer height: 0.20 mm (optimized for a balance between

precision and print speed).

o Infill density: 15% (ensuring structural integrity while

minimizing material usage).

o Supports: Not required due to an optimized design.

The printing process was completed in approximately 3
hours, followed by minor post-processing, including refining
the tripod thread.

During assembly, the Acconeer Alll radar module was
securely snapped into its designated slot. The PCB was
mounted using M2 screws and 6 mm standoffs to ensure a
stable fit. The Arducam USB camera was carefully positioned
and fixed in place with M3 screws. To maintain a clean and
organized setup, all cables were routed through dedicated
openings. Finally, the entire assembly was mounted onto a
standard tripod, ensuring a stable platform for data collection.

D. Evaluation and Refinements

Initial testing confirmed proper alignment and stable oper-
ation. Several minor design improvements were implemented:

o Increased back wall thickness to 4 mm for improved
stability.
o Adjusted the snap-fit mechanism to simplify sensor in-
sertion and removal.
o Added an indentation for easier access to camera SCrews.
These refinements resulted in a durable and practical sensor
mount, suitable for long-term industrial monitoring applica-
tions.
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Fig. 4. Final assembled holder with radar sensor and camera.

IV. ROS2-BASED DATA COLLECTION SYSTEM

To ensure efficient and modular data acquisition, the system
was implemented within the ROS2 framework. This archi-
tecture enables seamless synchronization between radar and
camera data while facilitating real-time processing and storage.
The data collection system runs in a custom Docker container
and consists of two primary ROS2 nodes.

A. Docker-Based ROS2 Environment

To create a reproducible and portable development environ-
ment, a dedicated Docker container was designed for running
ROS2-based data acquisition. The container includes:

o ROS2 Jazzy - the latest ROS2 distribution.

o GStreamer and OpenCV - for handling video streams.

o Acconeer Exploration Tool — for direct radar commu-
nication.

o Custom Python environment — with dependencies for
radar data processing and visualization.

The Docker container ensures consistency across different
machines and allows deployment on embedded hardware plat-
forms without manual installation of dependencies.

B. Data Collection Nodes

The system consists of two primary ROS2 nodes responsible
for data acquisition and publishing:

¢ GSCam?2 node: This node captures and publishes image
data from the Arducam USB camera. The camera is set
to operate at 10 FPS and 1920x1080 resolution, and the
video stream is compressed to 640x360 resolution using
H.264 encoding for efficient transmission. The node is
configured to output images in JPEG format, making it
suitable for real-time processing and storage [2].

« Radar Reader Node: A custom ROS2 node developed
in Python using Acconeer’s SDK. It collects radar data
in real time and publishes it to a ROS2 topic. The node
supports both Envelope and Sparse mode.

Both nodes publish synchronized data streams, which are
recorded into ROS2 bag files for offline analysis.

Iradar_data

/image_raw

[radar_visualisation_live

| /fimage_raw/compressed l>
P 4

/radar_publisher

Jrosbag2_recorder

Iradar_session_info

[Icamera_info

Fig. 5. System architecture of radar and camera data acquisition in ROS2.

C. Automated System Launch

To streamline data collection, an XML-based launch file was
created to automatically start both ROS2 nodes with predefined
parameters. This configuration ensures proper synchronization
and allows rapid switching between different radar modes.

The launch file includes:

o Camera parameters (device ID, resolution, encoding
format).
o Radar configuration (serial port, range interval, update
rate, service mode).
¢ QoS settings to ensure reliable data transmission in real-
time applications.
The system’s modularity allows easy extension with addi-
tional sensors or data processing pipelines, making it adaptable
for various industrial monitoring applications [3], [4].

V. EXPERIMENTAL SETUP AND INITIAL MEASUREMENTS

To validate the proposed system and optimize radar pa-
rameters, a series of controlled experiments were conducted
to assess its ability to detect repetitive motion patterns. The
experiments included:

« Hand movement: Initial data acquisition testing.

¢ Pendulum motion: Cyclic motion for machine learning-
based cycle detection.

« Robotic arm: Industrial motion tracking with structured
and unstructured cycles.

o Industrial deployment: Real-world cycle measurement
in a manufacturing environment.

All experiments were conducted using both Envelope and
Sparse radar modes, with optimized sampling frequencies
based on preliminary findings.

A. Hand Movement and Pendulum Tests

The first tests involved simple hand movements over the
radar sensor to validate live data visualization and logging. A
real-time tool displayed radar responses, allowing immediate
assessment of signal quality.

Subsequently, a pendulum was introduced to generate pe-
riodic motion patterns. Data from 32 recorded cycles were
annotated and used to train a YOLOv8 model for cycle detec-
tion. The model successfully identified all cycles, confirming
the radar’s capability to detect repetitive motion [5].
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Fig. 6. Example of YOLO-based cycle detection on radar heatmap.

B. Robotic Arm Motion Analysis

To further validate the system, a robotic arm was pro-
grammed to execute both repetitive and irregular motions.

¢ Cyclic movements: The system reliably detected repeti-
tive robotic arm actions.

o Irregular sequences: More complex radar responses
were observed, requiring additional filtering to distinguish
structured patterns from noise.

C. Industrial Deployment

The system was tested in a real manufacturing setting across
three use cases:

o Simple container movement: Monitoring repeated box
movements.

« Drilling station: Detecting operator-initiated cycles with
variable timing.

e 6-Axis robot workstation: Observing automated pick-
and-place operations.

Radar-based cycle detection successfully identified struc-
tured movements, demonstrating its potential for non-invasive
monitoring in industrial environments.

Fig. 7. Setup of industrial deployment experiment.

VI. DETECTION OF UNKNOWN PATTERNS USING MATRIX
PROFILE

To improve the flexibility of repetitive cycle detection, the
Matrix Profile method was explored. This technique, based
on the Mueen-Keogh (MK) algorithm, enables unsupervised
discovery of repeated motifs in time series without prior
knowledge, making it ideal for industrial scenarios with vary-
ing cycle lengths.

A. Radar Signal Transformation and Motif Extraction

Radar data in the form of 2D heatmaps was first converted
into a 1D signal by averaging column-wise pixel intensities.
Using the Python STUMPY library, the Matrix Profile was
computed over this signal with an adaptive window length.
Motifs were identified as the most similar subsequences,
revealing repeated cycle patterns.

These patterns serve as additional inputs for subsequent
classification models, complementing visual detection ap-
proaches and improving robustness in noisy environments [6],

[7].
VII. CONCLUSION AND FUTURE WORK

This paper introduced a modular system for non-invasive
detection of repetitive manufacturing cycles using radar sens-
ing and ROS2-based data acquisition. Combined with YOLO-
based cycle detection on radar heatmaps, the system demon-
strated accurate performance in both lab and industrial settings.

A second, unsupervised approach was explored using Ma-
trix Profile to identify repeating motifs from radar time series.
This opens the door for hybrid detection pipelines, combining
deep learning with pattern discovery.

Future development will focus on deploying the detection
logic as a ROS2 node with real-time processing and CNN-
based classification of motifs. Emphasis will also be placed
on optimizing models for embedded platforms and extending
adaptability across different manufacturing lines.
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Abstract — Regulation of gene expression represents a complex
process that monitors the requirements of cells for specific gene
products and adjusts their production accordingly. Each stage of
gene expression employs different regulatory mechanisms. Here,
we pay attention to post-transcriptional regulation by non-coding
genomic elements - small RNAs (SRNASs). The aim is to address the
problem of missing structural annotations of SRNA genes that play
a key role in the rapid response of bacterial cells to stress
conditions. For these purposes, we analyse the transcriptomic data
of Caldimonas thermodepolymerans DSM 153447, a promising
adept for industrial biotechnology applications, especially for
producing polyhydroxyalkanoates (PHA). Analysis of the RNA-
Seq data results in a list of predicted SRNAs. Furthermore, the
association of these regulatory elements with specific genes is
indicated using loci information and sRNA gene co-expression
analysis. Finally, SRNA expression analysis was performed to
reveal the relationship of SRNA regulation to genes involved in
PHA metabolism.

Keywords — polyhydroxyalkanoates, RNA-Seq, Caldimonas
thermodepolymerans, expression analysis, small RNA

. INTRODUCTION

Bacterial small RNAs (sRNAs) are non-coding (in most
cases) regulators of gene expression, specifically post-
transcriptional regulators. The RNA-RNA interaction between
SRNAs and mRNA molecules, i.e., their targets, is affecting the
subsequent translation process of these mMRNAs into proteins.
There are multiple regulatory mechanisms employed by SRNAs,
such as transcription attenuation, transcription interference,
direct binding to RBS (Ribosome Binding Site), and/or
enhancement of translation by making RBS accessible [1].
Generally, sRNAs can be distinguished into two classes,
activators and/or repressors of translation. Activating SRNAs,
upon interaction with the target mRNA, promote the translation
process, while repressing SRNAs (more common) inhibit the
translation of the target mRNA into a protein.

The post-transcriptional regulation by sRNAs helps an
organism quickly adapt its metabolism according to
environment and/or stress conditions [2]. Thus, the regulation of
small RNAs represents one of many layers of bacterial

This work has been supported by grant project FCH/FEKT-J-25-8798.
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regulatory processes, and its study can further deepen one’s
understanding of how bacteria respond to specific conditions.

Small RNAs can be of two types depending on their locus
relative to the target molecule, affecting the RNA-RNA
interaction. Cis-encoded SRNAs are transcribed from the
opposite strand as their target, so their sequences partially
overlap. Therefore, this shared sequence of the cis-encoded
SRNA and its target act as their binding site, which is perfectly
complementary.

Trans-encoded SRNAs are expressed from complete
intergenic regions (IGRs), so unlike cis-encoded sSRNAs, they
do not overlap any genomic element on the opposite strand. This
results in imperfect complementarity between trans-sRNA and
its target. Furthermore, the imperfect base pairing allows trans
SRNA to regulate several targets. However, due to the limited
base pairing between trans SRNA and its target, the RNA-RNA
interaction requires the assistance of RNA-binding proteins,
such as Hfq or ProQ [3].

The latest research shows that SRNAs can be predicted from
RNA sequencing (RNA-Seq) [4]. RNA-Seq [5] is a technology
to study genome-wide gene expression, i.e., the whole
transcriptome of an organism. This set of all expressed genes,
i.e., transcripts, includes coding genes whose product is a protein
and non-coding genes whose final product is a functional RNA,
e.g., tRNA, rRNA. In addition to the information about which
genes are transcribed, RNA-Seq also provides a transcription
quantification of expressed genes. Thanks to this, one can
observe how the gene expression of an organism changes under
different conditions and/or over time and thus understand
changes in the transcriptome compared to the behavior of an
organism (phenotype).

While the annotation of bacterial coding genes and even
some types of non-coding genes (tRNAs and rRNAs) are
available in high quality, the annotation of SRNAs is still lagging
and is rarely included in automatic annotation pipelines. The
limitation lies in unknown orthologues for many sRNAs,
causing our inability to predict them directly from the genome



sequence. Since the expected number of SRNA genes in bacteria
is in the hundreds per genome [2], the genome-wide technique,
RNA-Seq, accompanied by subsequent computational analyses
represents an appropriate procedure for their prediction.

Current environmental issues include pollution with
plastics. Their versatile properties make them an essential part
of our daily lives, and the inexpensive production process
causes them to be overproduced compared to other greener
alternatives. This issue cannot be solved by recycling as most
plastics are made of composites and, therefore, are
inappropriate for recycling. Most physical and chemical
recycling scenarios reduce the quality and safety of the recycled
materials [6].

Polyhydroxyalkanoates  (PHAs) are biodegradable,
biocompatible, and, above all, renewable materials that have
the potential for use in many industries. They are naturally
produced and accumulated by microorganisms as a storage of
carbon and energy. Due to their properties, PHASs are promising
polymers for the replacement of fossil fuel-based plastics. The
main problem is the high production cost, which makes them
uncompetitive with petroleum-based plastics [7]. While
biopolymers alone may not completely solve global plastic
pollution by replacing synthetic polymers in all applications,
they can be strategically applied in areas such as biomedicine
or in specific single-use products like PHA. To address these
economic challenges, the NGIB — Next Generation Industrial
Biotechnology concept [8][9] brings the idea of using waste
substrates and/or using extremophilic microorganisms for the
production of PHA.

An interesting adept is Caldimonas thermodepolymerans,
formerly known as Schlegelella thermodepolymerans is a
moderately thermophilic bacterium isolated in 2003 [10]. It can
accumulate a significant amount of the most abundant PHA,
poly3-hydroxybutyrate P(3HB), up to 87% w/w of CDM [11].
Moreover, the preferable sugar for C. thermodepolymerans is
xylose over other sugars which is advantageous for the
industrial production of PHA from different lignocellulose-
based resources [11]. C. thermodepolymerans is a non-
sporulating gram-negative bacterium which is also a benefit for
biotechnological processes.

Il. MATERIALS AND METHODS
A. Cultivation

The bacterium was cultivated in two steps. In the first part
of the cultivation, a nutritionally rich medium (Nutrient broth)
was used (100 mL Erlenmeyer flasks, filling 50%). This phase
entailed 20 h at 50 °C and constantly shaking at 180 rpm.
Subsequently, for the production phase, mineral medium was
used (9.0 g/L Na2HPO4-12 H20, 1.5 g/L KH2PO4, 1.0 g/L
NH4CI, 0.2 g/ MgS04-7 H20, 0.02 g/L CaCI2-2 H20, 0.0012
g/L Fe(ll11)NHdcitrate, 0.5 g/L yeast extract) with 20 g/L carbon
sources (cellobiose, glucose, xylose) and trace element solution
(50.0 g/L EDTA, 13.8 g/L FeCl3-6 H20, 0.84 g/L ZnCI2, 0.13
g/L CuCI2-2 H20, 0.1 g/L CoCI2-6 H20, 0.016 g/L MnCI2-6
H20, 0.1 g/L H3BO3, dissolved in distilled water) and 5% v/v
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of culture from complex medium (250 mL Erlenmeyer flasks,
filling 40%). This part of the cultivation took 72 h, also at 50
°C and constantly shaking at 180 rpm.

Triplicates of biomass samples (3 x 10 mL) were
determined gravimetrically (dried at 80 °C until constant
weight was obtained). The biomass was centrifuged (6 000 x g,
5 min), then washed with 10 mL distilled water, and centrifuged
again. The supernatant was discarded, and the pellet of biomass
was dried to constant weight. PHA content in dry biomass was
determined by gas chromatography with a flame ionization
detector.

The graph in Fig. 1 shows the growth and production of
PHB by the bacterium during cultivation, with error bars
representing the standard deviation from three biological
replicates.
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Fig. 1. Growth and PHB production of C. thermodepolymerans DSM 15344,

18h 24h 36h 42h 66h 72h

B. RNA extraction and sequencing

RNA isolation followed an optimized extraction protocol
consisting of a combination of procedures focused on RNA
isolation, where the crucial point was addition of 1 mL of TRIzol
per 40 mg of wet biomass followed by incubation for 5 min to
permit complete dissociation of the nucleoproteins complex.
Then, 0.1 mL of 1-bromo-3-chloropropane per 1 mL of
TRIzoI™ Reagent used for cell lysis was added, and the tube
was securely capped and incubated for 2-3 min at room
temperature. Afterwards, the samples were centrifuged at
11,000 x g at 4 °C for 15 min. Subsequently, the supernatant
containing the RNA was transferred to a new tube where 70 v/v
% EtOH was added at a ratio 1:1. Then, the samples were
transferred to spin columns and the procedure continued
according to the manual of the NucleoSpin RNA Plus isolation
kit (Macherey-Nagel) with washing and drying steps of silica
membrane and elution of RNA that were stored at —80 °C till the
sequencing. Ribodepletion was performed with RiboCop rRNA
Depletion Kit for Bacteria Mixed bacterial samples (Lexogen,
AT). Strand-specific sequencing libraries were prepared with
NEBNext Ultra Il Directional RNA Library Prep Kit (New
England Biolabs, USA) and sequenced with Illumina
NextSeq550 to produce reversely stranded reads. Unique
Molecular Identifiers (UMIs) were added using xGen Duplex
Seq Adapters (IDT, USA). The transcriptomic dataset thus
consists of 8 samples corresponding to 8 time points during the



cultivation of Caldimonas thermodepolymerans DSM 153447
on xylose. Each of the time points was measured in three
biological replicates resulting in 24 samples. Sample names of
relevant time points are summarized in Table I.

TABLE I. RNA-SEQ SAMPLES
Sample 10- | 13- | 16- | 19- | 22-
name 1-314-6 | 791 5 15 | 18 | 21 | 24

Time | Oh | 6h | 18h | 24h | 36h | 42h | 66h | 72h

C. Small RNAs prediction

RNA-Seq reads were mapped to the complete reference
genome of C. thermodepolymerans DSM 153447 [12], followed
by sequencing depth analysis. The SRNA prediction was done
using baerhunter tool [13]. The mean of normalized gene
sequencing depth using the sizeFactors function of the DESeq2
package [14] was used as the high_cut_off threshold with value
of 31. Other thresholds remained set to default. Further, a count
table containing quantity of reads that mapped to each gene,
including newly predicted SRNAs, was generated with
baerhunter along with featureCounts, R Subreads [15] package.

D. PHA-related small RNAs selection

From the list of predicted sRNAs, relation to PHA
metabolism was inferred using either loci information or co-
expression analysis. Considered PHA-related genes are
summarized in Table Il according to [16]. Predicted sSRNA
sequences that overlapped in some way with any of the listed
genes were considered PHA-related cis-encoded sRNAs.

Similarities in expression profiles were used to search for
trans-encoded sRNAs related to PHA metabolism. The co-
expression analysis was performed using the WGCNA
(weighted gene co-expression network analysis) package [17].
Significant correlations (positive or negative — unsigned
network type) between expression profiles of genomic elements
clustered genes of PHA metabolism and predicted SRNA genes
into different groups. These trans-encoded sSRNAs that were
classified in the same group as the above-mentioned PHA-
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related genes are further proposed to regulate this PHA
metabolism.

TABLE 1. GENES INVOLVED IN PHA METABOLISM OF C.
THERMODEPOLYMERANS 153447,
r?:nqz Locus tag Start End Strand
phazZi | 1S481_07130 | 1487934 | 1489175 -
phaP | 1S481_07490 | 1592081 | 1592638 -
phaR | 1S481_08360 | 1778868 | 1779455 +
phaC | 1S481_08630 | 1827923 | 1829620 +
phaA | 1S481_08635 | 1829672 | 1830850 +
phbB | 1S481_08640 | 1830969 | 1831706 +
phaze | 1S481_15185 | 3219150 | 3220631 -

E. Analysis of expression profiles

Changes in expression profiles of PHA-related genes and
SRNA genes were obtained with expression analysis performed
with the DESeq?2 package [14]. Heatmaps were generated using
the pheatmap package [18].

I1l. RESULTS AND DISCUSSION
A. Putative small RNAs

Overall, 736 sRNA sequences were predicted from
intergenic  regions (IGRs) in the genome of C.
thermodepolymerans. Predictions that overlapped any annotated
element on the opposite strand were marked as cis-encoded
SRNA, and out of 736, this bacterial genome possesses 731
SRNAs of this type. The remaining five predictions were
assigned to trans-encoded SRNAs located in complete IGR.

The heatmap from expression analysis of all predicted SRNA
genes is shown in Fig. 2. Rows represent the expression profile
of each sRNA through all time points shown in columns. A
relative expression of SRNA genes across samples is encoded by
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Expression profiles of SRNA genes in C. thermodepolymerans.



Z-score visualized by a colour scale. Shades of red represent
above-average expression of SRNA in a particular sample (time
point) relative to its expression across all samples. Contrarily,
shades of blue mean below-average expression compared to
other samples. The white colour then represents the average
expression at a given time. The dark red or dark blue colour
suggests differentially expressed (but were not statistically
tested) SRNA genes compared to other conditions.

Hierarchical clustering on sRNA genes (rows) was
performed, and thus clusters of similar expression profiles are
visible. The vast majority of SRNAs are less expressed at the
beginning of the culture time (Oh and 6h). Further, their
expression grows and peaks above average at the 24-hour time
point, and from now the expression tends to average again
during the following 2-time points. At the time of 66h, the
expression below average again prevails. Finally, at the end of
culture, the expression of SRNAs rises again above average, in
some cases even reaching the maximum value.

Small clusters of SRNA genes show strong expressions
(dark red) at different stages of cultivation, specifically Oh, 6h,
36h, and 72h. These suggest activations of stress response
pathways specific to the stage of cultivation. Further analyses
will reveal which pathways were activated and thus reveal the
functions of these SRNAs.

B. Small RNAs involved in PHA metabolism

Due to the great industrial potential of C.
thermodepolymerans, primarily PHA production, attention was
paid to PHA metabolism. Predicted sRNAs that were either
directly or indirectly assigned to genes involved in PHA
metabolism are summarized in Table I1I.

Similar to the previous section, a heat map of expression
profiles is shown in Figure 3, but this time it includes only genes

5] (7]

-
B
B
LN

related to PHA metabolism and the associated SRNAs from
Table I1I.

TABLE IlI. PHA-RELATED SMALL RNA GENES.
SRNA
Gene name Start End Strand
type
putative SRNA:76 | 414827 | 415113 - trans
putative_ SRNA:218 | 1184282 | 1184560 - trans
putative_sRNA:291 | 1581882 | 1582055 + trans
putative_sRNA:347 | 1830521 | 1831114 - cis
putative_sRNA:599 | 3219814 | 3220466 + cis
putative_ SRNA:637 | 3383652 | 3384012 - trans

Two sRNAs were found to overlap two resp., three genes
from Table I, therefore, are listed and assigned to the cis-
encoded type. Putative_sRNA:347 overlaps phaCAB [11]
operon, more specifically with the phaA and phbB gene, and
thus appears to regulate the expression of the entire operon,
including the gene for PHA synthase, phaC. The second cis-
encoded sRNA, putative_ sRNA:599, overlaps and thus might
regulate the phaZe gene encoding for extracellular
depolymerase.

The trans-encoded sRNAs are assigned as PHA-related
genes thanks to the similarities in expression profiles.
Expression profiles in Fig. 3 show that putative SRNA:76 was
assigned to possibly regulate the phaZe gene but also tends to
cluster together with the phaP and phaZi genes. The only time
point where putative SRNA:76 and phaZe show more significant
differences is 42h, where SRNA is expressed above average and
at the same time, the phaZe gene is expressed less than in other
samples. This might conclude that this SRNA acts as a post-

putative_sRMNA:599 I 2

phaR 1
putative_sRMNA:637 0

phaZe
-1

- putative_sRMNA:76 I

m -
;-

putative_sRMNA:291
phaC
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putative_sRMNA:347

putative_sRMNA:218

Fig. 3.

Oh 6h

18h 24h 36h 42h 66h 72h

Expression profiles of genes involved in PHA metabolism along with assigned
SRNA genes.
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transcriptional repressor of phaZe and at the time of 42h is
repressing the production of extracellular depolymerase.

The putative_sRNA:218 was assigned again to phaZe, but
this time seems to regulate the extracellular depolymerase in
earlier stages of cultivation, specifically 0-24h. This might also
be a post-transcriptional repression.

The last SRNA that was marked as related to phaZze is
putative_sRNA:291. The most significant expressions of both
genes are related to the last time point representing the stationary
phase, and their expressions are opposite. The conclusion is
similar to previous ones, but in this case, we can only guess
whether increased expression of SRNA would cause a decrease
in the expression of phaZe.

The only trans-encoded sRNA related to phaCAB operon is
putative_sSRNA:637. Its expression peaks at the start of the
cultivation and might enhance the expression of the phaCAB
operon at the inoculum phase.

IVV. CONCLUSIONS A FURTHER PERSPECTIVES

The transcription in IGRs revealed a high abundance of non-
coding regulatory elements that remained hidden due to the lack
of annotations and even awareness of their existence. The
analysis of predicted SRNA genes was mainly devoted to PHA
metabolism in Caldimonas thermodepolymerans DSM 153447,
Out of 736 predicted SRNAs, six candidates were suggested as
PHA-related, either trans-encoded or cis-encoded. Their
expression profiles were compared with expression profiles of
genes involved in PHA metabolism, and the regulation type was
proposed. Further steps will include the statistical testing for
differential expression of genes/sRNA genes followed by the
GO enrichment analysis to understand the events at each time
point and/or assign a function to predicted SRNAs. In the follow-
up research, the PHA-related SRNAs will be analysed in a wet
laboratory to experimentally verify the in silico approach.
Successfully validated SRNA genes will be subjected to genetic
engineering tools to increase the production of PHA bacteria and
thereby enhance its biotechnological potential.
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Abstract—This paper addresses the problem of audio de-
clipping, which occurs when audio signals exceed a certain
level, causing distortion and loss of information. To enhance
existing methods, we propose a novel solution combining deep
unfolding with the Douglas—Rachford algorithm (DRA) within
an optimization framework, offering a blend of deep learning
and optimization. The declipping problem is formulated as an
optimization task that aims to recover the original signal by
minimizing sparsity in the time-frequency domain. Qur approach
transforms each iteration of DRA into a layer of a neural net-
work, optimizing parameters based on training data. Experimen-
tal results demonstrate that the unrolled DRA (uDRA) achieves
short inference time compared to classical declipping methods,
although it does not yet match them in terms of restoration
quality. This work highlights the potential of deep unfolding for
efficient audio declipping, with future improvements needed to
capture the complexities of audio distortion more effectively.

Index Terms—audio inverse problems, deep unfolding, un-
rolling, declipping

I. INTRODUCTION

Saturation is a common type of nonlinear audio degrada-
tion where the signal amplitude above a certain threshold is
truncated. This results in harsh artifacts and a reduction of the
dynamic range. Even when the distortion is intentional, such
as in guitar effects, we usually seek to recover the lost signal
information. The process of restoring a signal from its clipped
observation is known as declipping.

The first approaches to solving such a task were model-
based, assuming and forcing certain physical properties of the
signal in the related inverse problem. The sparsity of audio
signals in the time-frequency domain of the discrete Gabor
transform (DGT) has achieved the state-of-the-art performance
[1]-[6]. Despite their good performance, the major drawback
of model-based algorithms is their very slow inference and
still not plausible results for high distortion [7].

The era of data-based processing introduced many new, suc-
cessful algorithms for solving audio inverse problems. Their
strength is largely due to the availability of extensive training
data and shorter inference times compared to traditional digital
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signal processing (DSP) techniques. However, neural networks
lack higher interpretability, operate as black box mappers from
distorted to clean signals, and often fail on unseen data.

Generative probabilistic models solve the inverse problem
from the Bayesian perspective and have very good perceptual
results [8]-[10], since they want to restore the signal to
be in high density regions based on distorted observation.
Despite the good perceptual results, the high-end GPU is
needed for the comparable inference time with traditional DSP
methods [9], which makes them also relatively slow.

The deep unfolding (DU), also known as algorithm un-
rolling, bridges model-based and data-driven approaches by
transforming classical iterative optimization algorithms into
structured neural networks with learnable parameters [7], [11].
This framework not only enhances computational efficiency
but also enables data-driven adaptation while maintaining
interpretability. A conceptually similar approach is found in
Plug-and-Play (PnP) methods, which incorporate advanced
denoising priors within iterative optimization schemes to solve
inverse problems [12]-[14]. Both DU and PnP exploit the
iterative nature of optimization, demonstrating how classical
techniques can be enhanced by modern learning-based com-
ponents.

Despite relatively large research regarding DU in image
processing [15]-[17], to the best knowledge of the author, the
DU is underexplored in the audio inverse problems [18]—-[20],
especially for nonlinear problems. In this paper the Douglas—
Rachford algorithm (DRA) will be unrolled for the audio
declipping task, where we expect that trainable parameters of
DRA will enhance the success of the algorithm.

The rest of the paper is organized as follows. Section II
formulates the problem and DU for the minimization problem.
In Section III training and evaluation of the unrolled network
are described. In the Section IV the performance of the
modified algorithm and future improvements for the unfolding
framework are discussed.

II. METHOD

A. Problem Formulation

Let x be an undistorted audio signal of length NN, and
consider a nonlinear distortion known as hard clipping with
a threshold 6 € [0,1]. The hard clipping operation can be
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expressed as the following element-wise mapping function
fg (X) —Yy:
if |z,| <6

1
if |x,| > 6. o

—_ xn
"=, sgn(zy,)
To formalize the declipping problem, we define three dis-
joint index sets: R (reliable samples) corresponding to values
that remain unchanged after clipping, H (high-clipped sam-
ples) corresponding to values that were clipped to +6, L (low-
clipped samples) corresponding to values that were clipped to
—40.
Using these sets, we may define the convex set I' € CP of
feasible solutions in the time-frequency domain as

I' = {c| (De)(R) = y(R). (De)(H) > 6, (De)(L) < 6},
2)
The operator D is a synthesis operator, specifically the inverse
discrete Gabor transform (DGT). As the analysis operator, D*,
the forward DGT is used such that these two operators satisfy
the Parseval tight frame condition, ¢ = D*Dc, where c are
time-frequency coefficients.
The declipping problem is then formulated as the following
optimization problem:

argmcin||w®c||1 + tr(c), 3)

where the first term promotes sparsity in the transform domain
using a weighted ¢;-norm on the DGT coefficients ¢, and
tr(c) is the indicator function of the feasible set I', enforcing
consistency with the observed clipped signal. This formulation
is based on the assumption that the ¢;-norm of the DGT
coefficients of the clean signal X is sparser than that of
the clipped signal y, making sparsity minimization a useful
constraint to recover the original signal.

B. Algorithmic solution

A well-known approach for solving problem (3) is the
DRA [21]. In this work, we consider a version of DRA tailored
to audio declipping, as proposed in [2].

Algorithm 1 Unfolded DRA
Require: initialiaze c(!) € CP, weights w € R”.
L layers (iterations), A=1, v > 0
1: forl=1,2,...,L do

3 1 = ¢ 4 A(softw (260 — W) — &)
return X = D¢

The projection step (line 2) ensures that the iterates remain
within the set of feasible solutions I'. It can be expressed as

projpe® = c¢® — D*(De® — proj;..(De®)), (@)

where projime is the projection operator in time domain
defined element-wise as

Yns for n € R,
(projlime(x))n = maX<97 xn)v for n € Ha (5)
min(—6,z,), forn € L.

Fig. 1. DRA scheme for nonlearned variant and for tied unfolded algorithm,
where 1) are shared between the layers.

Unfolded Douglas—Rachford algorithm

hr(:;9") Output

\ One layer s R
Fig. 2. Unfolded untied DRA with the detail of the first layer/iteration. The
projection and thresholding step corresponds to lines 2 and 3 in Alg. 1.

The thresholding step (line 3) applies a soft-thresholding
operator to promote sparsity in the DGT coefficients:

soft,w(c) = sgn(c) ® max(|c| — yw,0), (6)

where © is the Hadamard product. We can then write one
iteration as ct1) = h;(c() 4)), where 1 is the full set of
adjustable parameters (v, w) shared across the layers. This is
shown in Fig. 1.

C. Deep Unfolding

Despite the good objective results of the DRA, it has
two major drawbacks. It is quite difficult to set parameters
1 to achieve a good quality restoration, and a relatively
high number of iterations are needed to converge. The deep
unfolding aims to solve these two problems. It simplifies the
user’s choice by optimizing these parameters based on the
training data. It is reached by transforming each iteration into
a single neural network layer. Formally, we can see unfolding
as a composition of functions

) = hpohp_qo0---0hi(cW),

x = DeEHY = D(projpeEHY),

(7a)
(7b)

The parameters that are optimized are highlighted in red
in Alg. 1. Based on the design choice, we distinguish between
tied unrolling, with shared parameters along layers shown in
Fig. 1, and untied unrolling, where the parameters of each
layer are optimized separately, illustrated in Fig. 2 [18]. These
design choices are explained more in Sec. III
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III. EXPERIMENTS AND EVALUATION
A. Network architecture

We selected a limited number of layers to guarantee fast
inference, which is the main strength of the DU algorithm.
Based on the survey paper [7], L = 15 layers were chosen.
The setting of DGT and iDGT is the same as in [2]: FFT
length, ngy = 8192, hop size a = 2048, Hann window with
size m = 8192, and c(!) is always initialized with zeros.

B. Ablation study of learnable parameters

Firstly, the selection of learnable parameters was examined
before training on a larger dataset. A mono segment, approxi-
mately 6 seconds in length at 44.1 kHz, was chosen from the
MusicNet dataset train set [22]. This dataset consists of various
classical music ensembles. The value of ASDR (defined in
Sec. III-D) was examined, and the variant of weights with the
highest value was selected.

The parameter A\ was fixed to 1 for all experiments to
ensure algorithm stability. The parameters v and w in (6) were
examined, with the best initialization or system for computing
weights being tested. If + is optimized, then w is fixed, and
vice versa. For all experiments the untied version of DU was
used [7].

In the first set of experiments, v was optimized with a fixed
weighting vector w. The vector w was initially set to all-
ones and a parabola-based approach from [2] was applied.
However, these experiments did not lead to a significant
improvement against the baseline because optimizing only
is not expressive enough.

With v =1 fixed, the frequency weights w of coefficients
were optimized. Following the symmetry of the FFT, only
ngt/2+ 1 weights were optimized in one layer, then replicated
across the other half of the spectrum. This approach, however,
did not produce good results, as it was highly sensitive to each
frequency bin based on the training data.

To address this, the number of weighting bins was reduced
using critical bands, as introduced by Zwicker [23]. With
the simplified formulation [24], linearly spaced FFT bins are
mapped to 26 bins:

26.81f
1960 + f

This mapping implies that each Bark bin influences multiple
FFT bins based on the human auditory system. The optimized
Bark weights are then mapped back to the FFT bins. This
approach resulted in the highest ASDR value in this single-
signal study and was used in the proposed trained network.

Bark(f) = L - 0.53J . (8)

C. Training

The 15-layer network was trained on the entire training set
of MusicNet with a batch size of 4 and a segment length of
6 seconds for 50,000 iterations. The input signal-to-distortion
ratio (SDR) for signal distortion was randomly drawn from 1,
3,5, 7, and 10 dB for each batch. The network was optimized
using Adam [25] with a learning rate of 2-10~*. The selected

loss function was error-to-signal ratio (ESR) with high-pass
pre-emphasis filter as proposed in [26], to assign higher weight
to high-frequency content. The trained weights are shown in
Fig. 3. As seen in the figure, the mean of the weights for each
bin resembles a parabola shape, which was also shown to be
successful in [2]. The low values in the last critical bands (high
frequencies) do not follow the parabolic shape, likely because
these bands typically contain little signal content. As a result,
the optimizer may assign smaller weights to these regions, as
they have less perceptual impact on the overall signal.

T T T T T T
4F _
—
\_I/
=
B 2r ;
=
0 P P R T N B
) 10 15 20 25
Bark bin (-)
Fig. 3. Learned weights of uDRA in critical bands. The thick red line

represents the mean of all layers at a given bin.

D. Comparison with baselines

We compare our learned algorithm uDRA with unweighted
DRA and parabola-weighted DRA [2]. To compare the perfor-
mance, nonlearned algorithms were run with 1000 iterations,
as a region where the algorithm should converge and with
20 iterations to compare performance with similar processing
time as the learned algorithm.

For evaluation, 10 segments were chosen from the test set
of MusicNet. Objective metric ASDR is used.

The ASDR defines an improvement of SDR between
restored signal X and distorted signal y. The SZDR for
two signals is defined SDR(u,v) = 10log;, % then
ASDR = SDR(x,x) — SDR(x,y), where x is true target, X
is reconstructed and y is clipped signal [2]. The results are
presented in 4. We can see that our algorithm outperforms
classical algorithms if the number of iterations is similar, but
it does not outperform the algorithm if the number of iterations
reach the region of convergence.

E. Computational demands

The processing time of the algorithm is one of the strengths
of uDRA. Table I shows the mean and variance of processing
times for the algorithms computed on an Nvidia Geforce 4090
GPU and an i7-12700k CPU. The evaluation was performed
on the same set of 60 signals used for the objective evaluation.
As seen in the table, the inference times for 20 iterations of
non-learned DRA and the 15-layer uDRA are quite similar for
both the GPU and CPU, but objective results are better for the
learned uDRA as presented in III-D.
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DRA 1000
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uDRA 15 —

wDRA 1000

ASDR (dB)
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Fig. 4. The mean values of ASDR for tested algorithms on 10 signal
segments

TABLE I
PROCESSING TIME OF THE ALGORITHMS IN SECONDS

Method GPU CPU

DRA 1000 2.41+£0.03  252.13+£56.58
wDRA 1000 2.44+0.02 251.52467.83
DRA 20 0.10 £ 0.02 5.05 £ 0.06
wDRA 20 0.04 £0.01 5.09 £0.04
uDRA 15 0.12+0.03 3.85+0.03

F. Discussion

While the 15-layer uDRA network shows promising results,
the current configuration with only 390 parameters may not be
sufficient to fully capture the complexity of signal distortion.
Although the model performs well compared to classical
algorithms, increasing the parameter space could offer more
control over behavior of the system.

IV. CONCLUSION

In this article the deep unfolding of Douglas—Rachford
algorithm was applied for audio declipping. The method has
shown good performance in terms of objective metric. It
beats the classical algorithms in a comparable number of
iterations but it has not reached the perceptual quality of
the parabola-weighted DRA with the guaranteed number of
steps for convergence. However, we hope that a more complex
neural network which would replace the one of the steps will
solve this problem.
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Abstract—This paper introduces an audio effect (FX) plug-
in module capable of processing the input signal with several
common types of audio manipulation within up to 30 individual
bands. The advantage of the proposed implementation lies mostly
in its versatility, with potential applications ranging from simple
delay up to spatial simulations, such as reverb. Unlike the existing
commercial solutions that typically split the input signal into
a fixed set of frequency bands, the proposed FX processes
the input signal in parallel across all bands, with each band
applying optional filtering and other processing independently.
The proposed FX was implemented using the C++ programming
language and the JUCE framework.

Index Terms—digital audio effect, filter, delay line, low-
frequency oscillator, sample interpolation, C++, JUCE

I. INTRODUCTION

For nearly three decades, digital audio effects have served
as powerful alternatives to analog and digital hardware-based
solutions. The primary objective of such devices is to enable
users to process audio signals in the desired manner with a
minimal effort, including the audio effect (FX) proposed in this
paper. They usually represent a more affordable way to process
audio, while maintaining high-quality results. In general, FXs
can be categorised by the resulting effect they have on the
input signal, such as:

« time-based effects (delay, chorus, flanger),

o dynamic effects (compressor, limiter, expander),
o modulation effects (tremolo, vibrato),

o distortion effects (overdrive, distortion, fuzz) [1].

The proposed FX plug-in implementation represents a combi-
nation of multiple categories mentioned above.

There are several commercial products similar to the pro-
posed FX plug-in. The most notable one is Spektral Delay’
(Native Instruments) released in 2001, which also served as
the initial inspiration for the proposed FX. Another notable FX
plug-in is Sage | Spectral Delay (Puremagnetik) [2], which,
according to the developers, was also inspired by Spektral
Delay?. Other alternatives include MXXX (MeldaProduction)
[3], SpecOps (Unfiltered Audio) [4], and Multipass (Kilo-
Hearts) [5]. All of these products represent possible solutions

!'Spektral Delay has been discontinued, and its description is no longer
available on the Native Instruments website. However, some information about
this product can still be found in internet archives.

2Sage | Spectral Delay was released after the implementation presented in
this paper was finished.
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for users who want to process audio with a more creative
approach. Although these products offer similar functionality,
the choice ultimately depends on the user’s specific needs,
including complexity, workflow, and other factors. For that
reason, it is not possible to define one of the choices as state-
of-the-art. The price range of these FX plug-ins is €35—€999
at the time of writing of this paper.

It is important to note that there are distinct differences
between the devices mentioned and the FX plug-in proposed
in this paper. The key difference lies in the principle of the
input signal distribution between the individual bands. Similar
FX plug-ins typically use the Fast Fourier Transform (FFT)
algorithm to divide the input signal into individual frequency
bands. In contrast, the implementation proposed in this paper
uses an infinite impulse response (IIR) filter inside each of the
individual bands’ processing chains. As a result, this means
that depending on the filter settings in each individual band,
their output signal can overlap in the frequency domain. The
outcome of this decision is that processing audio with the
proposed FX plug-in will yield results with a different timbre.
The aim was to provide a creative tool for spectral sound
shaping that differs from existing solutions.

The purpose of this paper is to propose a powerful FX
plug-in capable of creating complex sound timbres while
maintaining ease of use. The plug-in is implemented using
the C++ programming language and the JUCE framework
[6], which is commonly used in the field of audio software
development. The core of the algorithms were implemented
mainly according to [1] and [7]. The source code for the plug-
in, as well as the compiled version in the VST3 format, which
is supported by most digital audio workstations (DAW), can
be found in the following GitHub repository.>.

This paper is organized as follows. Section II presents
the methodology and key components of the implementation.
Section III discusses a series of experiments conducted using
the proposed FX plug-in, highlighting the most representative
examples of the various effects achievable with the proposed
implementation. Additional examples, including audio files,
can be found in the dedicated GitHub repository. Section IV
evaluates the proposed FX plug-in and concludes the paper.
This paper is a continuation of the previous work presented

3https://github.com/David- Leitgeb/multipurpose- dfx
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in [[8], which introduced a Matlab prototype of the proposed
FX plug-in, later reimplemented in C++ and further extended
into the form presented in this paper.

II. METHODS

The following section contains a brief overview of the
approaches used during the implementation process of the pro-
posed FX plug-in. The complete source code with comments
and the VST3 build of the FX plug-in can be found in the
GitHub repository.

A. FX structure

Fig.[T] provides an overview of all the components included
in the plug-in and their routing. The proposed FX plug-in
incorporates the following signal processing methods:

o gain adjustment, « low-frequency oscillator,

« frequency filtering, o feed-forward signal

e delay line with sample path,

interpolation, e mix control.

e panorama,

The proposed FX plug-in consists of 30 individual bands,
each with a set of user-adjustable parameters. Every band con-
tains the components listed above. The routing details between
these components are illustrated in Fig[T} It is important to
mention once again that all the bands use the same signal as
its input.

B. Filter

The first stage of signal processing applied to each indi-
vidual band is filtering. Such systems can be implemented
using various approaches, each with its own advantages and
disadvantages. Two notable examples are infinite impulse
response (IIR) and finite impulse response (FIR) filters. Digital
signal processing (DSP) frameworks, such as JUCE, often
provide this functionality by default. However, the proposed
FX plug-in utilizes an IIR filter due to its lower computational
requirements compared to FIR filters. Its implementation fol-
lows the approach described in [1].

This method uses the canonical second-order filter structure
shown in Fig.2. It was chosen for its simplicity, as the filter

Band 1 P
G Band 2 P
Bands 3-29 : :
1 ands 3-29 o Jop
in :
)
Band 30 P

,,,,,,,,,,,,,,,,,,,,,,,,,

Fig. 1. Signal flow of the proposed FX plug-in, where G is the gain, F is
the filter, D is the delay line, P is the panorama, and LFO1-LFO3 are the
low-frequency oscillators.

Fig. 2. Structure of a direct-form II second-order filter [1].

configuration is determined by calculating a set of coefficients.
This filter structure is defined by the following difference
equations [1]:

zp(n) = z(n) — arzp(n — 1) — agzp(n — 2), (D
y(n) = bozxp(n) + bizp(n — 1) + bezp(n —2). (2)

In these equations, by, b1, b2, a1, as are the calculated filter
coefficients. Solving these equations results in the following
transfer function:

. bo —+ b12*1 =+ b2272
14 aiz 4 agz2’

H(2) (3)
In summary, the coefficients are calculated based on the
parameters set by the user and subsequently applied in the
transfer function.

The resulting type of filter depends on the equations used
to calculate the coefficients. Seven types of filters can be
achieved:

o HP - Highpass,

¢ LS — Low-shelving,

« BP - Bandpass,

+ BR - Bandreject,

These filters are implemented as second-order filters. However,
the lowpass and highpass types can also be switched to their
first-order versions. In this case, the coefficients as, by are
simply set to zero.

o P — Peak,
« HS — High-shelving,
e LP — Lowpass.

C. Delay line

After modifying the input signal using the chosen frequency
filter, a delay is applied. The structure of the implemented
delay line is shown in Fig 3. This implementation was selected
for its versatility and was implemented according to [1]. As
shown in the figure, this structure uses three routes: feedfor-
ward, blend, and feedback. The advantage of this structure
lies in the variety of timbres that can be achieved depending
on the settings of the individual parameters. Digital delay
implementations use a technique called the circular buffer,
which is longer than a regular processing buffer (the length
of the circular buffer depends on the maximum achievable
delay time). Both writing to and reading from this buffer occur
simultaneously.
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Fig. 3. Structure of the implemented delay line [1].

Since the FX plug-in features delay time modulation, it
is crucial to implement some form of sample interpolation.
A digital audio signal is stored as a set of discrete samples.
With specific delay times and their modulation, a value be-
tween two consecutive samples is needed. If the delay time
were static, it would be possible to use the nearest existing
sample. However, with modulation, this approach would in-
troduce audible artifacts. For this reason, sample interpolation
must be used. Several types of sample interpolation exist, such
as linear, second-order polynomial, and cubic. The delay line
in the proposed FX plug-in utilizes second-order polynomial
sample interpolation. This type of interpolation works by
fitting a second-order polynomial to three consecutive samples.
The process, implemented according to [7], works as follows:
the three consecutive samples z[n — 1], z[n] and z[n + 1]
are known. The objective is to determine x within the region
of the middle sample. Assuming that all three samples lie on
a second-order polynomial, the interpolation can be expressed
as follows:

y[=1] = c2(0 = 1) + c1(0 = 1) + co,
y[0] = c20% + ¢10 + o, )
y[1] = c2(041)* + ¢1(0 + 1) + co.
The values y[—1], y[0], and y[1] correspond to the input
samples z[n — 1], z[n], and z[n + 1]. The coefficients cg,
c1, and ¢y are calculated as follows:
co = y[0],
cr = (y[1] - y[=1])/2, (5
c2 = (y[1] — 2y[0] + y[-1])/2.

The resulting interpolated value of the given sample can be
calculated as:

z(t) =y(r) = co? + 17 + ¢, (6)

where 7 = t — n corresponds to the position of the given
sample.

D. Low-frequency oscillator

Another essential component of the proposed FX plug-in
is the low-frequency oscillator (LFO). This type of oscillator
typically generates a signal with a frequency up to 20Hz.
The output signal is then used to modulate the values of the
selected parameters. The proposed FX plug-in provides the
user with three LFOs, each capable of generating a signal
within the specified frequency range and with the following

waveforms: sine, triangle, square, saw and sample&hold. The
frequency of the LFO signal is commonly referred to as the
rate parameter. In the proposed FX plug-in, it can be specified
either in Hz or in note lengths. The LFO signal can be used
to modulate the following parameters:
« filter cutoff frequency,
o delay length,

e panorama,
e gain.

During the implementation process, an issue had to be
addressed: digitally generated signals can exhibit infinitely
short transitions between individual values, resulting in signif-
icant amplitudes of higher harmonics at very high frequencies,
which can cause aliasing. Using such signals would intro-
duce audible artifacts. Because of this, a lowpass filter was
applied to the LFO output. Several cutoff frequencies were
tested (see Fig.4) to find the right balance between reducing
sudden changes in the signal and still resembling the original
waveform. A cutoff frequency of 500 Hz was chosen, allowing
the preservation of nearly 20 harmonics of the output signal
for the highest LFO frequency.

Another issue that had to be addressed during the imple-
mentation process was time alignment with the DAW. As
mentioned previously, the delay time can be specified in note
lengths. The beats per minute (BPM) value is retrieved from
the DAW, which means that calculating the correct delay time
was not a problem. However, the challenge was to ensure
proper time alignment with other tracks in the DAW. This issue
was resolved by retrieving the song position pointer (SPP) and
checking whether playback is active. The LFO phase is then
adjusted accordingly.

E. Performance optimization

During the implementation process, several performance
issues were addressed, as they had an impact on the overall
performance of the FX plug-in. The simplest optimization
was to ensure that no processing was performed for in-
active bands. Another optimization method involved using
the juce::dsp::AudioBlock class, which significantly
reduced the number of times data are copied in the memory.
Instead of duplicating the data, a reference to the buffer
stored in memory is passed and rewritten. This approach
was applied wherever possible. Additionally, a modulation

LFO output signal comparison
T T

- ---no filter

Sample value [FS]

1. . .
0 0.05 0.1 0.15
Time [s]

Fig. 4. Comparison of three LFO output signals.
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update control was added. The value of this parameter can
be adjusted by the user in the graphical user interface (GUI),
depending on the scenario. This parameter defines the number
of samples after which the modulation is updated. Rather
than calculating the modulations on a sample-by-sample basis,
the update interval can be extended to reduce the number of
calculations. In practice, this means that the parameter can be
set to a higher value, which may potentially introduce some
artifacts. However, during export, this value can be set to one
to ensure the highest possible quality of the output signal.

F. Presets

The final component implemented in the proposed FX plug-
in was preset management. The implementation was done
according to [9]. This system enhanced the workflow by pro-
viding an organized way to manage presets, making it easier
to work with the plug-in and perform tests. Each experiment
presented in the following section has its own preset file, which
can be downloaded from the GitHub repository.

III. EXPERIMENTS

This section presents a selection of experiments prepared
using the proposed FX plug-in. The following text provides
only essential information, while the complete parameter val-
ues used in these examples can be found alongside the full
collection of experiments on the dedicated GitHub page.* The
examples are available as corresponding sets of . pdf, .wav,
and .preset files, which can also be downloaded from the
GitHub repository.

A. Filter

The first example included in this paper focuses on the
implementation of frequency filters. The frequency response
of a bandreject filter with a center frequency of 1 kHz and a Q
factor of 0.5 is shown in Fig.5.

B. Delay line

The next two experiments explore the capabilities of the
implemented delay line. The first example demonstrates the
vibrato effect. Here, a 1 kHz sine wave is used as the input
signal, with the delay time modulated by a sine wave LFO.
This modulation results in a pitch oscillation, which is visible
in the included spectrogram (see Fig. 6).

The second example illustrates the formation of a comb
filter, achieved by slightly delaying a signal and summing it
with the original input. The structure of the implemented delay
line allows for the creation of both IIR and FIR comb filters.
The frequency response of the FIR type is shown in Fig.7,
while both types are available as examples on the GitHub
page and in the repository.

C. Low-frequency oscillator

The next example demonstrates a possible use of the LFO.
In this case, a saw wave LFO signal modulates the center
frequency of a bandpass filter. White noise is used as the input
signal, and the resulting spectrogram is shown in Fig. 8.

“https://david-leitgeb. github.io/multipurpose-dfx/
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Fig. 5. Frequency response of the bandreject filter.
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Fig. 6. Spectrogram of the vibrato effect.
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Fig. 7. Frequency response of the comb filter.

D. Sample interpolation

This example highlights the importance of the sample
interpolation implemented in the proposed FX plug-in. Fig.9
shows the waveform of the output signal both with and without
second-order polynomial interpolation. For this experiment,
a 1 kHz sine wave is used as the input signal. As shown in
the figure, second-order polynomial interpolation eliminates
abrupt changes in the waveform, which significantly reduces
artifacts.

E. Panorama

The following example illustrates the functionality of the
panorama parameter, which is modulated by a sine wave
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Bandpass center frequency modulation (saw wave)
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Fig. 8. Spectrogram of the bandpass filter modulated by the LFO.
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Fig. 9. Comparison of the output signal with and without second-order
polynomial interpolation.

LFO signal, creating an effect often referred to as Auto-
Pan. A 55Hz sine wave is used as the input signal, and the
waveform of both the left and right channels of the output is
shown in Fig. 10.

E Tremolo

The final experiment focuses on the tremolo effect (see
Fig. 11). This effect is created by modulating the gain of the
input signal by an LFO, with a sine wave signal in this case. It
is commonly used as a pedal effect for electric guitars. As in
the previous example, a 55 Hz sine wave is used as the input
signal.

IV. CONCLUSION

The result of this paper is a fully functional FX plug-in
compatible with any DAW that supports the VST3 format.
It features 30 individual bands, each offering multiple types
of digital signal processing. The plug-in can be used for
various purposes, ranging from simple delay effects to reverb
simulation. A built-in preset manager enhances the workflow
and improves the practical usability of the device. In addition,
the plug-in has a fully scalable GUI, ensuring a sharp and
consistent display across different screen resolutions.

Possible improvements for future work include extended
delay time options, more complex band routing for greater
flexibility, and a more advanced modulation system to expand
creative possibilities of the FX plug-in.

153

L AutoPan
Left channel
ki
{ oy ﬂ il
E |
! e
”W u
2
Tlme [s]
Fig. 10. Output signal of the Auto-Pan effect.
1 ‘ Trcr‘nolo ‘
o 05
<
TE 0
‘% 0.5
i 05 1 15 2
Time [s]

Fig. 11. Output signal of the tremolo effect.

All of the experiments presented in this paper, along with
additional ones, can be viewed on the dedicated GitHub page.
The source code for the proposed FX plug-in is available for
download from the GitHub repository.
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Abstract—The efficient deployment of 5G-IoT networks relies
on accurate field measurements to evaluate network performance
in diverse environments. This study introduces a newly optimized
5G-IoT tester, developed to enhance the accuracy and efficiency
of LTE-M and NB-IoT coverage assessment. The redesigned
hardware and software architecture provide improved power
efficiency, enhanced configurability, and intuitive user controls,
making it a robust tool for industrial applications and network
planning. Initial field measurements were conducted as part
of a large-scale data collection effort, covering a subset of
predefined 1,000 test locations. The recorded data were analyzed
through heatmap visualizations, revealing coverage disparities,
particularly in peripheral regions, and emphasizing the need for
targeted network optimizations. Future work aims to expand
the dataset, enabling more comprehensive coverage analysis and
validation of predictive models for IoT deployment.

Index Terms—5G-1oT, LTE-M, NB-IoT, signal analysis, net-
work performance, field measurements, IoT connectivity

I. INTRODUCTION

With increasing demands on the reliability and availability
of fifth generation (5G) networks in the Internet of Things
(IoT) world, there is a growing need for accurate and efficient
methods to verify their parameters in real-world environments.
LTE Cat-M and NB-IoT technologies, which are part of the
5G ecosystem, are becoming key elements of modern IoT
solutions, especially in smart metering, industrial monitoring
and sensor networks. While these technologies promise better
coverage, lower power consumption and wider deployment
options, real-world conditions in the field can significantly
impact their effectiveness [1].

In previous research, a modular 5G-IoT tester was devel-
oped and tested to enable autonomous measurement of key
parameters of LTE Cat-M and NB-IoT networks. This tester,
already in its basic version, allowed the analysis of signal
conditions, link quality and transmission characteristics in
different environments. The first version of the device proved
to be beneficial not only for research purposes, but also for
practical applications in industry and IoT deployment planning
[2].

Despite the positive results of the initial testing and experi-
ence gained from the initial deployment of the tester, including
user feedback, a number of key areas for further improvement
have been identified, particularly in the areas of hardware
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architecture, enhanced configuration options and more user-
friendly controls.

In addition to the technological improvements, the new
generation of testers offer a wider range of possibilities for
practical use in real industrial applications with the industrial
partners and companies involved. For example, it can be used
for planning the deployment of IoT sensor networks, moni-
toring coverage quality in large buildings or testing signals in
remote locations when deploying smart meters. By evaluating
network parameters in detail, companies can better optimise
the deployment of IoT devices, leading to reduced operational
costs and increased communication reliability.

In the following sections of this article, the hardware
enhancements to the tester, specific case studies of its use in
practice with field measurements, and measurement results are
described in detail. These results were analyzed and visualized
in the form of a heatmap showing the signal strength and
other parameters in the measured area. First, the new hardware
design and key changes compared to the previous version are
presented. Then, the application of the tester in mapping the
NB-IoT network coverage in a real environment and how to
visualize the results are described. The paper concludes with a
discussion of the benefits of the improved tester and possible
further development of this measurement tool.

II. UPDATE DESIGN PROCESS

The first generation of the 5G-IoT testing instrument was a
versatile and modular platform for evaluating network parame-
ters within the scope of LTE Cat-M and NB-IoT environments.
The device has proven its usefulness in experimental deploy-
ments where it enabled detailed analysis of sig<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>