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Detection of Gunshots from Small Arms 

Ondřej Nesvadba 

Brno University of Technology 

Department of Radio Electronics 
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xnesva08@vutbr.cz 

Abstract—This paper deals with acoustic gunshot detection 

from small arms primarily for use in urban areas. Key part of the 

paper is an examination of typical features of gunshot signals. 

Based on the short-term features detection algorithms are 

proposed in the time and frequency domains. Training and 

evaluation of the algorithms was performed using real gunshots, 

non-gunshots as well as synthetic gunshots. The non-gunshots set 

contains impulsive acoustic events such as dog barking, glass 

breaking, car horn, etc. 

Keywords—detection, detection algorithms, frequency domain, 

gunshot, gunshot parameters, small arms, time domain 

I. INTRODUCTION

This paper deals with the issue of automatic gunshot 
detection, especially in urban areas with high crime rates. The 
goal is to propose a comprehensive system that recognizes a 
gunshot from other impulsive background sounds, such as 
breaking glass, car horn or barking dog. The main motivation 
for this study is to develop a system that reliably detects 
gunshots and immediately sends an alarm message to the 
responsible authorities.  

In general, automatic gunshot detection can be deployed in 
three principle different scenarios according to the surrounding 
environment, namely: detection in open space (i.e. nature), 
detection in urban areas and detection in indoor environments. 
The purpose of detection in open space is often to protect against 
poachers [1] [2] or for military use [3], while detection in urban 
areas and in public indoor spaces is mainly aimed at increasing 
security. A presentation of gunshot detection technologies 
effective in urban environments can be found in [4]. A 
surveillance system for detection of gunshots in indoor 
environment is described, for example, in [5]. A comparison of 
successful detection algorithms can be found in the proceedings 
of the “Detection and Classification of Acoustic Scenes and 
Events” competition, which was focused on sound detection and 
the target events were gunshots [6]. Some simple gunshot 
features, which need relatively low computational time, are 
proposed in [7]. 

Focus of this paper is to identify real gunshots in urban 
environments. For that, analysis of signal waveforms and 
knowledge of basic gunshot characteristics are needed in order 
to distinguish real gunshots from other highly impulsive signals 
that sound similar. From the practical point of view, it is 
important to eliminate false alarms [8]. To achieve high 
reliability, fake synthetic gunshots were also examined and 
compared to the real ones. 

II. GUNSHOT CHARACTERISTICS

Gunshot itself is a very complex physical phenomenon. 
When the trigger is pressed, multiple signals are propagating 
through the surrounding. Two most important of these signals 
are the muzzle blast and the shock wave. A muzzle blast is an 
audio signal that propagates directly to the microphone. The best 
way to record a muzzle blast is when the microphone is on the 
axis of the gunshot. On the other hand, if the microphone is 
behind the weapon, the muzzle blast is attenuated. A shock wave 
can be created when the shot is supersonic. The way of shock 
wave is conical in the direction of the gunshot, so the 
microphone placed behind the weapon does not pick up the 
signal at all. 

To record a gunshot, only one microphone is necessary. The 
ideal position is, as already mentioned, right in the axis of the 
gunshot. However, the more microphones are used, the more 
information can be obtained. Using four microphones, we can 
deduce the speed and direction of the gunshot and even the 
location of the shooter, which can be very helpful in finding the 
criminal. This issue is not included in this study, but the 
identification of the shooter’s position is in view as a logical 
extension of this work in the future. 

The gunshot signal has a characteristic waveform shown in 
Fig. 1. It has its typical N-shaped part. The whole gunshot lasts 
about ten milliseconds. The gunshot is highly impulsive and its 
duration is very short with few significant extremes at the 
beginning. This distinguishes it from other sounds in the time 
domain. They are usually not that short with the first three to five 
extremes being so significant. 

Fig. 1. Example of a typical gunshot waveform. 
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III. METHODS FOR GUNSHOT DETECTION 

 In this section, a few methods used commonly for gunshot 
detection and used in this study as well will be theoretically 
introduced. We can analyze signals in time domain or 
frequency domain. This is the same for gunshot detection. 
Even algorithms proposed further in this paper are both in time 
domain as well as in frequency domain.  

A. Correlation 

Correlation is probably the most important and most 
commonly used method in time domain. It expresses a similarity 
of two examined signals. In [9], correlation was stated as the 
most successful method for gunshot detection. For the proposed 
algorithm, we need a sample signal of gunshot. Other examined 
signals are afterwards correlated with the sample signal. As a 
sample signal, self-recorded gunshot from [10] was chosen. 
Correlation is defined as 

 𝑅𝑓𝑔(𝑡) = ∫ 𝑓∗(𝜏)𝑔(𝑡 + 𝜏)𝑑𝜏
∞

−∞
 () 

where 𝑓 and 𝑔 are correlated signals and 𝜏 is mutual time shift.  

B. Fourier Transform 

To investigate the gunshot signals in the frequency domain, 
the spectrum of the signals was calculated by the Fourier 
transform defined as 

 𝑆(𝜔) = ∫ 𝑠(𝜏)𝑒−𝑗𝜔𝜏𝑑𝜏 () 

where S(ω) is spectrum of signal s(t). When spectrum is created, 
further spectral analysis can be done like spectrum energy or 
spectral entropy. A comparison of the spectra obtained from 
gunshot and bottle break is shown in Fig. 2. 

IV. DETECTION PARAMETERS 

 Key part of the whole study is extraction of typical values 
from gunshot and non-gunshot recordings. From these values, 
parameters of detection algorithms are determined.  

 

Fig. 2. Example of gunshot and non-gunshot spectrum. 

 
 First step was to obtain signals from recordings. That was 
processed in Matlab. From each recording, two signals were 
made. Firstly, longer signal of 20 480 samples with the whole 
gunshot lasting (further called “Sig”) and then shorter signal of 
512 samples centered around the maximum amplitude of the 
gunshot (further called “Shot”). To be unified, signals were 
standardized to the maximum amplitude equal to one. From 
those unified signals, further described parameters were 
computed using Matlab. 

A. Average Signal Energy 

 First parameter was an average spectral energy. As gunshots 
are impulsive, the energy is high, but only in short time section. 
That means average energy, especially of the longer “Sig”, is not 
so high. On the contrary it is low compared to the shorter “Shot” 
That will be used in one of the algorithms. Other reason for using 
this parameter is simple differentiation from signals without any 
impulse.  

B. Correlation with Sample Signal 

 Correlation seems to be the most important parameter for the 
time domain-based algorithm. Signal under test is correlated 
with sample signal and sum of the correlation is computed. The 
higher the value is the more similar signals. We apply 
correlation only for shorter “Shot”.  

C. Energy Distribution 

This parameter is related to the average signal energy. 
Number of samples of the signal that have larger value than 
75 % of maximal amplitude is computed. The number should 
be smaller for gunshots because of short duration of the 
impulse.  

D. Spectral Energy 

As gunshot is short impulse, the spectrum is not very rich. 
There are only a few spectral components close to the beginning 
of whole spectrum. That means spectral energy should be low. 
That is one of the parameters of frequency domain-based 
algorithm. Other non-gunshot recordings have richer spectrum 
therefore greater spectral energy.  

E. Spectral Difference 

Similar to correlation, we use sample signal to this 
parameter as well. Spectrum of sample signal is created, then 
spectrum of examined signal is created and finally the 
difference of those two spectrums is computed. The difference 
should be very small for a gunshot and on the other hand quite 
high for non-gunshots. 

F. Sig-to-Shot Ratio 

As mentioned, average signal energy of gunshot is high for 
shorter “Shot” but quite low for longer “Sig” because of very 
short duration if the impulse. That means ration between those 
two values should be high. At least a lot higher than for vast 
majority of non-gunshot recordings. This parameter will be 
used as main detection parameter for one of the algorithms. 
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G. Summary of the Parameters Obtained

From the values obtained from gunshot and non-gunshot
signals, parameters for detection algorithms were determined 
and the summary of all the parameters are shown in Table 1. 
Each parameter is assigned to algorithm, in which it is used.   

V. DETECTION ALGORITHMS

Three detection algorithms were proposed and tested. One 
is based on time domain, one is based on frequency domain and 
the last one is based on ratio between longer and shorter parts 
of gunshot signal (Sig-to-Shot ratio). 

When an unknown recording is tested, at first unified 
signals “Sig” and “Shot” are created and all parameters are 
computed. Then the algorithm compares the computed values 
of examined signal with the reference parameters as stated in 
the summary Table 1. If the values of examined signal meet all 
the conditions, the recording is claimed as gunshot. A flowchart 
of each algorithm is shown in following figures. 

Fig. 3. Flowchart of time domain-based algorithm. 

Fig. 4. Flowchart of frequency domain-based algorithm. 

Fig. 5. Flowchart of algorithm based on Sig-to-Shot ratio. 

TABLE I. SUMMARY OF PARAMETERS. 

Summary of parameters 

Algorithm Parameter Value 

Time domain 

Average signal energy > 0.08

Correlation > 50

Energy distribution 75% < 3 

Energy distribution 50% < 12 

Frequency 

domain 

Spectral energy < 12 

Spectral difference < 40 

Logarithmic spectral difference < 300 

Sig-to-Shot 

ratio 

Average “Sig” energy < 0.1 

Average “Shot” energy > 0.1

Sig-to-Shot ratio > 5

VI. OBTAINED RESULTS

The three described algorithms were finally tested on a set 
of signals covering nine real gunshot signals from 9 mm arm 
pistol and eight non-gunshot signals including white noise, car 
horn, dog barking and five glass breaking sounds. Furthermore, 
two recordings of fake synthetic gunshots, which sound very 
similar to real gunshots, were tested. All signals used in the 
experiments were single-channel sounds, sampled at 44.1 kHz 
and quantized by 16 bits. All recordings were in WAV format. 

All proposed algorithms were mostly successful while 
frequency domain-based algorithm was the best one. All three 
algorithms successfully detected eight from nine gunshots 
while vast majority of non-gunshots were ignored. There was 
one signal, initially considered as real gunshot, which was not 
detected by any of the algorithms and its waveform was highly 
extraordinary. It was later decided not to include this signal 
because it worsened the overall results due to the corrupted 
recording. Important result is that both fake synthetic gunshots 
were correctly ignored by all three algorithms. Recordings that 
sound similarly can be distinguishable by proposed algorithms 
because their waveform never fully equals to the real gunshots. 
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TABLE II. SUCCESS RATE OF ALGORITHMS. 

Summary of algorithms 

Criterion Time domain Frequency domain Sig-to-Shot ratio 

TPR 89 % 89 % 89% 

FPR 10 % 0 % 20 % 

Table 2 shows success rate of all algorithms. The criterion 
TPR (true positive rate) is percentage of correctly detected 
gunshots from all tested gunshots. The criterion FPR (false 
positive rate) is percentage of incorrectly detected non-
gunshots from all tested non-gunshot recordings. 

For comparison, two gunshots are displayed below. It is the 
waveform of a real gunshot (Fig. 6) and a fake synthetic gunshot 
(Fig. 7), where the difference is clearly visible.  

Fig. 6. Real gunshot waveform. 

Fig. 7. Fake synthetic gunshot waveform. 

VII. CONCLUSION

Three algorithms were proposed to detect of real gunshots 
while ignoring background noise and other impulsive sounds, 
as well as fake synthetic gunshots. All algorithms succeed with 
a success rate of 80 %. By combining these algorithms, a 
comprehensive detection system can be developed for security 
purposes in high crime urban areas.  

There is also an idea of a mobile application implemented 
into smartphones as in [11] with detection algorithms that will 
be able to detect a gunshot and immediately inform the 
responsible authorities. The more users the application would 
have, the more information would be obtained. If this 
application would be used by more users in surrounding of a 
shooter, the location of the shooter can be easily determined. 

In near future, it will be necessary to enlarge our sound 
database by adding recordings of other types of impulsive 
sounds and non-stationary noise [12] potentially found in urban 
environments. Furthermore, it will be useful to mix gunshots 
with background sounds such as traffic noise, music and human 
voice. 
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Abstract—The paper deals with application of orthogonal ba-

ses in signal approximation with the aim of data compression in a 

vehicle driving simulator. Three different bases are tested: Dis-

crete Fourier Basis, Discrete Cosine Basis, and Slepian Basis. 

Quality of signal approximation error is assessed in terms of global 

squared errors. Thus obtained numerical results suggest that 

Slepian Basis affords the sparsest representation of signals tested 

in this study. Therefore, a considerable reduction of required 

memory can be accomplished. 

Keywords—signal, approximation, compression, Slepian se-

quences, DPSS. 

I. INTRODUCTION 

Modern flight or vehicle-driving simulators are capable of 
simulating complex scenarios under constant or varying condi-
tions, and with a large number of input parameters. The human 
operator reacts to various stimuli, and, in turn, responds by input 
devices such as a steering wheel or pedals. Detailed analysis of 
such human-machine feedback loop is intimately connected 
with the need of collecting and storing large quantities of data in 
an efficient way. 

This work aims at achieving a sparse representation of real 
data from a vehicle driving simulator. The simulator records dis-
crete-time signals; therefore, this work will restrict the discus-
sion and analysis to discrete (sampled) time domain.  

The paper is divided as follows. Section II. introduces pre-
liminaries necessary for subsequent sections, such as notation, 
mathematical tools, and introduction to the Slepian Basis. Sec-
tion III. presents comparison of Slepian Basis with other bases 
using the real measured signal. 

II. DISCRETE PROLATE SPHEROIDAL SEQUENCIES 

Discrete Prolate Spheroidal Sequencies (DPSS), also re-

ferred to as Slepian Sequencies, constitute the discrete analogy 

to continuous-time Prolate Spheroidal Wave Functions 

(PSWF), also called Slepian Functions. 

A. Mathematical Background 

Generally, the Slepian Sequencies have a number of inter-

esting properties; we will list only those which are vital for our 

analysis: 

1) Bandlimited signals: A signal 𝑓(𝑡)  is referred to as 

bandlimited, if its Fourier Transform 𝐹(𝜔) is of the form 

 𝐹(ω) = 0 ⟺ |ω| > 2π𝑊. (1) 

Here the 𝑊 denotes the bandlimit of the signal. Note that every 

discrete sampled signal is bandlimited due to the Shannon-

Nyquist theorem associated with reconstruction formula which 

employs bandlimited sinc functions [1]. 

If not mentioned explicitly, all transforms, operations, sig-

nals etc. in this work are discrete. 

2) The Norm of a vector in ℓ2 space 

 ‖𝑓(𝑘)‖ = [∑ |𝑓(𝑘)|2
𝑏

𝑘=𝑎
]

1/2

 (2) 

The Norm of a vector in ℓ2 space is defined by (2). A func-

tion belongs to the Hilbert Space ℓ2 of discrete functions if the 

sum (2) is finite.  

3) The Scalar Product in ℓ2 

 (𝑓, 𝑔) =  ∑ 𝑓(𝑘)𝑔(𝑘)

𝑏

𝑘=𝑎

 (3) 

Scalar Product of two functions is defined by (3), where one 

of the functions is complex conjugate (marked by overline). 

This fact comes into effect if we deal with complex-valued se-

quences; however, Slepian Basis comprises real sequencies. 

Aforementioned definitions are closely related to orthogo-

nal and orthonormal bases. In an orthogonal basis {𝑒𝑛(𝑘)}𝑛=0
𝐾−1 

the every pair of non-identic sequences on interval (𝑎, 𝑏) yields 

zero scalar product 

 (𝑒𝑚, 𝑒𝑛) =  0 if 𝑚 ≠ 𝑛, (4) 

and the scalar products of identical sequences are non-zero 

 ‖𝑒𝑛(𝑘)‖ ≠  0. (5) 

We use the term orthonormal base if the basis is orthogonal and 

its elements  {𝑒𝑛(𝑘)}𝑛=0
𝐾−1 have unit norm ‖𝑒𝑛‖ = 1. [2][3] 

Discrete Fourier Basis, Discrete Cosine Basis, or Dis-

crete Slepian Basis are all examples of orthogonal/orthonormal 

bases. Slepian Base is illustrated in the Figure 1. 
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Figure 1: The Slepian Orthonormal Base for 𝐾 = 127 samples. Se-

quences with orders from 0 to 4 are displayed. 

B. Definition 

Slepian Sequences are defined by the following convolu-
tional equation 

∑
sin[2π𝑊(𝑘 − 𝑙)]

π(𝑘 − 𝑙)
𝜓𝑛(𝐾, 𝑊, 𝑙) =

𝐾

𝑙=1
= 𝜆𝑛(𝐾, 𝑊)𝜓(𝐾, 𝑊, 𝑘) 

(6) 

where 𝑘 stands for the discrete time, 𝐾 is the number of samples 
in the time domain, 𝜓𝑛 is 𝑛th Slepian sequence, 𝜆𝑛 is its eigen-
value, and 𝑊 is normalised bandwidth (a real number between 
0 and ½). If we have normalized frequency domain, the value 1 
corresponds to the sampling frequency, and in turn the maximal 
frequency admissible in signal spectrum is ½. [4][5] 
 The number of samples in time domain 𝐾 is a parameter of 
the Slepian basis; it determines both the number and length of 
Slepian sequences. In this work is expected usage of the full 
Slepian Basis comprising 𝐾 sequences, unless stated otherwise. 

C. Spectrum 

The measured signal {𝑓(𝑘)}𝑘=0
𝐾−1 can be transformed into the 

Slepian Spectrum which is expressed by coefficients {𝑎𝑛}𝑛=0
𝐾−1. 

Considering a discrete-time sequence 𝑓(𝑘) , we can obtain 

coefficients 𝑎𝑛 from the second part of the double orthogonality 

of Slepian Sequences [4][6] as follows: 

 𝑎𝑛 = ∑ 𝑓(𝑘)𝜓𝑛(𝑘)

𝐾

𝑘=1

= 𝜆𝑛 ∑ 𝑓(𝑘)𝜓𝑛(𝑘)

∞

𝑘=−∞

 (7) 

Example of a Slepian Spectrum is made on a simple peri-

odic signal 

 𝑓(𝑡) = 3 sin 2π𝑡 +
3

2
sin 6π𝑡 +

3

4
sin 10π𝑡 (8) 

which is illustrated in the Figure 2. The Slepian spectrum is il-

lustrated in the Figure 3 and for comparison, there is also the 

Fourier Spectrum in the Figure 4. 

 

Figure 2: Waveform of the test signal (8). 

 

Figure 3: Slepian Spectrum of a harmonic the test signal (8). 

The signal was deliberately sampled in such a way that one 

dicrete period of the signal does not contain an integer multiple 

of the fundamental frequency 2π rad/s. We can see that spectral 

coefficients are negligible for the 20th and higher orders of 

Slepain spectrum. That is also valid for the Fourier Spectrum, 

although Fourier Spectrum is symmetric and complex. 

 
Figure 4: Fourier Spectrum of the periodic signal (8). Amplitude 

spectrum is in the upper chart, Phase spectrum is in the lower chart. 
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Considering the size of stored data in both spectra, the Fou-
rier Spectrum requires only half of the coefficients stored in the 
computer’s memory, because of its well-known symmetry when 
the processed signal is a real-valued sequence. In this case we 
need only 64 coefficients, because the sampled signal consists of 
127 samples. However, the Fourier Spectrum is complex-valued 
and storing real and complex part of the number needs twice 
more memory. Indeed, storage of one half of the complex-val-
ued Fourier Spectrum requires the same amount of memory as 
the full Slepian Spectrum. 

III. THE SLEPIAN TRANSFORMATION 

Slepian Transformation (ST) is operation of computing 

spectral coefficients (7), Inverse Slepian Transformation (IST) 

reconstructs the signal from the spectrum. Process of IST is il-

lustrated in the Figure 5, where approximation order corre-

sponds with number of used products of Sequencies and 

coefficients 𝑎𝑛. The first approximation order represents IST of 

only the first spectral coefficient (and others equal to zero). As 

our first spectral coefficient is close to zero, the first approxima-

tion shows a constant sequence where amplitude approaches 0. 

The higher the approximation order, the more accurate the sig-

nal approximation is. Note that roughly from 20th-order ap-

proximation, there are almost no changes in the shape of signal, 

which is in conformity with Figure 3: coefficients 𝑎𝑛 with order 

𝑛 higher than 20 are negligible. 

 
Figure 5 - Signal reconstruction using the Inverse Slepian Transform. 

A. Compressed Spectrum – Inverse Transform Example 

The hypothesis that high-order Slepian coefficients are neg-

ligible is tested by ST and IST. Example of signal employed for 

this task is depicted in Figure 6 and Figure 7 . 

During the reconstruction, higher order coefficients are ig-

nored, even though the full spectrum would have 𝐾 = 127 

coefficients. (The spectrum is computed from 𝐾 = 127 signal 

samples). Parts of the signal are reconstructed with a truncated 

spectrum. Figure 8 shows the detail of signal approximation ob-

tained from the truncated spectrum, using only ¼ of spectral 

coefficients. Truncated IST is compared with well-known and 

commonly used inverse Fast Fourier Transform (IFFT) and in-

verse Cosine Transform (ICT). For more information about CT 

see [7]. 

 
  

 

Figure 6: Example of a test signal (lateral vehicle position on a mo-

torway). 

 

Figure 7: Example of a test signal (lateral vehicle position on a mo-

torway), detail. 

We can see that both the truncated IST and ICT can recon-

struct the signal with high precision even if only a part of the 

spectrum is used. This might be useful to compress data in some 

special purposes. 

 
Figure 8: Detail of a compressed-spectrum signal reconstructions. 

B. Compressed Spectrum – Inverse Transform Generalization 

The process of IST with compressed truncated from Sec-

tion III.A is generalized by the following algorithm:  

1. Take the first spectral coefficient.  

2. Execute the inverse transform (IST, ICT, or IFFT).  

3. Compare it with the original signal, compute MSE (Mean 

Squared Error, [7]).  

4. Add next spectral coefficient and go to 2.  
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5. If all coefficients from spectrum are used, go to 1 and 

continue with the next signal section of 127 samples.  

6. If the whole signal is reconstructed, compute the relative 

global squared error 

 𝐸R =
∑ |𝑓𝑚(𝑘) − 𝑓(𝑘)|2𝑁−1

𝑘=0

∑ |𝑓(𝑘)|2𝑁−1
𝑘=0

 (9) 

for each transform and each number of used spectral 

coefficients. 

To compute the dataset of the following figure were used 

over 1,600 signal sections (from the signal in the Figure 6 or 

similar), each section being 127 samples long. 

Figure 9 illustrates average relative global MSE of a Signal 

reconstruction in logarithmic axes of ST and FFT, CT to com-

pare with. ST has the highest initial MSE because of the zero 

order sequency is not being constant (Slepian base has no con-

stant sequency). In comparison, the FFT and CT both have the 

zero order sequency as a constant. However, after 10th 

coefficient used in the algorithm, ST is the most accurate with 

the lowest relative global MSE. The FFT MSE does not con-

verge to zero as fast as other transforms which is caused by its 

characteristic “oscillation” on the edges of the interval (can be 

also seen in Figure 8).  

It turned out that Fourier transform yields the slowest con-

vergence of the signal approximation, as it is evident from the 

Figure 9. This corresponds with the Figure 8 where it is pre-

sented on a part of measured signal. On the other hand, ST 

yields the most accurate signal approximation even with only 

10 first spectral coefficients used. 

The FFT needs only ½ coefficients in comparison with ST 

or CT, but they are complex, as it was already discussed in Sec-

tion II.C. 

 

Figure 9: The relative global squared error (relative MSE) on used 

spectral coefficients in the signal approximation dependency. 

IV. CONCLUSION 

In this paper we briefly revisited the theory of orthogonal 

bases with the aim of finding bases most suitable for compres-

sion of data from a vehicle-driving simulator. 

Three different signal decompositions were tested and com-

pared, namely: FT, DCT, and ST. Our numerical experiments 

suggest that for the class of signals processed in this study 

Slepian transform affords the sparsest representation. This was 

illustrated by a number of mathematical tools: Plots of spectral 

coefficients corresponding to different bases, waveforms of sig-

nal approximations, and plots of relative MSE for increasing 

orders of signal approximation. 

The authors are aware that there is room for further im-

provement in a number of ways. E.g., the free parameter of 

Slepian Basis (the product 𝑁𝑊 [5]) could be optimized for the 

given group of signals so as to yield sparsest possible represen-

tation when similar signals are processed. 
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Abstract—The paper focuses on the problem of image demo-
saicing using the deep image prior. The deep image prior (DIP)
is an uncommon concept that uses a generative neural network
which, however, utilizes only the degraded image as the input
for training. A novel method for image demosaicing is proposed,
based on DIP, and it is compared with common demosaicing
methods. In terms of the objective PSNR and SSIM values,
the proposed method proved to be comparable with a widely
used Malvar’s demosaicing method. Nevertheless, subjectively,
DIP produces demosaiced images comparable with the superior
Menon’s algorithm. Unfortunately, the proposed method turned
out to be computationally immensely challenging.

Index Terms—demosaicing, debayerization, color filter array,
deep image prior

I. INTRODUCTION

At present, most people own a mobile phone with a camera.
Virtually everyone can say they have taken a photo at least
once in their life. However, only few people understand how
a digital color photo is acquired. To put it briefly, a photo
comes into existence by light passing through the lens and
projecting onto a flat image sensor with a color filter. After
the image sensor has captured the different color components,
demosaicing must begin. Demosaicing is a process that is
usually built into the camera. It generates an image that can be
viewed after taking a photo. If demosaicing was not present,
the image would be obtained in the RAW format. A RAW
image contains only the unprocessed information captured by
the camera sensor.

The most common color filter used is the Bayer filter [1]. It
is a color filter array (CFA) designed in such a way that each
of the array cells allows solely the red, green, or blue (RGB)
light component to pass. A usual configuration of such a filter
can be seen in Fig. 1. It is made using a square pattern with
two green elements, one blue and one red element. This pattern
is then repeated to cover the whole sensor area. A commonly
used arrangement is RG–GB (Fig. 1), but arrangements such
as BG–GR, GR–BG, and GB–RG are also possible.

Naturally, a CFA can capture only one color value at each
component. Demosaicing can be used to obtain full RGB
values of each component. Therefore, demosaicing can be
understood as a process of estimating the missing color values
of a CFA. In other words, it is a special type of color
interpolation. Many different demosaicing methods exist. One
of the simplest and quickest methods is the bilinear interpo-
lation. Other, more effective methods include more complex

This work was supported project No 23-07294S of the Czech Science
Foundation (GAČR).

Fig. 1. Schema of Bayer filter with RG–GB arrangement.

techniques such as Malvar’s [2] and Menon’s demosaicing
methods [3].

Malvar’s method uses the bilinear interpolation but corrects
its result using the value of the gradient multiplied by a gain
factor. The gradient is calculated using predefined filters
which are described in [2]. The gradient correction results
in sharper images. Additionally, it slightly reduces aliasing
artifacts originating due to using the bilinear interpolation.

Menon’s approach slightly differs from those mentioned
above. It uses a directional interpolation of the green pixels
along both horizontal and vertical directions and creates two
corresponding “green” images. Following the interpolation,
a choice is made between the two green images using two
classifiers [3]. Subsequently, the red and blue components
are interpolated. Besides information from the Bayer filter,
the obtained green image and the two classifiers help with
the reconstruction of these components. This results in more
accurately reconstructed color channels with significantly less
pronounced artifacts.

Deep neural networks (DNN) have also been exploited
in demosaicing. Klatzer et al. [4] created a DNN that was
able to learn its weights on the training image dataset such
that the network performed joint demosaicing and denoising.
Kurniawan et al. [5] utilizes the deep image prior (DIP)
concept [6] as the present paper does, but it does so for random
CFAs containing white elements in addition to RGB.

This paper focuses on an approach to demosaicing related
to [5], but using the DIP idea in a much more straightforward
way. We adopt the DIP network to solve the image demo-
saicing problem for its use with standard RGB CFA arrays,
and perform comparisons of the restoration quality against the
other standard methods.

II. DEEP IMAGE PRIOR

The Deep image prior [6] is a concept used for the re-
construction of degraded images. It restores the images using
a generative convolutional neural network (CNN). The main
difference from common reconstructive algorithms is that
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DIP uses a network that is completely untrained. Given the
structure of the network, its only input information is an image
damaged or degraded in some way. The task of the network
is to recover the image as well as possible. All of the weights
of the network are randomly initialized. The weights of the
network, serving as a parameterization of an image, are trained
such that the network learns a conversion of a completely
random initial image into the degraded image provided. The
size of the network is usually great enough to allow such an
unusual transformation after a sufficient number of learning
epochs. The key observation of [6] is that along that learning
path, a restored image appears. It is only necessary to stop
learning at the right point. This way, DIP proves that the
architecture of the neural network fundamentally influences
the results (and needs to be taken into consideration in the
future of deep learning). The DIP applied to image processing
tasks typically utilizes the U-net-like “hourglass” architecture,
also called encoder–decoder with skip connections.

Several applications of this neural network are described
in [6]. These applications include denoising, super-resolution,
inpainting, image enhancement, removal of JPEG-compressed
artifacts. In some applications, the visual quality of the re-
stored images is comparable with the state-of-the-art methods,
which are trained in most cases. The downside of this concept
is that the optimization process is very slow, compared with
the other networks which—once learned—are fast.

A deep neural network used for image generation can be
considered a parametric function x = fθ(z) that maps a code
vector z to an image x. In the case of DIP, the code vector z
is randomly initialized but fixed in the course of the learning
epochs. The parameter θ incorporates all the weights and
biases present in the network.

Reconstruction tasks can be formulated as energy minimiza-
tion problems:

x∗ = min
x

E(x;x0) +R(x), (1)

where E(x;x0) is the data term that is chosen according to
the required application, x0 represents the damaged image
and R(x) is an explicit regularizer. The regularizer is not tied
to particular applications; commonly it characterizes naturally
looking images. But in the case of DIP, R is replaced by an
implicit prior captured by the neural network itself:

θ∗ = argmin
θ

E(fθ(z);x0), (2)

where the minimizer θ∗ can be found using standard opti-
mization techniques. Once θ∗ is obtained, the final recovered
image can be reconstructed by the application of the network
to the initial code, i.e. x∗ = fθ∗(z). As already mentioned,
the ability of the network to (over)fit and thus result in the
corrupted image itself (i.e. x0 = x∗) requires stopping the
training process after a proper number of epochs [6].

III. METHOD

As mentioned above, one of the applications of DIP in
[6] is inpainting. Inpainting is a process where damaged or

missing portions of a digital image are repaired (repainted).
The authors of [6] propose the following approach to solve this
problem. Let x0 be the depleted image of size H × W , and
m ∈ {0, 1}H×W the binary mask indicating missing pixels.
Then the image can be restored using the following data term
(after parameterization of the network):

E(fθ(z);x0) = ∥(fθ(z)− x0)⊙m∥2, (3)

where ⊙ is the Hadamard product. The inclusion of the data
prior is crucial, given that the energy (data) term alone would
not be sufficient to spread information about the color values
to the missing sections. If the data prior was not present, the
resulting image would simply not change after optimization
over pixel values x. Again, DIP uses an implicit data prior that
is given by the optimization of (3) with respect to parameters θ.

In this paper, an approach similar to inpainting is proposed
for demosaicing. Instead of the binary mask that takes on
the values 0 or 1, a Bayer mask involving RGB channels is
used. This paper works with an RG–GB Bayer mask but other
combinations would result only in the change of the mask. If
the binary mask m is replaced by a Bayer mask MCFA, the
data term for demosaicing becomes

E(fθ(z);x0) = ∥(fθ(z)− x0)⊙MCFA∥2. (4)

Again, the data prior is present through the optimization of
a data term similar to (3).

IV. EXPERIMENTS AND RESULTS

A. Data set

All 24 images from the traditional Kodak image data set [7]
were used in the experiments. The size of these images was
768×512 or 512×768, depending on the image orientation.
The images come in the uncompressed PNG-24 file format
with 8 bits per channel.

B. Artificial mosaicing

Real “RAW” images, in practice acquired by the camera
sensor, had to be simulated. Therefore, an artificial bayeriza-
tion, or mosaicing, was performed on the Kodak images. An
RG–GB Bayer mask was used to create R, G, B undersampled
images.

C. Parameters of the neural network

An encoder–decoder architecture similar to the U-net [8]
with five downsampling and five upsampling convolutional
layers was chosen for the demosaicing method. Even though
skip connections led to a faster optimization, they also brought
undesirable artifacts, at least with the parameter settings used
in the experiments. The learning rate used was 0.001 and
the network weights were randomly initialized with Gaussian
noise. The counts of feature maps in both the upsampling
and downsampling convolution layers were as follows: 64, 64,
128, 256, and 512. Compared with the inpainting experiment
presented in [6], the number of feature maps was the most
distinctive setting of the proposed network. The feature maps
were obtained by a 3×3 convolution with zero padding,
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followed by a LeakyReLU activation function. The Adam
optimizer [9] was used as the optimization algorithm. The
number of epochs was chosen to be 2000 since the highest
PSNR values most frequently appeared around 2000 epochs.
Also, the maximum SSIM values were observed close to 2000
epochs.

D. Evaluation

The proposed demosaicing method was compared with
the bilinear interpolation, to Malvar’s and Menon’s methods,
and to the demosaic function in Matlab (very similar to
Malvar’s demosaicing method). As the objective scores for
the comparison, the peak signal-to-noise ratio (PSNR) and the
structural similarity index measure (SSIM) [10] were used. It
is worth noting that the higher the PSNR value, the better. The
maximal SSIM value is 1. The PSNR and SSIM values were
obtained using the scikit-image [11] Python package.

It is worth noting that the classic demosaicing methods
mentioned above are purely deterministic, while randomness
of several kinds affects the output of the DIP-based method:
First, the code vector z is newly generated each time the
optimization is run. Second, the network is initialized with
random weights θ, meaning that every time the program runs,
a different local minimum of the loss function can be found.
Finally, the optimization algorithm utilizes the stochastic gra-
dient descent [9], which may also lead to a perturbation in the
final solution. As a consequence, the proposed method is not
perfectly stable in terms of the PSNR/SSIM over multiple runs,
since the results vary for each run of the program. However,
the variation is not severe: Across the test images, the PSNR
values of individual program runs differ by ±0.3 on average.
As for the SSIM values, the variation is negligible (±0.002).

E. Findings

1) Comparison of PSNR and SSIM values: The proposed
method proved to be on a par with the demosaic function
in Matlab and close to Malvar’s democaicing method, with an
average PSNR of 33.7 dB and an average SSIM of 0.967 (see
Table I). Furthermore, is was marginally better than bilinear
interpolation. Menon’s method proved to be the superior
method among all methods. A comparison of PSNR and SSIM
values can be seen in Fig. 2.

2) Subjective visual comparison: Visually, the proposed
method performs significantly better than any other method
except for Menon’s demosaicing. Most images demosaiced
by the proposed method are indistinguishable from those
produced by Menon’s method. A visual difference reveals
itself rarely, for example, in the case of the image no. 19, which
is shown in Fig. 3. No formal subjective test was performed
to prove these impressions statistically, however.

3) Additional improvements: The value of the objective
criteria typically slightly oscillates in the course of training
epochs. Thus, the proposed method can be improved by aver-
aging the images from the last few epochs. This improvement
comes basically with no additional cost. In terms of the
number of images averaged, 50 images proved to be a sensible
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Fig. 2. A scatter plot of the PSNR and SSIM values of all images and
methods. The vertical axis represents the SSIM values while the PSNR values
are displayed horizontally.

choice with regard to objective quality. Averaging more than
50 images did not bring any significant improvement, doing
so only (very slightly) increases the time of execution. The
described development results in a PSNR improvement of
0.4 dB on average. The SSIM improves slightly too; however,
the improvement is negligible (0.0019).

TABLE I
TOP BLOCK: AVERAGED RESULTS OF TRADITIONAL METHODS. BOTTOM

BLOCK: AVERAGED RESULTS OF 10 RUNS OF THE PROPOSED ALGORITHM
ON THE IMAGES FROM THE KODAK DATA SET.

PSNR [dB] SSIM [-]
Bilinear interpolation 29.1635 0.93098
Malvar’s method 35.1601 0.98111
Menon’s method 39.0132 0.99049
Matlab demosaic function 34.6454 0.96777
Value at 2000 epochs 33.7053 0.96685
Oracle (without averaging) 34.0019 0.96821
Oracle (with averaging) 34.1320 0.96875
Images 1999 & 2000 averaged 34.0039 0.96797
Images 1900 & 1901 averaged 34.0095 0.96780
Best run (without averaging) 33.9096 0.96845
Best run (with averaging) 34.3156 0.97022
Images 1991–2000 averaged 34.0862 0.96841
Images 1981–2000 averaged 34.0987 0.96849
Images 1971–2000 averaged 34.1064 0.96856
Images 1961–2000 averaged 34.1133 0.96861
Images 1951–2000 averaged 34.1177 0.96863
Images 1901–2000 averaged 34.1226 0.96861

4) Downsides: The crucial downside of the proposed
method and the Deep Image Prior as a whole is that it is
extremely computationally demanding compared with other
methods. Averaged over all test images, the execution time of
classic demosaicing methods is below one second, with the
fastest being the bilinear interpolation at around 0.4 seconds.
The proposed method takes, around 90 seconds on average.
Unlike with the other methods, the time is heavily dependent
on the computer hardware. The shortest reconstruction times
are obtained when a GPU is utilized. Our results were acquired
using the NVIDIA Tesla V100S PCIe 32 GB graphics card.
It is important to consider that the times presented hold for
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Fig. 3. Visual comparison of all methods on the fence from the Kodak image no. 19 – the colored stripes on the images represent color artifacts mentioned
in the text. a) the ground truth; b) bilinear interpolation; c) Malvar’s method; d) Menon’s method; e) Matlab demosaic; f) the proposed method.

768×512 images, which are relatively small in the context
of today’s cameras. Larger images would require even more
computation time.

5) Surprises: To show the maximal capabilities of the
proposed method, an oracle approach was selected. In this
case, the oracle approach means that the data is treated as if
the ground truth image was known. As a result, the images
with the maximum PSNR/SSIM value could be selected; in
our case, the best image (in terms of PSNR/SSIM) from
epochs 1900–2000 was chosen. The greatest surprise came
with averaging the last few images. Averaging only the last two
images proved to be on a par with the oracle approach, at least
in terms of PSNR. Taking it even further, averaging the last 10
images came with better results than the oracle approach. The
comparison of PSNR and SSIM values of different numbers
of averaged images and other noteworthy statistics can be seen
in Table I.

V. CONCLUSION

The paper proposed a demosaicing method based on
the DIP concept. In terms of PSNR and SSIM values,
it delivered results very similar to those of the clas-
sic Malvar’s method. Visually, DIP did not surpass only
Menon’s method, whose results are comparable with DIP.
The most surprising fact was that averaging the last few
images of the optimization process brought very solid re-
sults, even when compared with the oracle approach. The
resulting images from the Kodak data set are available at
https://github.com/sedemto/results_dip. It is
worth mentioning that even though DIP has shown very good
visual results, it cannot be used in practice due to the fact that
it is very computationally demanding.

Future development could involve the inclusion of an addi-
tional regularization of the network to tackle aliasing artifacts
even more strongly. Also, the joint processing of the RGB
channels by the DNN could be revised. Finally, in difference
to most of other methods, the DIP-based demosaicing could
be straightforwardly adapted to the case of a random CFA,
where aliasing issues are automatically restrained.
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   Abstract—For the improvement of tissue regeneration, 

functional polymer scaffolds that can mimic the extracellular 

matrix of human tissue are extremely desirable. Depending on the 

tissue that the scaffolds are intended to resemble, these scaffolds 

must satisfy highly precise requirements such as non-toxicity or 

fibrous structure. High piezoelectricity and hydrophilicity also 

proved to have convenient effects. Due to their innate capability to 

create surface charges under mechanical stress, piezoelectric 

materials such as polyvinylidene fluoride (PVDF) become excellent 

candidates for creating functional scaffolds. It is desired for PVDF 

to also have hydrophilic properties. Otherwise, it could prevent 

adequate cell adhesion and growth necessary for the construction 

of biomimetic scaffolds. For this study, electrospinned PVDF 

nanofibers covered by human or mouse osteoblasts were subjected 

to Raman spectroscopy, measurement of the contact angle of the 

liquid wettability on the sample surface to observe hydrophobicity 

and hydrophilicity, and scanning electron microscopy (SEM) to 

assess properties of the material in relation to oxygen plasma 

treatment. 

   Keywords—scaffold, PVDF, osteoblasts, piezoelectricity, 

hydrophilicity, hydrophobicity, adhesion, wettability 

I. INTRODUCTION 

The potential use of artificial scaffolds in regenerative 
medicine is rising to the center of attention as a result of the 

ongoing quest for alternative therapies. It appears that 
biomimetic tissue replacements have the capacity to solve the 
continuing crisis of tissue or organ shortage. The scaffolds are 
used for simulating the extracellular matrix that cells make for 
their support. It is a place where the cells grow, proliferate, and 
interact with each other. 

 
Due to their processability, morphological traits, and wide 

range of potential applications in the field of electronic devices 
and biomedical science, advanced synthetic polymeric 
biomaterials have gained attention in recent years. Among 
them, PVDF with a natural piezoelectric effect has a variety of 

qualities that make it a flexible and functional biomaterial for 
cell attachment and subsequent tissue development [3]. 

 
Certain criteria for the surface features and 

microarchitecture of the biomaterial must be considered 
depending on the targeted application. Thus, as they will affect 

the way in which cells and surfaces of the scaffolds interact, the 
physical, chemical, and hydrophilic or hydrophobic properties 
of the scaffold must be well recognized [1]. 

The overall layout of nanofibers is crucial for creating a 
solid scaffold for cells to grow on. It is well known that some 
cell types depend on the right alignment of nanofibers. With 
electrospinning, the ideal arrangement and fiber structure can be 
produced by controlling the parameters of the working process 

such as the speed of the collector, voltage, and flow rate of the 
solution [2]. The electrospinning technology is also superior in 
terms of versatility of usage, efficiency, and consistency in the 
quality of the outcoming materials [3]. 

 
Electrospinning is also one of the most effective methods 

for synthesizing piezoelectric materials at the nanoscale.  
Piezoelectric polarization in polymer materials is induced by 
mechanical stress and is crucial for specific material 
implementations such as the formation of functional scaffolds 
for cells to grow on. The PDVF has three distinct crystalline 
phases - α (alpha), β (beta), and γ (gamma), with different chain 

conformations. The phase that forms in the majority of 
polymers is the α-phase which is electrically inactive. However, 
the polar β-phase is essential for the PVDF material because it 
exhibits the most potent piezoelectric property. The 
pyroelectric, piezoelectric, and ferroelectric capabilities of the 
β-phase PVDF as well as its inherent low weight, mechanical 

flexibility, and ease of manufacturing led to extensive research 
into these materials. Electrospinning is suitable for the 
production of PVDF material with a high β-phase [2,3]. 

 
Another important factor in choosing the most appropriate 

material is hydrophobicity or hydrophilicity. It is a property of 

surfaces and their molecules that is manifested by the reluctance 
to interact with water. Highly hydrophobic materials hinder cell 
adhesion and the formation of functioning tissue. Therefore, it 
is desired to alter the chemical surface of the material by 
methods such as oxygen plasma treatment to render the material 
hydrophilic [1]. 

II. MATERIALS AND METHODS 

A. Materials and their Parameters 

The nanofibers used in this study were electrospinned by a 
4SPIN machine (Contipro, Dolní Dobrouč, Czech Republic) 
with a cylindrical collector covered with aluminum. The 
polymer solution passed through the needle emitter at a flow 
rate of 30 μl per minute. While the collector spun at a speed of 
2000 or 300 rounds per minute, the polymer solution was drawn 

to the surface of the collector and formed a thin layer of 
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nanofibers. The voltage between the emitter and the collector 
was 50 kV.  

 
The participating material was a 20% solution of PVDF 

with a molecular weight of 275,000 g/mol. The solution was 
dissolved at a rate of 7:3 in a solvent of dimethyl sulfoxide and 
acetone. The final mixture was heated for 24 hours on a stirrer 
at a temperature of 80 °C and a speed of 200 rpm. 

 
One-half of the used nanofiber samples were treated with 

oxygen plasma by using the Piezobrush PZ3 device (Relyon 
Plasma GmbH, Regensburg, Germany) as means of reducing 
the hydrophilicity of the surface of the material. 

 
Coater EM ACE600 instrument (Leica Microsystems, 

Germany) was used for coating the surface with a 15 nm thick 

layer of carbon. The coating prevents the electric charge from 
accumulating on the material´s surface add fixates the fibers in 
place during scanning electron microscopy. Without the 
coating, it would be difficult to focus on the nanofibers and scan 
them at high magnification. 

 

B. Cultivation of the Cells  

Cells used for this work were human Saos-2 derived from 
osteosarcoma and mouse osteoblastic MC3T3 cells. The 
changes in the standardized process of cell cultivation were 
made based on prior research using osteoblasts [5]. 

 

A Dulbecco's Modified Eagle's medium supplemented 
with 10% fetal bovine serum and 5% penicillin/streptomycin 
(50 UI mL-1 and 50 g mL-1) was used to maintain human 
osteosarcoma Saos-2 cells (ATCC® HTB-85TM) at 37 °C in a 
humidified 5% CO2 incubator. Trypsinization using a 0.25% 
trypsin-EDTA solution was used to extract the cells. Saos-2 

cells were seeded at the density of 1 × 103 · mL-1 onto the sterile 
PVDF samples (1 × 1 cm). 

 
Mouse MC3T3 osteoblasts were maintained in a culture 

flask with Alpha MEM Eagle culture medium. After the culture 
process was finished, the cells were separated into test tubes. 

Cells were then plated on PVDF samples (1 × 1 cm), placed in 
a Petri dish, and covered with Alpha MEM Eagle again. Petri 
dishes were placed into an incubator at 37 °C and 5% CO2 until 
the cells were attached to the material.  

 

C. Methods Used for Assessing Properties of the Samples 

1) Raman Spectroscopy: The three crystalline phases of the 

studied material were determined from the Raman spectrum 

using the WITec Alpha 300R device (WITec, Ulm, Germany). 

During the spectroscopy 532 nm green laser was used with a 

power of 6 mW. The number of accumulations was 10x at an 

integration time of 10 s using a lens with a magnification of 50x. 

The samples used for the spectroscopy were 2 sets of nanofibers 

that were electrospinned with different values of the collector´s 

spinning velocity. The first set of nanofibers was spun at 300 

rpm and the second was spun at 2000 rpm. 
 

2) Hydrophobicity and Hydrophilicity: A See System E 

(Advex Instruments, Brno, Czech Republic) device was used 

for the measurement, and See Software 7.0 was used to assess 

the contact angle from the photographs. Using a dosing 

micropipette, ten drops of distilled water at 3 µm size were 

progressively added to the surface of the studied nanofibers. At 

time t = 4 s, the contact angle was measured from a photograph 

by producing a circle from three chosen spots accurately 

replicating the drop form. For the observation of wettability 

were chosen 2 sets of nanofibers with different modifications in 

the case of plasma treatment. 
 

3) Scanning Electron Microscopy (SEM): The fiber 

structure of the polymer material and interaction between the 

nanofibers and the osteoblastic cells were observed by scanning 

electron microscopy on a LYRA3 microscope (Tescan, Brno, 

Czech Republic). For all the observations following working 

parameters were set: detector SE, voltage 5kV, working 

distance 9 mm, and magnification from 3 kx to 185 kx.  

III. RESULTS 

A. Investigation of PVDF´s Crystalline Phases 

Raman spectroscopy is based on how light interacts with 
chemical bonds in a substance.  By assessing peak positions and 

relative peak intensities it is possible to uncover the chemical 
structure of the material, crystalline phases, intrinsic stress or 
contamination, and impurity [3]. 

 
Both samples subjected to the Raman spectroscopy exhibit 

presence of the β-phase. The most characteristic peaks for the 

β-phase are at 840 cm-1 and 1275 cm-1 [2]. The first sample in 
Fig. 1a displays Raman spectrum of undirected nanofibers 
electrospinned at 300 rpm and presents β-phase peaks at 839 
cm-1, 882 cm-1, and 1430 cm-1. The second sample in Fig. 1b 
with directed nanofibers electrospinned at 2000 rpm exhibits the 
same peaks but in greater proportion and displays in addition 2 

more β-phase peaks at 1074 cm-1, and 1274 cm-1.  
 
The measurement results suggest that the material with 

directed nanofibers displays a higher β-phase than the material 
with undirected nanofibers which is the most important phase 
due to its piezoelectricity. 

 

B. Hydrophilic and Hydrophobic Properties of PVDF 

The water contact angle, which is the angle between the 
tangent to the liquid-vapor interface and the solid surface at the 
three-phase contact line, is a typical way to describe wettability. 
The contact angle lowers as the surface energy of the tested 

surface increases since there is a direct connection between the 
two. The hydrophobicity interval for the water contact angle is 
set from 90° to 150°. The values belonging to the hydrophilicity 
interval range from 0° to 90° [2].  
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Fig. 1.: Raman spectroscopy: a) undirected PVDF nanofibers electrospinned at 

300 rpm, b) directed PVDF nanofibers electrospinned at 2000 rpm. 
 
The surface water contact angle of the PVDF nanofibers 

non-modified by plasma in Fig. 2a has an average value of 
125,6° acquired from 10 measurements at t = 4s. After t > 600s 

the material did not absorb more of the liquid. Based on the data, 
the non-modified PVDF material may be classified as 
hydrophobic. However, the surface water contact angle of the 
nanofibers modified by plasma in Fig. 2b has an average value 
of 107,8° with the best result at 89,7° which belongs to the 
hydrophilic interval. After t > 600s part of the droplet´s volume 

was adsorbed into the material. 
 

C. Cell Adhesion Concerning Plasma Treatment of the PVDF 

Nanofiber Scaffold 

Oxygen plasma treatment was used to alter the wettability 
of PVDF nanofiber scaffolds' surfaces. It was established that 

this method had no discernible effect on fiber size or 
electroactive β-phase content. Plasma treatment primarily 
results in surface chemistry changes, such as the addition of 
oxygen and the release of fluorine atoms, which considerably 
alter the wettability of polymer membranes by lowering their 
total surface tension. Due to the integration of oxygen and 

hydrophilic functional groups, the use of oxygen plasma on 
various polymer materials has shown encouraging results for 
stimulating cell development in the fabricated scaffold [4] 

 

Fig. 2.: Measurement of water contact angle: a) sample of PVDF nanofibers 

non-modified by plasma, b) sample of PVDF na nofibers modified by plasma. 

 

Scanning electron microscopy revealed a significant 
change in the roughness of the individual nanofibers in Fig. 3a 
displaying material modified by plasma in comparison to Fig. 
3b showing non-modified material. However, the high energy 
supplied by the plasma source in some cases led to melting and 
joining of the neighboring fibers. Regardless of the fiber 

jointing, the modified scaffold remained much of the original 
open spaces between the fibers. The modified sample´s new 
characteristics in Fig. 3c in comparison to the non-modified 
sample in Fig. 3d enhanced the integration of the cells into the 
scaffold, their individual adhesion to the fibers, and the overall 
formation of cell clusters. 

 
Observations done by SEM offered useful insight into the 

complicated relations between the surface morphology of 
PVDF scaffolds, their physical properties, and the mechanical 
support they provide to the growing osteoblastic cells. The 
human osteoblasts integrated into the material and attached well 

to the individual fibers even though the material was not 
modified by plasma, but it appears that the mouse osteoblasts 
used the potential of the scaffold even better due to its 
modification.  

 

 

 

 

 

a) 

 

b) 

 

 

 

 

 

a) 

 

b) 
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Fig. 3.: Scanning electron microscopy: a ) surface of PVDF nanofibers modified 

by plasma, b) surface of PVDF nanofibers non-modified by plasma, c) 

osteoblasts on PVDF nanofibers modified by plasma, d) osteoblasts on PVDF 

nanofibers non-modified by plasma. 

IV. CONCLUSION 

During the process of preparation, PVDF nanofiber 
scaffolds and cell samples were successfully made. The planned 
measurements of the physical and morphological characteristics 

of the PVDF material were effectively executed and brought 
interesting results.  

 
Raman spectroscopy proved the existence of crystalline 

phases in PVDF nanomaterial made in process of 
electrospinning and displayed a difference between nanofibers 

made with a distinct speed of the collector. The directed 
nanofibers were made at a speed of 2000 rpm and displayed 
greater relative peak intensities in β-phase than the undirected 
nanofibers made at 300 rpm.  

 
During the measurement of the contact angle of the liquid 

wettability on the sample surface to observe hydrophobicity and 
hydrophilicity was non-treated PVDF assessed as hydrophobic. 
However, oxygen plasma treatment proved to be useful as 
means of lowering the liquid contact angle and rendering the 
PVDF hydrophilic. For further strengthening of the materiaĺ s 
hydrophilicity, it would be needed for an increase in used 

plasma power. This increase would, unfortunately, cause larger 
melting and joining of the nanofibers. This phenomenon could 
hinder cells  ́ integration into the scaffold because the melted 

nanofibers would not leave enough space for the cells to grow 
between them.  

 
Minor lowering of the materiaĺ s hydrophobicity proved to 

have a positive effect on cell adhesion and integration. Yet the 
cells also integrated into the non-treated material with high 
hydrophobicity. This leaves a question if it is necessary to lower 
the liquid contact angle in every case of designing a suitable 
scaffold for tissue engineering or if it depends on the cell type 
or type of tissue the scaffold is designed to resemble. Despite 

that, the overall best results are reached with a PVDF 
nanomaterial electrospinned at high collector speed, with strong 
β-phase and treated with oxygen plasma for a minor lowering 
of the material´s hydrophobicity. 

 
 This work served as fundamental research on osteoblasts´ 

compatibility with a polymeric scaffold. Follow-up research 
could investigate further the need for PVDF to have hydrophilic 
properties and the reaction of the scaffold and the growing cell 
tissue to exposure to an electric field. 
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Abstract—The present text introduces the concept of data
collecting (voltages and currents) from a phantom connected
to electrical impedance tomography. The concept involves a
method for signal multiplexing from up to 256 electrodes and
the current source for such probes. Considering the high number
of electrodes and the estimated extended distances between the
probes and the measuring card, the method recommends using
probes to convert the measured voltage to a current loop, making
them suitable for measuring small voltage levels in the millivolt
range.

Index Terms—Electrical impedance tomography, active mea-
suring probe, automatic measurements, phase shift measurement,
correlation method, voltage and current measurements

I. INTRODUCTION

Currently, many non-invasive methods exist for measuring
an object with an unknown internal structure. The most
common include X-ray, computed tomography, magnetic res-
onance imaging, ultrasound, positron emission tomography
or single-photon emission tomography. These methods share
common characteristics: they are expensive, often non-mobile,
and require trained operators. For the general public, electro-
impedance tomography remains less known. It measures the
voltage between electrodes (usually 16) [1], [2]. Consecutively,
the computer calculates conductivity matrices between the
electrodes and displays them as a two-dimensional image.
However, the method cannot be applied to everything because
one electrode is always powered by current. The current levels
can vary but usually are up to 10 mA. Hence, this method
can be applicable to inanimate objects with small voltage
or current sensitivity. The method requires no radioactive or
magnetic material but only a current source and a measuring
card. The real and imaginary impedance components must be
measured to process the data. The impedance can be expressed
by Equation (1), where Z is the complex impedance, R is the
electrical resistance, and X the reactance:

Z = R+ jX. (1)

II. MEASURING REAL IMPEDANCE COMPONENT

The real impedance component is very easy to measure. All
that is necessary is the value of the current flowing through the

load and the voltage measured directly thereon. The resistance
can be calculated using Ohm’s law; equation (2):

R =
U

I
. (2)

Whether it is used to measure amplitude, peak value or RMS
value, the results (impedances) are the same; however, both
signals must be measured in the same way [6]. A noise
signal will affect the measurement. It is very likely at small
amplitudes, i. e. that peak and amplitude measurements can
be slightly misleading. Therefore, the RMS value has to be
measured, or a filter has to be created to remove the noise. A
prefab chip or a microprocessor can be used in the measuring
card to measure the RMS value. Using an analogue filter is
inefficient because one filter cannot work correctly at lower
frequencies; thus, a bank of filters is required. Signal sampling
and measuring the RMS voltage value in the microprocessor
is the most suitable option here. The sampled signal is also
required to calculate the imaginary impedance component. If
there is relevant noise, the signal could still be filtered by a
finite response filter with a variable cut-off frequency directly
in the microprocessor.

III. MEASURING THE IMAGINARY IMPEDANCE
COMPONENT

The imaginary impedance is frequency-dependent. The cor-
relation indicates that it is necessary to measure the phase
shift between the current and voltage generated at the load.
The most straightforward method for measuring phase shift is
with zero-cross detector [6]. This requires a precision timer.
For example, if we want to measure the phase shift of a 10 kHz
signal with a resolution of 1 degree, the minimum frequency
of the timer should be 7.2 MHz, see equation (3):

fTIMER = fsignal · 360 · n = 10000 · 360 · 2 = 7.2MHz, (3)

where n is the number of samples for one degree (prevents
output bouncing). The user must define the measured signal
frequency for all methods, or the frequency must be calculated.

A phase shift measurement method with correlation was
tested. The following section describes the enumeration of
frequency using the disadvantages of optocouplers. The chap-
ter VI discusses accuracy of this method.
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One exploits that the signal is supposed to be electrically
isolated from the computer to measure the frequency. Standard
optocouplers (without any offset) operate only at positive
voltages. If the input signal has negative polarity, the output
is rectified. The concept utilises the rectified signal.

This feature is exploited to increase the dynamic range
of the analogue-to-digital converter. As part of the signal
processing phase, the microprocessor calculates the number of
samples with zero value - the sampled signal is shown in Fig-
ure 1. The signal frequency is calculated using Equation (4),
where n is the number of samples with zero value, and fs is
the sampling frequency:

fsignal =
fs
2 · n

. (4)

The frequency is divided by two since the number of samples
is number of samples in zero part (originally, the negative
segment of the sinusoidal wave).

To get zero values unaffected by noise, the signal is first
summed up with a slight offset around zero. After passing
through the optocoupler, the offset is removed. This step
ensures that there will be a small negative voltage at the AD
converter input, represented as zeros.

Fig. 1. Sampled rectified signal - frequency calculation

A. Phase shift - correlation method

If we imagine a signal with a millivolt level, additional noise
shall be added thereto. The noise can stem from components
such as resistors or external sources (transformers or power
cables near the measurement card). The noise could cause
an incorrect operation of the zero cross detector. Correlation-
based methods have been developed. The device measures two
signals: a time-dependent current waveform and the voltage
between two probes. The signals are similar, only attenuated
or shifted in time in some way. Therefore, the cross-correlation
method was applied. Both signals are inserted into a cross-
correlator. The algorithm was simulated in Matlab. Figure 2
illustrates the two simulated signals with Gaussian noise with
a standard deviation of 1.2. The cross-correlation output is
depicted in Figure 3.

The cross-correlation function’s maximum value must be
determined to evaluate the two signals’ phase shifts. Subse-
quently, the phase shift is evaluated using Equation (5):

φ = i(f∗g)max · 360 ·
fsignal

fsampling
, (5)

where i(f∗g)max is the position of maximal value in the
cross-correlation vector, fsignal is the measured frequency of
one signal, and fsampling is the sampling frequency of the
analogue-to-digital converter. [5]

Fig. 2. Two time-shifted signals with an additional Gaussian noise (σ = 1.2)
[3]

Fig. 3. Cross-correlation of the signals shown in Figure 2 [3]

The accuracy of this method was evaluated using Matlab.
A signal with Gaussian noise with a standard deviation from
the interval ⟨0; 1.2⟩ was generated in 10,000 experiments. The
error of the calculated and defined phase shift was calculated
for each trial. The average error for this interval was 5.4%.
If the standard deviation interval is reduced to ⟨0; 0.2⟩, the
average error changes to 2.06%, comparable with the error of
the signal processed by the same method without additional
noise. [3]

If a minimum of ten samples per period is considered,
the same speed of timer (7.2 MHz) used for the zero-cross
detector method can be evaluated for measuring the signal
with a 720 kHz frequency. Applying the correlation method,
the maximum frequency is 72 times higher than in the zero-
cross method for the same speed of timer/sampler.
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IV. MEASURING CARD DESIGN

The main advantage of this concept is its scalability. The
entire measuring card consists of two types of printed circuit
boards. The first is the microprocessor board (at the bottom
of the device shown in Fig. 4). The board is equipped with
two amplifiers with programmable gain and optocouplers for
galvanic isolation between the computer and the measuring
component. The board also provides power to all other boards
and ensures communication with the computer. Figure 5
depicts a block diagram of such a board for voltage/current
(differential) measurement.

Fig. 4. Measuring card for electronic impedance tomography

Fig. 5. Block diagram of the microprocessor board, simplified

Communication then takes place via a customised Matlab
library (connected directly to EIDORS library) or via a simple
terminal. The firmware defines commands for:

• Measurements between two electrodes,
• Measurements of the whole level,
• Multi-level measurements,
• Calibration function.
The second type of board is the measuring card. The

assembly of this board depends on whether it is the first board
(master) or an extension board (slave). In master mode, the
board evaluates the signal processing performed on the active
probes (discussed below in the text). The board also ensures
switching the control signal to the probes (controls current
delivery) and switching between measuring probes. In slave
mode, the board is only responsible for the switching while
the master evaluates the signal. The system’s extensibility
is ensured by addressing the board. This type of board can
measure 16 probes. However, the board address can be set
from 0 to 15. Thus, up to 256 electrodes could be connected
by addressing. This can be used to measure more than one
phantom or more planes.

Figure 6 shows a block diagram for collecting voltage from
a single probe. The multiplexors are used as follows: two for

controlling the signal, two for electrode addressing, and two
for the attenuation signalisation. Control logic decides whether
the attenuation should be switched.

Fig. 6. Multiplexor block diagram - simplified

Multiplexors are of great importance because the current
loop must be loaded with appropriate resistance. Therefore, the
load resistance must be recalculated to the corresponding load
after selecting the multiplexor. The remaining elements of the
measurement chain are not strictly defined, and the selection
can be variable. The same applies to programmable amplifiers,
microprocessor or optocouplers.

V. ACTIVE PROBE DESIGN

The active probe is designed to eliminate all unwanted
interferences and ensure high impedance at the measuring
node. High impedance ensures measurement without affecting
the flow of current through the object [6]. Its primary purpose
is to convert the signal into a current loop. Doing so ensures
that noise does not affect the signal, using induction from
another signal or power supply. High impedance is provided by
PI pads at inputs. Furthermore, using an attenuator, the probes
protect against voltages higher than the operating voltage. The
attenuator connects to the signal trace automatically if the
input voltage is higher than the voltage set by the divider.
Signal attenuation is transmitted to the measuring card via a
single wire. The rationale being that to measure the voltage
at two points, the signal must be attenuated at both electrodes
or compensated in the microprocessor. If only one electrode
signal is attenuated, errors in the evaluation may occur. There-
fore, if only one signal is attenuated, the measuring card will
attenuate the other. The attenuation is primarily used in power
electrode measurements. The active probe is depicted in Figure
7; it is connected to the measuring card via a flat cable (without
twisted pairs), consisting of RJ45 connectors. Figure 8 displays
a simplified block diagram of an active probe.

The probes should also be able to switch power on and
off or ground themselves to automate the measurement [2].
Two relays manage this function. The control signal from
the measuring unit drives relays. Switching using unipolar
transistors was tested in the simulations; however, the transient
parasitic capacitance affects the power signal clarity. If the
control signal is negative, the ground shall be connected to
the node at the measurement point. If the signal is positive,
the probe supplies current to the phantom. If the control signal
oscillates around zero, both relays remain disconnected.
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Fig. 7. Active probe

Fig. 8. Active probe block diagram, simplified

TABLE I
FREQUENCY CALCULATION ACCURACY

sample rate [kHz] 677.4 1,354.8
start frequency stop frequency relative relative

[kHz] [kHz] error [%] error [%]
0 12.2 5 2.5

12.2 26.8 10 5
26.8 44.2 15 10
44.2 60.4 20 10
60.4 78.1 25 15
78.1 84.6 30 15

VI. ESTIMATED PARAMETERS OF THE MEASURING CARD

The measurement error depends primarily on the electronic
components used. The bandwidth is limited by the operational
amplifiers used because the analogue signal processing does
not include any other frequency-dependent constituents. The
analogue-to-digital converter also limits the frequency. For
the STM32F407VG (used in the prototype), the sampling
frequency for the two synchronous captured channels is
677.4 kHz [4]. Considering the Nyquist theorem, the maxi-
mum signal speed is approximately 338 kHz.

For frequency enumeration, having at least ten samples
for the period is preferable for better results. It limits the
bandwidth to 67.74 kHz. This parameter can be improved by
speeding up the sampling frequency. Speeding up the sampling
frequency also improves the relative error of frequency enu-
meration. This is caused by the increasing number of samples
needed for enumeration in the time domain. The values are
calculated for 168 MHz core frequency. Table I shows the
maximum estimated frequency measurement errors for two
sample rates (systematic error).

The algorithm was changed to read the frequency from the
user interface (known parameter); this error was eliminated. If
the user provides an exact value for frequency in the command,
enumeration will not be affected by this error. In contrast, if
the user does not provide a frequency, the result will include
a significant error. The bandwidth was enhanced to a mini-
mum of 135.48 kHz (five samples to period). Changing the

frequency enumeration to the zero cross detector method will
block the processor for a while and requires more integrated
circuits and inputs from the microprocessor. The phase shift
calculation error is mentioned above.

The calibration function can adjust the measuring voltage
and current level. The calibration function should measure
voltage and current on a known resistive load. The algorithm
is designed to measure the voltage on a resistor connected to
two probes supplied with a known current. Consecutively, the
microprocessor corrects all measured values with an absolute
error calculated from the difference between uncalibrated and
exact measurements, using a voltmeter and amperemeter. Such
a procedure can only be performed between two probes, and
the measurement offset should be the same for all probes (as
long as the same components are used).

The calibration also corrects the phase measurement. By
default, the phase cannot be zero for signals on resistive load.
This is caused by the length of the measurement chain (for the
current of approximately two amplifiers and voltage of at least
four amplifiers). In calibration mode, the firmware quantifies
the phase shift of the two signals on resistive load and then
adds this constant to all the results.

VII. PERFORMED MEASUREMENTS

The concept is currently being debuged. However, the
initial tests of the prototype yield positive results. The voltage
transfer from the probe to the measuring card has been suc-
cessful. It was tested on a harmonic signal, which appears free
of significant distortion and has no additional superimposed
noise.

Measurements using a microcontroller, under laboratory
conditions, provide valid data. All algorithms applied are
tested directly on a microcontroller and in Matlab.
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Abstract—This paper summarizes the development and im-
plementation of a device designed for controlling and operating
a vacuum gas chamber. Multiple vacuum gauges, a gas pump and
a valve can be connected to the device. Communication between
the user and the system occurs via a large touch screen with
an organized interface. The article describes the current state of
development and outlines future improvement possibilities and
potential applications.

Index Terms—Vacuum control, pressure measurement, vacuum
instrumentation

Fig. 1. Vacuum system controller custom PCB extension unit

I. INTRODUCTION

This article is aimed at describing the function of a system
for controlling and operating a vacuum chamber. The main
goal of such system is to monitor gas pressure in the chamber
and to set the pressure according to user’s requests.

The initial motivation for design of such a device was
to enable laboratory research in low-pressure environments.
Custom design of the pressure control unit potentially enables
more possibilities and could provide the researches with
greater flexibility by incorporating their requirements directly

The preparation of this paper was supported by the project No. FCH/FEKT-
J-23-8282 of the BUT internal grant office.

to the system, as opposed to relying on a commercial solution.
Furthermore, the system’s ability to offer functional control
for different vacuum systems at a reduced cost could aid in
offsetting the cost of research.

The heart of this system, which is the main focus of
this article, is a printed circuit board (PCB) extension to an
Arduino board that manages the communication with devices
used for vacuum measurement, control and human-machine
interface (HMI), further referred to as VSC (vacuum system
controller).

II. APPLICATIONS

The device described in this article enables easy integration
of many broadly used vacuum operations equipment. The full
potential of the system can be utilized for simultaneous gas
pressure measurements and regulation but it is also possible
to use just one of these functions if the application requires it.
Although similar devices have been available on the market
for many years, they might be difficult to obtain for small
research teams or individuals due to the resources required for
their acquisition. The purpose of the device described in this
article is to provide a functional alternative with comparable
quality to a professional-level system but with much greater
accessibility.

III. SYSTEM DESCRIPTION

The system is designed to be a simple, ready-to-use com-
puter, with internal structure organized as shown in Fig. 2. This
computer serves not only for communication and control of
vacuum devices but also as their power source. All peripherals
are connected via standardized ports typically used in similar
applications. Such peripherals are up to two vacuum gauges
used for gas pressure measurement, one vacuum pump re-
moving gas particles from the chamber and one vacuum valve
serving as a regulating device for controlled gas intakes.

The system’s flexibility is increased by the fact that it can
be used with various vacuum operation devices designed by
Pfeiffer Vacuum. Users’ requests and demands are inputted
through a large Nextion touch screen panel embedded into
the device body. The same screen is used to display various
information regarding the current gas pressure and the general
state of the vacuum system. To log this data, users can insert
an SD card, which is subsequently used to store all important
information for later evaluation of results.
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Fig. 2. System design diagram

As previously suggested, a custom PCB was designed and
engineered to incorporate all essential circuitry required to
implement the aforementioned features. The power-intensive
peripherals were situated on the port side of the PCB, whereas
the signal paths and processing components were positioned
on other sections of the board, as demonstrated in Figure 3.
A fully operational and assembled PCB extension unit can be
observed in Figure 4.

IV. COMMUNICATIONS

Different vacuum operations devices use varying communi-
cation protocols to send or receive data from the control unit.
This had to be taken into account during the design of the
VSC. While the pump and its controller are commanded via
the standardized RS-485 interface [1] [2] [3], a more specific
solution had to be implemented for the vacuum valve. The
digitally controlled valve uses a half-duplex serial bus with
atypical voltage levels defined for individual logical values and
slow transmission speed (300 baud rate) [4]. The implemented
solution is derived from the RS-232 communication protocol
with its voltage level adjusted for this specific application.
Both devices use a different set of instructions for their control.

Fig. 3. 2-layer custom PCB extension design

The pump is commanded by Pfeiffer Vacuum Protocol mes-
sages [5], which are broadly used when more complex Pfeiffer
vacuum products are concerned. The valve, on the other hand,
implements a much simpler instruction list consisting of just
a few commands enabling its basic control, settings and its
current state determination [4]. Furthermore, to increase the
flexibility of the VSC, a digital to analog conversion with
a voltage step-up module was implemented for enabling the
usage of a valve control via optional analog voltage line.

For the gas pressure acquisition, it was required to imple-
ment an analog to digital conversion, since many of the Pfeiffer
Vacuum gauges represent the measured pressure as a voltage
value [6] [7] [8]. This value is processed in an ADC (analog
to digital converter) with high resolution of 18 bits providing
no significant loss of precision during the conversion. ADC
processes the data and sends the final output to the VSC via
an I2C interface. The same serial interface is used for acquiring
or storing the data to the optionally inserted SD card.

For the internal communication with the Nextion HMI
display a simple Arduino UART bus is used. The touch screen
is also commanded by a standardized set of instructions and
the device itself is programmed by a unique language.

Fig. 4. Custom PCB extension unit top view

V. POWER SUPPLY

As previously mentioned, the VSC not only controls all
connected peripherals but also acts as their main power source.
A powerful source of up to 200 W had to be used, mainly be-
cause of the pump’s large power consumption. The main power
input circuitry of the VSC therefore accommodates multiple
protections such as a basic protection against polarity reversal
or against sudden peaks of input voltage. Additional pieces of
protection hardware like Zener diodes, basic Schottky rectifiers
or specialized serial communication lines protection diodes are
located at every input leading into or output heading out of
the VSC. The main power supply delivers a stable 24 V used
to power all external peripherals, such as the pump and valve.
Additionally, the internal circuitry operates at lower voltage
levels, requiring two step-down converter circuits on the PCB,
providing 5 V and 3.3 V, respectively.
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VI. CENTRAL PROCESSING UNIT

In the current iteration of the project a widely used Arduino-
based board is utilized as the main unit for processing. Specif-
ically, an Arduino Mega with the ATMega 2560 chip is used
which delivers enough computational power for servicing all
incoming or outgoing requests [9]. The board was chosen for
this application due to its multiple serial communication line
modules and its easy expandability with additional circuitry,
such as the custom-designed shield module for this particular
application.

VII. HUMAN-MACHINE INTERFACE

The display’s interface is designed with simplicity and ease-
of-use in mind. The main screen (Fig. 5) displays all critical
information related to the system’s operation, while additional
menus for data acquisition and storage, peripheral settings, and
user presets can be accessed through multiple buttons located
on the side of the main screen.

Fig. 5. Human-Machine Interface main screen

VIII. SOFTWARE

The program running on the Arduino CPU must handle
variety of tasks simultaneously, including the regulation of the
gas pressure and communication with connected peripherals,
accurate data acquisition or capturing and executing user’s
commands. While the current CPU is sufficient for these tasks,
an upgrade to a more powerful or even multithreaded CPU
shall be considered in the future when more demanding tasks
are implemented.

With regards to the overall slow dynamic of the gas system,
it is not necessary to have the parts of the algorithm servicing
measurements and pump or valve control running in a loop
at particularly high speeds. Data from the peripherals are
acquired once every three seconds and the outgoing commands
are sent at the same rate. On the other hand, user inputs
must be handled in near real time, so the loop responsible for
capturing these inputs repeats itself as frequently as possible

to lower the response time of the touch screen to a bare
minimum. The design of the Nextion displays represents
a significant advantage – graphic tasks, such as rendering a
new page or animations, are handled by the display’s CPU
and only important changes of the screen’s state are sent over
the serial line to be processed by the VSC.

At the time of writing this article a prototype of automated
gas pressure regulation is being implemented, which will
replace the currently used manual control of pump rotation
speed or valve position. The purpose of such regulation is to
achieve the gas pressure given by the user in the shortest time
possible. In the upcoming iterations, the aim is to expand this
feature by allowing the user to set the pressure progression in
time. This would enable the creation of arbitrary gas pressure
gradients, limited only by the vacuum hardware used in the
application.

IX. TESTING AND VALIDATION

The pressure values obtained as a voltage output from the
VSC’s 18-bit internal ADC were compared to those acquired
with a laboratory-grade voltage measuring equipment of high
precision. The error caused by the VSC is only given by the
ADC’s precision, as the gauge’s accuracy cannot be influenced
directly. The calculated error was found to be insignificant
in comparison to the inherent error attributed to the gauges
themselves, as anticipated.

The validation of the peripherals’ correct functioning was
done by evaluating the effect of the peripheral’s state change
(e.g. rotation speed) on the measured pressure values. Ad-
ditionally, the confirmation of command acceptance by the
peripherals was determined through the interpretation of ac-
knowledgment response messages.

X. FUTURE IMPROVEMENTS

Apart from already mentioned automated pressure control
and its gradient that is currently being worked on, there are
several other tasks that need to be addressed. Firstly, the VSC
needs to be able to automatically identify the connected cham-
ber system. This is important because the automated control
requires precise knowledge of the gas chamber properties and
must be readjusted after any changes to the system’s topology.
Secondly, a basic interface for remote access needs to be
implemented to enhance the user experience and provide the
ability to control ongoing experiments remotely. The vision
here is to establish a basic internet server which is connected
to the system and therefore enables the user to command
or oversee currently ongoing system operation and not be
directly present by the vacuum chamber itself. And finally,
it is desirable to implement more connection possibilities for
the usage of different vacuum modules which do not utilize the
means of communication as described in IV. This will further
broaden the device’s flexibility and allow it to be used with
a broader range of vacuum control systems without requiring
a redesign of the VSC’s internals.
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XI. CONCLUSION

Although the current iteration may require several improve-
ments to meet today’s state-of-the-art devices, the first steps
for a functional alternative to professional vacuum operations
devices are already laid. The device is capable of communi-
cating with a wide range of modules that are commonly used
in vacuum chamber control, and can execute commands in
accordance with the user’s requests as input through the touch
screen interface.
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Abstract— This paper describes a mobile application that 

assists in the analysis of 1D gel electrophoresis images. It provides 

functions for image processing, band detection, lane segmentation, 

and molecular weight approximation. The designed methods were 

extensively tested using a dataset of diverse gel images. The 

application provides a convenient and portable tool for the 

analysis of electrophoresis images on-the-go. 
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I. INTRODUCTION 

One-dimensional gel electrophoresis is a widely used 
technique for separating proteins or nucleic acids in a sample 
based on their size and charge [1]. The sample is loaded onto a 
polyacrylamide gel, which acts as a molecular sieve [2, 3]. The 
gel is then placed in a buffer solution and an electric field is 
applied to the gel [4]. The molecules in the sample migrate 
through the gel at different rates based on their charge and size, 
resulting in banding patterns that can be visualized using 
staining techniques [5]. By comparing the banding pattern of the 
sample to that of known molecular weight markers loaded onto 
the gel, it is possible to perform a quantitative analysis of the 
molecular weights of separated molecules. The distance traveled 
by each band is proportional to the logarithm of the molecule’s 
molecular weight, allowing the estimation of the molecular 
weight of the separated molecules [6]. This technique can be 
used for the identification and quantification of specific proteins 
or nucleic acids in a sample and can be used to monitor changes 
in protein expression or DNA mutations over time. 

II. METHODS 

A. Grayscale conversion and image quality enhancement 

First, the input image is converted to grayscale, and the mean 
pixel intensity is evaluated. This information is used to create a 
new grayscale image with dark bands and a lighter background. 
Numerous methods including histogram equalization [7, 8], 
gamma correction [7], piece-wise linear contrast adjustment [7, 
9], and background thresholding [8][10] have been tested and 
evaluated. Out of these techniques, only gamma correction 
provided sufficient improvement in gel image quality. 

Gamma correction is a technique used to adjust the 
brightness and contrast of an image by altering the gamma value 
of the image [11]. Gamma value was estimated by extracting 
pixel intensities from a representative region defined by a user 

containing all the sample lanes and minimum of additional 
background, computing the mean intensity of the pixels in the 
representative region, computing the logarithm of the pixel 
intensities and the logarithm of the mean intensity, fitting a line 
to the logarithmic data using linear regression, and extracting the 
slope of the fitted line, which is the estimated value of gamma 
[12]. 

B. Lane segmentation 

The algorithm of lane detection was slightly modified from 
the method proposed by Škutková et al. and requires an input 
value of the number of lanes of the analyzed electrophoretic 
image [7]. The method involves two main steps. Firstly, the 
algorithm calculates the intensity mean value of each column in 
the upper third of the gel image and identifies peaks using 
findpeaks method to mark the position of the first pixel of each 
border. The algorithm automatically fills in the expected lane 
boundary if none is found. Secondly, the algorithm tracks the 
other pixels of each border line consecutively, comparing the 
intensity values of 3x3 pixels below the current pixel and 
selecting the column containing the pixel with the highest 
intensity. The tracking algorithm stops at the bottom of the gel. 
An example gel image with segmented lanes is shown in Fig.1. 

C. Median filtering 

In order to obtain a 1D signal representation of the intensity 
of pixels from 2D grayscale profiles representing individual 
sample lanes in horizontal orientation, a grayscale profile is 
firstly converted to a 1D signal by flattening it. Median filtering 

 

Fig. 1. Principle of gel image segmentation using tracking of lane 

boundaries 
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is then applied to the 1D signal using an appropriate window 
size, which is twice the width of the largest detected band [7]. 

D. Shading correction 

In electrophoretic gels, the background can have a non-
uniform shading due to factors such as uneven lighting or 
variations in the thickness of the gel [13]. By correcting the 
shading of the background, positions of bands can be more 
accurately measured and compared between different samples. 

The steps involved in applying the local maxima method for 
envelope estimation include selecting an appropriate sliding 
window size, applying the window to the signal, computing the 
maximum value within the window, and repeating the process 
for each sample in the signal [14]. The result is then interpolated 
to obtain a curve covering the entire signal. The envelope is 
subsequently subtracted from the original signal, resulting in a 
corrected image with reduced background shading. The size of 
the sliding window is twice the size of the widest band in a 
signal. The window overlap is set as one quarter of the sliding 
window size and requires extension of both ends of the signal 
[7]. An example of input and output gel images is shown in 
Fig.2. 

E. Band detection 

The method involves analyzing a single-lane signal to detect 
bands. The first step is to invert the signal and then calculate the 
maximum amplitude. A prominence parameter is then 
calculated as a fraction of the maximum amplitude. This 
parameter is used to detect peaks in the signal using the find 
peaks function. The result is an array of peak indices 
representing the locations of the bands in the signal [15].  

F. Molecular weights evaluation 

This method involves creating a calibration curve to estimate 
the molecular weights of unknown protein or nucleic acid 
samples. The migration distance of each known molecular 
weight marker band and its corresponding molecular weight are 
obtained, and the calibration curve is created by interpolation of 
these data points. The molecular weights of the unknown bands 
in the sample lanes can be estimated by finding their 
corresponding distances in the 1D signal and then using the 
interpolation function to find their corresponding molecular 
weights [16]. 

III. REALIZATION OF MOBILE APPLICATION 

The structure of the application involves a client-side mobile 
application developed in Kotlin and a server-side application 

developed using Python and FastAPI. Simplified workflow is 
shown in Fig.3. The client-side application allows users to 
capture or upload 1D electrophoresis gel images and select the 
area of interest for further analysis. The user also provides 
additional information about the gel image, such as the number 
of sample lanes, the lane containing the molecular weight 
marker, and the type of molecular weight marker. This 
information is sent to the server-side application via a FastAPI 
endpoint. The server-side application retrieves the image data 
and performs image processing and analysis using Python-based 
code. This includes grayscale conversion, gamma correction, 
lane segmentation, median filtering, shading correction, and 
band detection. 

To ensure that the pairing of marker bands and their 
corresponding molecular weights is accurate, a manual step has 
been introduced. This step is triggered if the number of detected 
bands does not correspond to the number of molecular weights 
values and requires user input to resolve any discrepancies. The 
client-side receives an image of horizontally oriented marker 
lane along with its 1D intensity profile showing detected band 
peaks and corresponding molecular weights. The user can 
manually reposition the darts to ensure that all molecular marker 
bands are correctly annotated. The adjusted marker lane is sent 
back to the server-side. 

 A calibration curve is created and used to estimate the 
molecular weights of all the bands in the gel. The final result is 
an image that shows the molecular weights of individual bands. 
The new image is sent back to the client-side application via the 
FastAPI endpoint and displayed to the user. The user can save 
the image to their device or send it by email. 

To add a new molecular weight marker, the user can request 
the addition through the client-side application. The request is 
sent to the server-side application via a new endpoint, and the 
server-side application updates the SQL database by creating a 
new record in the MarkerTypes table for the new marker type. 
The SQL database has three tables: Images, Bands, and 
MarkerTypes. The Images table stores information about the 
electrophoresis gel images uploaded by the users. The Bands 
table stores information about the molecular weight bands 
detected in the images, including their position and the 
molecular weight of the band if known. The MarkerTypes table 
stores information about the available molecular weight marker 
types, including the name of the marker and values of molecular 
weights of its consecutive bands. 

 

Fig. 2. The gel image after lane detection and median filtering (left), the signal of the lane with estimation of the signal envelope (middle), the reconstructed 

gel image with removed background shading (right).  
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The client-side and server-side components are connected 
through the use of five API endpoints, which are responsible for 
handling requests and responses between the mobile application 
and the server. Upload Endpoint receives a POST request 
containing a cropped gel image and additional information about 
the image. This endpoint stores the image and data in a SQL 
database on the server. Marker Endpoint allows users to add new 
molecular weight marker types to the application. It accepts a 
POST request with marker information and returns a response 
with the newly created marker ID. Analysis Endpoint processes 
the image and additional data stored in the SQL database by the 
upload endpoint. This endpoint uses Python code to perform the 
image analysis described in the previous chapter and generate 
the analyzed image. Download Endpoint returns the analyzed 
image to the mobile application in response to a GET request. 
The URL of this endpoint is used by the mobile application to 
retrieve the analyzed image from the server. Status Endpoint 
returns real-time updates on the progress of the image analysis. 
This endpoint can be used by the mobile application to monitor 
the progress of the analysis and estimate how much longer the 
analysis is expected to take. The actual analysis time may vary 
depending on the complexity of the image being. Typically, the 
analysis time for a single image can range from 5 to 30 seconds, 
with more complex images taking longer to process. 

IV. RESULTS 

A. Dataset 

A dataset of electrophoretic gel images with known ground truth 

information obtained from laboratory measurements and 

external sources [17, 18, 19] was created. The ground truth 

information includes locations of all bands in each image, with 

a smaller subset of images including corresponding values of 

molecular weight. The images have been divided into several 

categories depending on their quality – standard, noise, non-

uniform lane boundaries, blurred, and bubbles, to ensure that the 

program's algorithm can produce accurate results across 

different imaging conditions. 

B. Lane segmentation 

Accurate lane segmentation is crucial for the subsequent 
steps of band detection and molecular weight estimation. The 
lane segmentation method was applied to the dataset and the 
results were manually evaluated. The accuracy of the described 
method was calculated for different categories of image quality. 
The results are shown in TABLE I. 

C. Band detection 

Band detection functionality was evaluated by comparing 
the locations and sizes of the detected bands against the ground 
truth information for different image quality categories. 
Precision was calculated as the number of true positive 
detections divided by the total number of detected bands. 
Sensitivity was calculated as the number of true positive 
detections divided by the total number of ground truth bands. 
The results are shown in TABLE II. 

D. Molecular weight approximation 

To test the molecular weight approximation functionality of 
the program, a ground truth subset of images with known 
molecular weights was used. Approximated values of molecular 
weights were calculated and compared to the ground truth 
values. The accuracy of the method was evaluated using root 
mean squared error (RMSE), which measures the square root of 
the average squared difference between the predicted values and 
the true values and gives more weight to larger errors because of 
the squaring operation. The results are shown in TABLE III. 

 

Fig. 3. Workflow of the mobile application.  
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TABLE I.  LANE SEGMENTATION RESULTS 

Category No. of lanes tested Accuracy [%] 

standard 112 100.0 

noise 84 100.0 

non-uniform 34 92.7 

blurred 135 100.0 

bubbles 47 100.0 

TABLE II.  BAND DETECTION RESULTS 

Category No. of bands tested Precision [%] Sensitivity [%] 

standard 1038 99.8 99.6 

noise 862 99.6 98.9 

non-uniform 295 92.7 92.4 

blurred 1264 95.0 94.8 

bubbles 486 96.4 96.3 

TABLE III.  MOLECULAR WEIGHTS APPROXIMATION RESULTS 

Category No. of bands tested Relative RMSE [%] 

standard 148 3.4 

blurred 184 5.4 

V. DISCUSSION AND CONCLUSION 

The lane segmentation method was found to be 100% 
accurate for most image categories, with the exception of images 
with non-uniform lane boundaries, which is primarily a problem 
of gel preparation and not the algorithm itself. The band 
detection algorithm performed well in high-quality images as 
well as images with noise. However, there is room for 
improvement in images with non-uniform lane boundaries and 
blurred lanes. Due to the limited availability of ground truth 
data, molecular weight approximation was not extensively 
tested. 

In addition to the improvements to the existing methods, the 
application has the potential to be expanded for sample 
classification. Moreover, the application could include more 
extensive image quality improvement techniques to handle 
images with non-uniform boundaries and blurred lanes. Another 
potential feature is the adjustment of the mutual positions of the 
bands to allow more accurate detection and analysis of 
molecular weights. These potential advancements could greatly 
enhance the usefulness of the mobile application 

In conclusion, the developed method for the analysis of 
molecular weights in gel electrophoresis images is accurate and 
efficient. It can analyze images on-the-go without requiring any 
specialized equipment or expertise, making it accessible to a 
wide range of researchers. While the method performs best on 
images without geometric distortions, it still provides highly 
accurate results for distorted images. Overall, this application 
has the potential to save researchers time and resources. Further 
development and refinement of the mobile application could 
lead to even greater accuracy and utility in the future. 
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Abstract—Human age is considered an important biometric
parameter that is often difficult to determine. Previous studies
have shown that the non-specific general anatomical and physio-
logical characteristics seen on fundus images are all likely signs of
ageing. This paper focuses on age estimation from retinal images
with different image preprocessing approaches together with
proposed image detail enhancement method. Convolution neural
network framework is based on the ResNet-34 architecture
together with the Consistent Rank Logits algorithm estimating
age as an ordinal variable. The best model achieved a mean
absolute error of 3.47 years, outperforming existing models
estimating age from retinal images.

Index Terms—Deep learning, age estimation, retinal images,
retinal image preprocessing

I. INTRODUCTION

The advent of deep learning has enabled great advances
in the field of medicine. It has been used to classify and
segment medical images, discover new drugs or discover
genetic abnormalities.

Recently, biological age has been investigated to reveal
the predisposition to premature death. Several methods have
already been developed to investigate this phenomenon. Basic
biomarkers include DNA methylation status [1], in which a
methyl group is linked to the pyrimidine cytosine and purine
guanine. With the advancement of imaging methods, age
estimation is also being made by this route from magnetic
resonance images [2].

However, both principles have significant negatives in terms
of financial or time costs that could be eliminated by retina
in the future. It is the only organ of the human body that
allows direct and non-invasive visualization of microvascular
and neural tissue. Based on previous research, the similarity
of anatomical and physiological features to vital organs has
been established and the retina has come to be referred to
as the window to the brain and heart [3] [4]. Thus, the
retina may show signs of neurodegenerative and cardiovascular
diseases, assuming a similarity with the molecular metabolic
and morphological changes in the aforementioned organs and
may play an important role in age prediction [5] [6].

This paper focuses on the different approaches of retinal
image preprocessing for age estimation using a deep learning
algorithm.

II. AGE CLASSIFICATION

Human age is considered to be an important biometric
parameter, which is often difficult to determine at first sight.
Complications arise due to complex ageing processes that
are influenced by both internal factors, such as genes, and
external factors, such as lifestyle or environment. In the
field of machine learning, there are many methods based
on different algorithms for determination and can be divided
into 3 categories: classification [7], ranking methods [8] and
regression [9].

III. CONSISTENT RANK LOGITS

One of the successfully applied method for age classification
is Consistent Rank Logits (CORAL) with ordinal regression
[10], which will be used also in this paper.

Ordinal regression is used in statistical analysis to predict
ordinal variables whose values lie on an ordinal scale, where
only the relative ordering between values can be considered
significant.

For the purpose of the CORAL (Fig. 1), rank label yi
is extended into K − 1 binary labels y

(1)
i , ..., y

(K−1)
i , where

y
(k)∈{0,1}
i indicates if yi exceeds rank rk (1). This indication

is further denoted as a function 1{.}, which returns the value
1 if the inner condition is true, otherwise returns 0 [10].

y
(k)
i =

{
1, yi > rk
0, yi ≤ rk

(1)

The predicted rank label rq is obtained from the binary
classifier h(xi) = rq . Binary label vector q is then given by
the sum of the k-th binary classifier fk(xi ∈ {0, 1} plus one
(2).

q = 1 +
K∑

k=1

fk(xi) (2)

All predictions fk reflect ordinal information together with
rank-monotonicity, f1(xi) ≥ f2(xi) ≥ ... ≥ fK−1(xi). For the
age case, the rank-monotonic rule can be simply explained
as follows: moving one ordinal value to a higher index must
increase its actual non-ordinarily metric value, and the same
must hold for moving in the opposite direction.

The weight parameters of the neural network, with the
exception of the bias units of the output layer, are further
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Fig. 1. The pipeline for age estimation. Binary labels are obtained from estimated probability via (5) and transformed to the age label using (2). [10]

denoted as W. Penultimate layer with its output g(xi,W),
shares a single weight with all neurons of the output layer.
K − 1 independent bias units are then added to the output
of the penultimate layer and an input {g(xi,W) + bk}K−1

k=1

is created for the corresponding binary classifiers in the final
layer. The predicted empirical probability for task k is defined
in (3) with defined sigmoid function σ. [10]

P̂ (yki = 1) = σ(g(xi,W) + bk). (3)

The loss function of CORAL is the weighted cross-entropy
of K − 1 binary classifiers, denoted as

L(W,b) = −
N∑
i=1

K∑
k=1

λk[log (σ(g(xi,W) + bk))y
(k)
i

+ log (1− σ(g(xi,W) + bk))(1− y
(k)
i )],

(4)

where λk is the loss weight associated with the k-th
classifier. Binary labels for rank prediction are obtained via

fk(xi) = 1{P̂ (y
(k)
i = 1) > 0.5}. (5)

IV. IMAGE PROCESSING

Preprocessing of retinal images plays an important role in
their subsequent classification or segmentation. It is mainly
used to remove unwanted artefacts or to highlight basic
anatomical structures, especially arteries, veins and optic nerve
head.

According to earlier research, the non-specific general
anatomical and physiological characteristics visible on fundus
images are all plausible indicators of ageing [4] [11]. Based on
these theories, two methods were used to process the images.

A. Contrast Limited Adaptive Histogram Equalization

Contrast Limited Adaptive Histogram Equalization
(CLAHE) is based on adaptive histogram equalization and
eliminates its shortcomings in the form of noise amplification
in homogeneous regions of the image [12]. This local
operation is working with a predefined limit parameter. When
a pixel intensity value exceeding the given parameter is
found, its value is reduced. The part located above the limit
is then spread among the values with lower intensity (Fig. 2).

B. Proposed Image Detail Enhancement

The method is based on the algorithm of a previously
published paper [13]. The result of the extension removes
the shortcomings of this particular algorithm, where image
distortion occurs due to edge effects caused by the field of
view of the retinal image.

In the initial stage of the approach, a binary retinal image
mask Y (x, y) is obtained by thresholding the input image
X(x, y) with the threshold T (6).

Y (x, y) =

{
1, X(x, y) ≥ T
0, X(x, y) < T

(6)

By successive application of convolution and image inter-
polation, an extended mirrored image is created, i.e. an image
without an unwanted background. Subsequently, by applying a
convolution kernel filter in the form of a 2D Gaussian function
(7) using the parameter σ determining the standard deviation
of the Gaussian distribution, we obtain its smoothed form.

G(x, y) =
1√
2πσ

e−
x2+y2

2σ2 (7)
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Fig. 2. (A) Original retinal image; (B) Retinal image after CLAHE application; (C) Retinal image after proposed detail enhancement method.

The resulting detail enhanced image (Fig. 2) is based on the
application binary mask to a weighted version of the smoothed
image together with the mirrored image.

V. IMPLEMENTATION

The available set of retinal images (Nimages=7914) ob-
tained using different types of retinal cameras was randomly
split into three datasets - training (Nimages=4656), validation
(Nimages=1956) and test (Nimages=1302) with mean ages
51.07±11.25, 53.23±9.52 and 53.24±9.49 years respectively.
All images belong to healthy subjects originating from Latin
America.

One of the state-of-the-art CNN architecture - ResNet-34
was selected together with CORAL [14]. For the performance
of the selected model, Mean Absolute Error (MAE) and Root
Mean Square Error (RMSE) were used, denoted as

MAE =
1

N

N∑
i=1

|yi − h(xi)|, (8)

RMSE =

√√√√ 1

N

N∑
i=1

(yi − h(xi))2, (9)

where yi is the ground truth label of the i-th test example
and h(xi) is predicted label.

All images were cropped with retaining the main anatomical
area of the fundus images, then resized to 256 × 256 after
image detail enhancement. To prevent overfitting, various well-
known augmentation methods were applied, random horizontal
and vertical flip, random rotation of 0°-180°, random bright-
ness with max delta 0.3 and random saturation with factor
0.1. After processing, the images were fed into the CORAL
network, which returns a probability vector. Vector is then
thresholded according to (5) and summed to the estimated age
label.

The model was trained using an Adam optimizer. The
learning rate was set to 0.0005. Model parameters were trained

from scratch for 100 epochs. From those 100 epochs, the best
model was selected via MAE performance on the validation
set.

VI. RESULTS

Deep learning model was developed using retinal images
from 4656 subjects. The algorithm was trained on our dataset
with three different principles, a network without including
data preprocessing in terms of detail enhancement, a network
with data preprocessing using the CLAHE method and a
network using our proposed method for detail enhancement
(DE). The results are shown in Tab. I. The best results achieved
the network with the proposed image detail enhancement
method with a MAE of 3.47 years and a RMSE of 4.65.
The predicted age and chronological age have a fairly linear
relationship between 40 and 60 years (Fig. 3). However, the
prediction errors were higher for subjects under 45 and above
60 years. The predicted age of younger subjects showed to be
overestimated and underestimated for older subject The worst
performance was achieved by the algorithm without using any
image detail enhancement. This fact confirms the hypothesis of
the appearance of ageing markers in the anatomical structures
of the retina.

TABLE I
RESULTS OF DIFFERENT METHODS OF RETINAL IMAGE PREPROCESSING

Method MAE (yrs.) RMSE
ResNet-34 4.21 5.89

ResNet-34 + CLAHE 3.78 5.12
ResNet-34 + DE 3.47 4.65

Our framework proved to work well in comparison to results
available in other papers even though a much smaller dataset
was available for network training. These results were also
summarized in Tab. II, where our method outperformed other
models.
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Fig. 3. Scatter plot showing performance of the deep learning model on the test dataset using a colour scale showing the most commonly predicted values
for a given age.

TABLE II
MODELS AND RESULTS COMPARISON

Model Source Age range (yrs.) MAE (yrs.)
ResNet-34 + DE Ours 31-70 3.47

Xception [15] 40-69 3.50
VGG-16 [13] 40-69 3.78
VGG-19 [16] 50-94 3.67

VII. CONCLUSION

Age estimation from retinal images has emerged as a
promising technique for non-invasive assessment of human
aging. The retina is a highly specialized and metabolically
active tissue that undergoes structural and functional changes
with age. This paper proposed the image detail enhancement
method together with a CNN framework using ordinal regres-
sion for age estimation from retinal images. The developed
deep learning algorithm can predict the human age with high
accuracy. The overall MAE of the proposed method was lower
than the recently reported models and the work thus points to
the possibility of further research on retinal age. This may
serve to reveal the predispositions to premature death.
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Naše jednotky

Rozváděče vysokého napětí
Výroba rozváděčů vysokého napětí se v našem závodě těší  
dlouhé tradici a pyšní se statusem největšího závodu svého druhu  
v Evropě. Co do počtu zaměstnanců, tak i plochy výroby, se jedná  
o největši jednotku v rámci brněnského závodu. Své produkty  
dodává do přibližně 100 zemí světa.

Rozváděče nízkého napětí
Rozváděče nízkého napětí fungují v režimu tzv. virtuálního závodu a sdílí 
svou kapacitu se závodem v polské Bielsko-Białe. Opět se jedná o jeden 
z největších závodů svého druhu v Evropě. Jeho produkty jsou dodávány 
do přibližně 50 zemí světa.

Přístrojové transformátory a senzory
Jednotka přístrojových transformátorů a senzorů je 2. největší  
v rámci brněnského závodu. Zároveň se jedná o největší závod  
svého druhu na celém světě. Vůbec první transformátor byl  
v závodě vyroben již v roce 1919 a jejich výroba je tak založena  
na více než stoletém know-how. 

Modulární systémy
Přestože se jedná o mladou jednotku, má už za sebou několik 
významných milníků. Své modulární rozvodny, dodávané obvykle  
v kontejnerovém řešení, dodává do projektů napříč odvětvími. 
Nejvýznamnější z nich jsou  data centra a projekty v oblasti těžby  
a distribuce ropy a zemního plynu.

Centrum digitálních řešení
Cílem jednotky Digital Solution Center je realizace inteligentních řešení  
v oblasti monitoringu, sběru a archivace dat a hlavně vzdáleného řízení 
distribuce energie. Zákazníkům nabízí řešení na míru, flexibilitu  
a vysokou přidanou hodnotu. 

Servis přístrojů vysokého a nízkého napětí
Jednotka servisu spolupracuje se zákazníky v rámci oprav, údržby  
a vylepšování jejich zařízení po celou dobu jejich životního cyklu.  
U svých zákazníků v přibližně 100 zemích světa stráví technici asi  
40 tisíc hodin ročně. Jednotka využívá nejmodernější nástroje včetně 
tréninkového centra pro zákazníky nebo rozšířené reality.

Technologické centrum
Technologické centrum se zabývá výzkumem a vývojem produktů.  
V rámci ABB se celosvětově jedná o velmi významnou výzkumnou  
jednotku. K dispozici má špičkově vybavenou laboratoř umožňující 
provádění nejrůznějších simulací a výrobu a testování prototypů.
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Abstract—This paper deals with the problem of vertebral seg-
mentation in CT data with the use of deep learning approaches.
Automatic segmentation of vertebrae is a very complex issue
and would simplify the work of radiologists and doctors. The
paper is focused on one of the models published and submitted
to the Large Scale Vertebrae Segmentation Challenge (VerSe) in
2020 from C. Payer et al. – Improving Coarse to Fine Vertebrae
Localisation and Segmentation with SpatialConfiguration-Net
and U-Net and its implementation and modification. The model
is evaluated on the corresponding public and hidden dataset. Its
modification shows an improvement of the results in comparison
with the published results, a mean Dice score improved from
0.9165 to 0.9302 on the public dataset and from 0.8971 to 0.9264
on the hidden dataset.

Index Terms—deep learning, convolutional neural networks,
vertebrae segmentation, segmentation, spine, vertebra, CT, com-
puted tomography

I. INTRODUCTION

The spine is the main part of the human musculoskeletal
system, therefore, it is very important as a support of the
human body and also as a protection of the spinal cord. Due
to these important functions, spine analysis has a significant
role in medicine.

Automatic segmentation of vertebrae would simplify the
work of radiologists and doctors, e.g. with diagnosing various
diseases, therapy planning or spine surgery planning. However,
all structures of the spine are very variable in shape even with-
out serious pathologies and image composition itself also quite
varies, thus automatic segmentation is a complex challenge.

This paper deals with an implementation of a model for
the automatic segmentation of vertebrae using 3D data ob-
tained from computed tomography (CT) with the use of deep
learning, more precisely convolution neural networks (CNNs).
For vertebrae segmentation can be used different types of
CNNs. One of the two most used CNNs is U-Net [1] and
its modification, e.g. Attention U-Net [2] and ResUNet++ [3].
The second most used are ResNet [4] and Res2Net [5] and
their modifications, e.g. PSPNet [6] and DenseASPP [7].

The authors of the chosen segmentation model Improving
Coarse to Fine Vertebrae Localisation and Segmentation with
SpatialConfiguration-Net and U-Net are C. Payer et al. [8] and
for the segmentation, they use a modified U-Net. This model
was selected because it was publicly available, published

within the Large Scale Vertebrae Segmentation Challenge
(VerSe) [9]–[11] which was organised in conjunction with the
International Conference on Medical Image Computing and
Computer Assisted Intervention (MICCAI), and also because
it was one of the top-performing algorithms in this challenge.

II. MODEL DESCRIPTION

The chosen model was submitted in VerSe’19, improved
afterwards, submitted again within VerSe’20 and published.
The model version from VerSe’20 is described below and
its code can be accessed at: https://github.com/christianpayer/
MedicalDataAugmentationTool-VerSe.

The algorithm is composed of three main steps – three
CNNs. The first step after preprocessing is a localization of
the spine in the CT volume. The second step is a localization
of individual vertebrae and their identification. The third step
is a binary segmentation itself which is followed by final
postprocessing.

A. Preprocessing

The model uses composed preprocessing. Data prepro-
cessing consists of three successive steps. The first step is
a reorientation of the CT volume to RAI direction (Right-
Anterior-Inferior). The next step is a Gaussian smoothing with
σ = 0.75 to reduce noise and unfortunately also details. The
last step is a clamping of the volume intensity values.

B. Spine localization

The first step in the volume analysis is finding the ac-
tual localization of the spine in the volume to reduce the
region of interest. Firstly, the preprocessed volume is retrieved
(Fig. 1 (a)) and resampled to uniform voxels of a size
8×8×8 mm (Fig. 1 (b)) which means that a maximal size
of the input can be 512×512×1024 mm and after resampling
64×64×128 voxels.

Then the volume enters the first CNN. The spine localization
is performed by a modified U-Net with average-pooling and
linear upsampling. Its architecture is based on five levels
consisting of convolution layers with a kernel size 3×3×3,
96 filters, zero padding and a Leaky ReLU activation func-
tion. The output of the network is a Gaussian heatmap and
coordinates of the predicted spine localization (Fig. 1 (c)).
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(a) (b) (c)

Fig. 1. An example of the spine localization steps: (a) input data, (b) resam-
pled data and (c) final Gaussian heatmap of the spine localization

C. Vertebrae localization and identification

The next step in the algorithm is the localization and
identification of individual vertebrae using the second CNN.
Again the preprocessed volume (Fig. 2 (a)) is resampled, but
this time to voxels of a size 2×2×2 mm (Fig. 2 (b)) and
because of that the network input volume can have a size of
96×96×128 voxels at most and the volume before resampling
can be 192×192×256 mm maximum.

If the input volume is greater than this size limit, it is
cropped into subvolumes overlapping by 96 slices. These
subvolumes are then processed independently and their results
are merged at the end.

For vertebrae localization is used a SpatialConfiguration-
Net (SC-Net) which consists of two blocks. The first block
partially resembles a four-level U-Net where each level has
two convolution layers with a kernel size 3×3×3, 96 filters
and a Leaky ReLU activation function. The second block
operates with a quarter of the volume resolution and has four
convolution layers with kernels 7×7×7. The outputs of these
two blocks are connected into Gaussian heatmaps of individual
vertebrae. The individual heatmaps are then combined into one
final Gaussian heatmap (Fig. 2 (c)) using thresholding and
certain rules which are corresponding to the structure of the
human spine, e.g. determination of the most upper vertebrae,
the most lower vertebrae and the ones in between while all
vertebrae must be spaced at least 12.5 mm and at most 50 mm
apart.

(a) (b) (c)

Fig. 2. An example of the vertebrae localization steps: (a) input data,
(b) resampled data and (c) final Gaussian heatmap of the vertebrae localization

D. Vertebrae segmentation

The final step is the actual binary segmentation of verte-
brae. Each localized vertebra from the previous network is
segmented individually. The preprocessed volume (Fig. 3 (a))
is cropped into subvolumes for each vertebra and resampled
to the finest resolution of voxels of a size 1×1×1 mm
(Fig. 3 (b)), thus a maximum input size into the CNN can
be 128×128×96 voxels, 128×128×96 mm.

The last CNN is again a U-Net with a similar configuration
as the one from the spine localization. However, the network
outputs are segmentation masks of every vertebra separately
(Fig. 3 (c)). These masks are then resampled into their correct
position within the spine (Fig. 3 (d)) and finally combined into
a single multi-label segmentation mask (Fig. 3 (e)).

E. Postprocessing

The final postprocessing of the resulting segmentation mask
consists of transformation and reorientation of the created seg-
mentation mask into the original orientation of the CT volume.

III. DATA AND METRICS

Within VerSe’19 and VerSe’20 their datasets [9]–[11] were
also created and published. The chosen model used the
VerSe’20 dataset, consisting of three folds – training, valida-
tion (PUBLIC) and test (HIDDEN) data. The entire VerSe’20
dataset consists of 319 CT scans from 300 patients and
4141 labeled and segmented vertebrae. The CT scans were
acquired using CT scanners from different manufacturers and
with different scan settings. The scans include physiologi-
cal cervical, thoracic and/or lumbar spine or with various
pathologies. Besides the actual scans, the dataset contains
two different types of annotations: voxel labels as binary
segmentation masks and coordinates of vertebrae centroids,
both created by automatic computer algorithms and several
human experts.

As an evaluation metric for the segmentation masks is used
a Dice score (Dice), more precisely its modification as a mean
Dice score (1).

Dice(P, T ) =
1

N

N∑
i=1

2 |Pi ∩ Ti|
|Pi|+ |Ti|

, (1)

where P represents predicted voxel values, T correct voxel
values (ground truth) and i is an index of N th vertebrae. Final
Dice score has no unit [–] and ranges between 0 and 1 (1 being
the absolute match and 0 being no match).

IV. RESULTS AND DISCUSSION

The described model was implemented in two ways. Firstly,
it was implemented with Docker image, since it was a part
of the publicly available model. However, the outputs of
this method are just the final segmentation masks without
any debugging files or images. Therefore, the model was
implemented in Python1 and PyCharm2 which provided more

1https://www.python.org/
2https://www.jetbrains.com/pycharm/
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(a) (b) (c) (d) (e)

Fig. 3. An example of the vertebrae segmentation steps: (a) input data, (b) resampled and cropped data of one vertebra, (c) binary segmentation mask of one
vertebra, (d) resampled binary segmentation mask of one vertebra into position within the spine and (e) final multi-label segmentation mask of all vertebrae

detailed understanding of the model, possibility to make
changes in the algorithm and to save individual steps from
each of the networks.

Paper [8] featured results of this algorithm with a mean
Dice score of 0.9165 and a median of 0.9572 on the public
data and a mean Dice score of 0.8971 and a median of 0.9565
on the hidden data. However, when the model was launched
from GitHub and its outputs were evaluated, its mean Dice
score was 0.8978 and its median was 0.9330 on the public
data and 0.8918 and 0.9211 on the hidden data.

After further analysis of the outputs of the model, it was
determined that some of the segmentation masks were created
inaccurately in comparison with the ground truth masks. There
were three types of segmentation defects: extra segmented
vertebrae than in the ground truth (Fig. 4 (b)), unsegmented
(missing) vertebrae (Fig. 5 (b)) or poorly segmented vertebrae
(Fig. 6 (b)). The unsegmented vertebrae in masks were caused
by incomplete vertebrae localization in the second CNN.

(a1) (b1) (a2) (b2) (a3) (b3)

Fig. 4. Examples of segmentation masks with extra segmented vertebrae
together with their mean Dice score: (a) ground truth and (b) segmentation
mask from the launched model of subject verse352 (0.8804), verse609
(0.8206) and verse754 (0.8355)

Because of these inaccuracies, an extension of the model
was performed. The model extension consists of cropping
the CT volumes with an overlap of 96 slices, processing
them apart and then connecting the final segmentation masks.
This modification in the majority of cases provided better
segmentation results in the problematic volumes, see Fig. 5 (c).
After the modification, the results of the mean Dice score on
the public data changed from 0.8978 to 0.9302, its standard
deviation from 0.0884 to 0.0315 and its median from 0.9130
to 0.9396. Changes in the mean Dice score on the hidden

(a1) (b1) (c1) (a2) (b2) (c2)

Fig. 5. Examples of segmentation masks with unsegmented (missing)
vertebrae and their corrections together with their mean Dice score: (a) ground
truth, (b) segmentation mask from the launched model and (c) segmentation
mask from the modified model of subject verse602 (0.7251; 0.9562) and
verse759 (0.6760; 0.9459)

(a) (b)

Fig. 6. An example of segmentation masks with poorly segmented vertebrae
together with its mean Dice score: (a) ground truth and (b) segmentation mask
from the launched model of subject verse705 (0.8991)

data were from 0.8918 to 0.9264, its standard deviation from
0.0881 to 0.0307 and its median from 0.9211 to 0.9378.

In Fig. 7, you can see outliers (red +) detected using a Dice
score and their improvement after the modification. Some of
these outliers are shown in Fig. 5. All results (published, from
the launched model and from the modified model) can be seen
in Table I and in Table II.
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Fig. 7. Box and whisker plots of Dice score distribution from the launched
and modified model on the public and hidden data: mean (green ×), median
(red line), 25th–75th percentile (blue box), extreme values (black whiskers)
and individual outliers (red +)

TABLE I
FINAL RESULTS ON PUBLIC DATA

Dice score published launched modified
mean value 0.9165 0.8978 0.9302
std value – 0.0884 0.0315
median value 0.9572 0.9330 0.9396
maximal value – 0.9650 0.9650
minimal value – 0.5072 0.8206

TABLE II
FINAL RESULTS ON HIDDEN DATA

Dice score published launched modified
mean value 0.8971 0.8918 0.9264
std value – 0.0881 0.0307
median value 0.9565 0.9211 0.9378
maximal value – 0.9630 0.9630
minimal value – 0.5327 0.8355

V. CONCLUSION

This paper aimed to implement and evaluate one of the
deep learning vertebral segmentation models which would
be a good help, e.g. with diagnosing certain spine diseases,
therapy or surgery planning which would simplify radiologists’
and doctors’ work.

The chosen model was created by [8] and uses a modified
U-Net for the vertebrae segmentation. In comparison with
other algorithms that were submitted to VerSe’20, the chosen
algorithm performed in the segmentation task as the second
best. The model was tested on the two independent datasets
(80 and 73 subjects) consisting of CT volumes and their
annotations with various pathologies and different parts of the
spine with a mean Dice score of 0.9165 and 0.8971 on the
public and hidden data.

However, the published results in [9] did not correspond
with the acquired ones from the model implementation. The
published Dice score was lower. Therefore, the model was
modified to perform on the inaccurately segmented subjects
by processing the volumes in individually cropped subvolumes
which gave even better results than the ones published. The
mean Dice score was 0.9302 with a standard deviation of

0.0315 on the public part of the VerSe’20 dataset and 0.9264
on the hidden part with a standard deviation of 0.0307.
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Abstract—Plagiarism is a hot topic in modern education and
science. It requires special attention since committing plagiarism
is very easy with the use of the internet. This problem can be
fought against utilizing prevention or detection methods, which
have been both used in this work. This paper introduces an
implementation of a submission scheme of students’ projects in
classes taught at the Brno University of Technology. Scripts for an
automatic hand-in space for each student were created. Students
have restricted privileges within these spaces on the GitLab
cloud service. For plagiarism detection, a tool written in Python
was developed. This tool utilizes Abstract Syntax Trees compiled
from the source code, which is a part of the Students’ solutions.
The output of the comparison is represented with a tabular file
of the format .xlsx, which allows a detailed view. Ongoing
implementation is focused on widening the tool’s usability by
adding a Python similarity comparison engine.

Index Terms—Abstract Syntax Trees, API, Bash, Detection,
Git, GitLab, Java, Metrics, Plagiarism, Python

I. INTRODUCTION

This work is related to plagiarism prevention and detection
measures used in lectures at the Brno University of Tech-
nology. In the subject Database Systems Security taught at
the Faculty of Electrical Engineering and Communication,
students are required to create their own project written in
Java (utilizing Maven) or in Python. This application normally
has several thousands of lines of code and the number of
submissions is around 60 each year.

Given the circumstances, it is impossible to completely
prevent plagiarism in the students’ work without utilizing
automation. The goal of this work is the reduction of uncaught
plagiarism attempts.

II. STATE OF THE ART

There are many approaches to plagiarism detection of
source code and written text. The most versatile (usable both
in source code and written text) is metric-based comparison.
This technique relies on expressing specific characteristics of
compared documents in numbers (e.g., number of lines) [1],
[2].

A more advanced universal technique is tokenization. It can
also be used both in written text and source code similarity
detection. This approach transforms source text or code into
different strings which makes the comparison easier. Examples

of such algorithms are the compilation of Java code into byte-
code, rolling hash, or the WINOWIG algorithm implemented
in the MOSS system [3], [4].

Another approach to source code similarity comparison is
structural comparison. For this purpose, abstract syntax trees,
dependency graphs, or call graphs can be used for compari-
son. In this scenario, the isomorphism of these structures is
searched for. This method eliminates all confusion caused by
file refactorization [5]. For this trait, Abstract Syntax Trees
were chosen for this work.

Very promising is the behavioral approach to the similarity
measure. This compares the program’s behavior at runtime
rather than the source code itself, which makes it hard to
evade [6].

It is also possible to employ machine learning algorithms
for similarity detection in source codes. Various kinds of
algorithms can be used for this purpose [7].

On the other hand, artificial intelligence can be used for
plagiarism evasion also. The rise of ChatGPT shows us that
it is impossible to classify AI-generated text as plagiarized
because of human-like originality [8].

III. PLAGIARISM PREVENTION

The goal of plagiarism prevention measures is to reduce
the students’ ability to copy each other’s code. A project
submission scheme was created for this purpose.

At the beginning of the semester, the teacher has to down-
load a table of students that are enrolled in the subject and
provide this table to students. All of them have to fill in their
GitLab username and the table is then exported to csv format.
The teacher then prepares the GitLab group for the current
year and copies the ID of the group and access token to an
.env file. They then run a Bash script created by the author
of this work and for each of the enrolled students, a separate
personal space is created in the specified GitLab group.

These students’ spaces are invisible to each other and only
the teacher has access to all of them. For the purpose of
evaluation, the names of the students’ spaces contain the
student’s name and BUT ID (unique identifier used in the
Brno University of Technology information system).
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Fig. 1. Simplified Submission Schema

At the end of the semester, students’ personal spaces on
GitLab are archived in order not to change or delete anything.
This is done by degrading the students’ role to read-only
access via another Bash script.

This way the students are also forced to familiarize them-
selves with Git versioning system, which is desirable in their
future employment.

IV. PLAGIARISM DETECTION

This method is focusing on uncovering plagiarized works.
In software assignments, it is very easy to copy code and then
trying to hide the plagiarized code with small changes. Typical
changes done for plagiarism evasion are [9]:

• Change of formatting or comments
• Change of identifiers
• Change of succession of parts of the code
• Change of parts of code to their equivalents
• Structure change of methods
• Combination of own and copied code

The more of these techniques are intercepted by the plagiarism
detection algorithm, the better it is.

Plagiarism detection in the scope of this work is performed
by a Python application, which communicates with the GitLab
API. Because of this, the GitLab group ID and access token
have to be provided within a .env file for this application
also.

The whole simplified submission schema is illustrated by
Figure 1.

A. Language Support

As of now, the only programming language supported by
the application is Java. But the application is written in
modules and an engine for other languages will not be hard to
implement. Implementation of the Python similarity detection
engine is performed right now.

B. Overview of the Tool

The plagiarism detection tool is run locally. The tool per-
forms the following steps:

• Download of projects from GitLab.
• Search for files with .java extension.
• Compilation of files into Abstract Syntax Tree objects.
• Storing the compiled objects in predefined objects.
• Comparison of the predefined objects.
• Presentation of the result.

These steps will be described in detail in the next part of
this paper.

C. Download of projects from GitLab

This step also requires credentials for access to the stu-
dent’s projects. The download is performed by git clone
command with specified credentials and the destination of the
clone command. If the download fails (the cloned repository
already exists), the command git pull is performed in the
existing repository instead.

D. Search for files with .java extension

Great help for this step is the pathlib module for Python.
All suitable files are quickly found in the cloned repository.

E. Compilation of files into abstract syntax tree object

For the purpose of AST compilation, module javalang
was used. This compiler is open-source (licensed under MIT
license) and can be downloaded from the portal PyPI.

This module compiles the code like a normal Java compiler,
but instead of bytecode, it produces an abstract syntax tree
object. This object is then used in the next step.

F. Storing the compiled objects in predefined objects

In this step, AST from the previous step is loaded into a
defined data structure. This structure also is in a form of a
tree.

The predefined objects sort data types into user-defined and
non-user-defined. User-defined types are defined by classes in
the submissions, others are tagged as imported or native Java
types. But if the identifier of an object was loaded before the
definition of the type, the classification would fail and the
object would be falsely labeled as non-user-defined. To solve
this issue, only the string of the identifier name is stored and
the loading of the object is done via cached properties. In
Python, properties are similar to getters. Cached properties
are initialized once only and then they store the value. This
way the full loading of the object only appears during the first
comparison, which makes the algorithm reliable and fast.

All objects in the predefined structure have a method
compare which is used to determine the similarity of the
objects. This way similarity is computed hierarchically from
the root (object representing the student’s project) to its leaves
(for example data types, methods. . . ).
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G. Comparison of the predefined objects
The predefined tree structure is compared via a method

called compare. This method implements pairwise compar-
ison which is different for every type of node in the tree.
For example, nodes that represent methods of the Java code
are compared based on their interface (visibility, arguments,
and return type) and statements (parts of the code divided by
semicolons).

The exact implementation for each object is out of the
scope of this paper and can be found in the source code
of the application [10]. But in no object, the name is used
for comparison. That is because, in modern development
environments, it is very easy to refactor the project in an
attempt to mask plagiarism (as discussed in section IV).

Calls inside method bodies within compared projects are
also inspected to check if the called method is in the scope of
the project and if yes, statements of this called method are also
counted towards the parent method (this way code relocation
will not mask plagiarism well enough).

The return type of the compare method is a type called
Report. This object also has a tree structure, but rather
than mapping projects to a tree structure, it maps similarities
between pairs of projects. Each report has a similarity score
(integer between zero and one hundred), a weight (positive
integer based on the size of the compared tree), the two
objects, which are compared, and child reports (in order
to hold the tree structure).

The algorithm for finding the best match of objects between
two projects can be described as follows:

1) All child nodes of the compared object are matched
to other objects’ child objects via the Round-robin
algorithm.

2) The best match is selected based on the similarity score.
All other matches containing either of these child objects
are discarded. This way every object is matched once
only.

3) The algorithm is repeated until it runs out of uncounted
child objects. If the number of the child objects is not
the same between the two parent objects, the remaining
objects will be matched with NotFound object and
graded with a score of zero.

This algorithm can also be illustrated with Table I (in this
example, methods of a pair of classes are compared and 2
iterations are performed).

H. Presentation of the result
This part is about the presentation of the result of the

application run.
The option chosen for the outcome representation was a

tabular file of the .xlsx format. The first sheet in the
application contains an overall table where every project is
compared to every other project and graded with the similarity
score. There also is a review of the GitLab groups where no
project was found and an assessment that does not contain any
.java files.

TABLE I
MATCH-FINDING ALGORITHM

Methods createBook deleteBook
updateCar 15 42
deleteCar 14 87
createCar 97 35y

Methods deleteBook
updateCar 42
deleteCar 87

Fig. 2. Similarity Representation Overview

The table on this sheet is color-coded according to the score.
Due to the nature of the submissions (similar tasks), the score
can be usually pretty high even though it does not show any
signs of copy-pasting of the code. For this reason, the chosen
threshold and colors were:

• Up to 70/100: green
• Up to 85/100: yellow
• Other: red
Each of the score cells works as a link to a more detailed

view, which is on a different sheet of the file. Every detailed
view (every pair of projects) is on a separate sheet.

Part of the overview sheet can be found in Figure 2 and
part of the detailed view sheet is depicted in Figure 3.

V. CASE STUDY

During the academic year 2022/23, there were 60 students
enrolled in the Database Systems Security subject. 42 of these
students submitted an assignment written in Java before the
deadline of the projects. The project was not submitted by

Fig. 3. Similarity Representation Detail
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15 of the students. One person chose to write the assessment
in Python and two students submitted just concepts for their
assignment.

The application was run on a laptop with CPU Intel i5
8300-H CoffeeLake. The Run took approximately 12 minutes.
During this time, all projects were cloned from their respective
GitLab repositories, parsed, and compared and the output was
stored in a .xlsx file of size approximately five megabytes.

Out of 42 students, 13 had no suitable match found (all
their cells in the tabular sheet were marked as green). On the
other hand, six students were marked by red color on at least
one match. The other students most likely copied some idea
either from each other or from the template project provided
by the teacher of this subject but did not copy-paste most of
the project.

Most of the time it is impossible to undoubtedly determine
which assignments were plagiarized. The automated means
searching for code similarities, which could also occur ran-
domly. Even if some work is most likely plagiarized, it is
hard to decide, which student copied from whom. One lead
could be timestamps of the commits which introduced similar
code, but these could be manipulated. It is up to the teacher
to handle the results of the similarity test according to their
best judgment.

The highest similarity score from all 42 students was
95/100. In this match, most of the files were showing signs
of copying (the majority of files between the two projects
were the same, only with refactored identifiers of the vari-
ables used). These files were also the same as files within
the example project provided by the teacher of the course.
Copying parts of the example project was not forbidden but
discouraged.

Out of the six students marked with red color, four handed
assignments similar to the example project. The other two
students submitted projects that were very similar to each other
(score 92/100) but not to any other project (the second highest
match was 75 for both of these students). This shows that
these students most likely shared the code in order to help
each other. When confronted with this result by the teacher,
these students confessed to plagiarism.

Most of the students, whose submissions were marked
with yellow color at most, uploaded projects that had some
characteristics similar to the example project provided by the
teacher. This is not against the rules of the course, because
students are not required to write all parts of the projects from
scratch.

One student also uploaded a solution containing a syntax
error, which made the comparison application skip this invalid
file. One other student used syntax not compatible with the
AST compiler in several files, which made the application
skip these files. The reason is that the compiler javalang is
written for Java 8 and students were allowed to use a newer
version of Java for their projects. This is unfortunate and most
likely will not be fixed unless a better AST compiler for Java
is released. This limitation only affects files that use specific

syntax from newer versions of Java. Files that cause compiler
errors are logged and should be checked manually afterwards.
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Abstract—This paper describes complex design of a prototype
of an on-board system for older motorcycle for measuring its
operational characteristics. The birth of the idea is described,
followed by explanation of characteristics measured by the
system, principles of their measurement, and processing the data
for visualization on a display. The system is designed with the
aim of the most minimal intervention into the construction of
the motorcycle, but being easy to reproduce and durable enough
for a real deployment and use while riding the motorcycle.

Index Terms—on-board system, motorcycle measures, flowme-
ter, esp32

I. INTRODUCTION

Vintage motorcycles have a unique appeal, but their tradi-
tional designs usually lack modern features and technologies,
especially measuring and monitoring operational parameters,
such as fuel consumption. This work aims to address this issue
by developing an on-board system for an old motorcycle that
enhances its functionality, proposing a system to bridge the
gap between classic motorcycle designs and modern standards,
providing useful data of the motorcycle operation statistics,
long-term analysis of costs and planning the needed mainte-
nance.

The paper describes the design of on-board system, its
benefits, and the challenges encountered during the process
of a complete design of on-board system for motorcycle
from 1960s. The very first idea for this project stemmed
from need of adding some kind of measuring, because the
target motorcycle lacks any kind of measurement, besides the
mechanical speedometer and tachometer. Then came an idea
to improve power of the original engine by enhancing or
replacing some key parts of the engine for overall increase
in the engine power. In this case, the system can be utilized
also for a performance comparison by using the measured
data from the original engine characteristics and after its
performance fine-tuning.

The on-board system is designed with minimum interven-
tion into the construction of the motorcycle in mind, so that
anyone can re-use this idea, improve it and adapt for any
other similar type of a motorcycle. The on-board system has
to provide easy to use operation, so that any user can easily
find all measured characteristics.

II. PROPOSED DESIGN

The system is meant for use in a specific motorcycle – a
1969 Jawa 250/592 [1]. The whole central unit of the system
including the display is designed to fit in the already existing
hole on top of the gas tank, where the switch box is placed
from the factory. However, as most of Jawa motorcycles have
same or similar construction, it’s possible to mount all parts
of system on many other motorcycles of similar type. The
only difference is the location of the central unit. There are
only a few models sharing the same shape of body parts, so it
might be needed to redesign the housing for the central unit
and mount it on the handlebars or somewhere convenient.

From the central unit cables will lead to the sensors and
actuators, as seen in the Fig. 1, intended to measure the
following data:

• speed,
• engine rotation speed (rpm),
• fuel consumption,
• temperature of cylinder head and environment,

and also enable following features:

• replace the function of the switch box (starting the engine,
turn on/off lights),

• transfer acquired data via Wi-Fi (e.g. to a mobile phone).
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Fig. 1: Block schematic diagram of the onboard system.
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The Fig. 2 is showing real intended placement for system
housing in gas tank switchbox hole.

Fig. 2: The intended placement in the gas tank.

A. Central element – ESP32

After a market research the ESP32 by Espressif Systems
was chosen to become the core of the system, especially for its
price to performance ratio. The well known ESP32. It belongs
to a series of cost-effective, low-power SoC (system-on-a-chip)
with Wi-Fi and Bluetooth connectivity, released in 2016 and
still in production with new revisions. Its predecessor ESP8266
had some bugs and security problems, which ESP32 managed
to solve and bring better performance [3]. Development kits
are available as well as just the modules. Although there are
other commercially available options, the proposed system
aims on maximal cost rffectivity and replicability of the
whole system by hobbyists and easy upgradability thanks to
large ESP platform community. Because the available off-the-
shelf boards are intended primarily as development kits, they
have poor connection options for application in the designed
motorcycle system, therefore a custom board will be designed
to secure better ways to connect the planned sensors in a
mechanically durable way.

B. Display

Many modern motorcycles utilize TFT displays, therefore a
quite similar size and type was chosen – a 2.8 inch display,
also thanks to its low price and decent quality [4]. Also thanks
to chosen TFT display there is big possibility of maximazing
high level graphical output. A slight disadvantage lies in terms
of observability, which could be bad especially on the sunlight.
After field testing there its still possible that visibility will
be too bad and change of display will be needed. Possible
solution to this issue could be an OLED display, which offers
better observability, but these come only in smaller sizes and
visibility of measured quantities would be bad from a greater
distance when riding motorcycle.

C. Flow meter

In this case the market research showed that there are not
many available products meeting the needs to measure fuel
flow on the Czech market available in retail sale, thus it was

necessary to search abroad and contact the manufacturers. One
of the best suitable flow meters found is the FCH-m-POM by a
German company named B.I.O-TECH e.K. [5]. This company
produces a large portfolio of flow meters and controllers so it
was possible to find several products which could be suitable
for the target application. After consultation with the company
sales team the best solution was found, which also provides
good enough IP coverage (IP 65), as the flow meter is located
on an exposed place where it can easily get damaged by water.
The flow meter FCH-m-POM offers discernment from 0,015
to 1 l/min and is suitable for use for water, diesel, oil and
gasoline for price about 44 EUR. The measurement principle
is based on Hall-effect [6]. For connection only three pins are
required: GND, VCC power pin and Signal (data) pin.

D. Tachometer

System for measuring the rotation speed of the engine is
based on measuring impulses induced on induction coil. The
custom designed board is based on an existing stroboscope
circuit design [7], modified to measure the motorcycle engine
ignition timing (see Fig. 3).

Fig. 3: Circuit for tachometer.

Signals are brought to the one-stage amplifier in connection
with a common emitter. C1 separates the DC component and
signals are linked into flip-flop input based on NE555 timer.
Simulation of the circuit can be seen in the Fig. 4.

First prototype of the tachometer was made by THT com-
ponents and tested in laboratory conditions by 1 kHz input
from Agilent 3320a signal generator and Agilent DSO1012A
oscilloscope. The measurement showed that design of the
board works as intended and its possible to move on next
step which is field testing on real motorcycle by winding
the coil around the high-voltage cable of the motorcycle and
connecting it to the oscilloscope. By laboratory measures with
oscilloscope and waveform generator was managed to test
that minimum voltage needed for correct functionality is only
about 0.5 V when powered by 5 V DC. Oscilloscope mea-
suring corresponds with simulated waveforms in the Fig. 4, as
can be seen in Fig. 5. Because the prototype worked correctly,
it is possible to optimize its size using SMD components and
perform testing of its functionality on the motorcycle.
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Fig. 4: Circuit simulation for tachometer in Microcap tool.

Fig. 5: Laboratory measuring of the prototype board.

E. Storage

The measured data are primarily intended to be shown on
display, but also have secondary use for a long-term analysis.
To store the measurements a micro SD card in SPI mode is
used. All files should be accessible by either removing micro
SD card and reading in an external device or directly from the
system via web server run on the ESP32.

F. GPS module

GPS coordinates are vital part of measured data, utilized
for safety (anti-theft) and trajectory history for driving record
log book entries, which can be afterwards transformed on a
map route. Hardware implementation takes into account the
GYNEO6MV2, a cost-effective GPS module with included
antenna [8].

G. Speed and distance

For measuring motorcycle speed and travelled distance a
Hall sensor was chosen to use, intended to be mounted on
the suspension of motorcycle and magnet near located on
the motorcycle wheel. It opens a way to measure data other
way than the old mechanical method made by factory. It uses
magnetic field sensor NJK-5002A [9], but it needs to be further
tested, especially to find out whether the sensor can match the
motorcycle speed. It also provides IP68 which ensures it will
survive in its location.

H. Temperature

On the motorcycle there are two temperature sensors mea-
suring the temperature of the cylinder head and the envi-
ronment. Sensor for measuring environmental temperature
is BMP280 [10], which also provides atmospheric pressure,
which can be used to calculate altitude. Sensor will be located
in the body of the motorcycle, protected against water and
ensuring not to be affected by air flow. The second sensor is
located on top of the cylinder head near spark plug. Because
engine is two stroke, its not needed to measure temperature
of oil, but it is preferred to measure temperature of cylinder
and its head, because its air cooled engine.

Because its chosed undestructive way its ensured measure-
ment will be affected and temperature will be lower than real.
It can be fixed by measuring real temperature and improving
code on ESP32. Because of the high temperature of head
we need to choose better temperature sensor which allows
measure higher temperatures. Its chosen to use KTY81 [11]
which measures up to 150 degree Celsius.

I. RFID

To ensure that motorcycle can be started and controlled only
by its owner or allowed persons it was decided to add an RFID
module RC522 using SPI interface.
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III. CONTROL SYSTEM

Whole on-board system needs to have low power con-
sumption while motorcycle is not used. That is achieved by
switching ESP32 to its deep sleep mode. During this sleep
mode some pins of ESP can be controlled by ULP co-
processor and thanks to that power consumption is about 100
µA [12]. During sleep mode some of pins can be used, namely
RTC GPIO pin. There are several options to wake ESP up but
we will use one of the pins combined with a button. After
waking up ESP prompts the user for authentication via RFID
module. After successful authentication ESP will fully turn on
and unlock additional control options.

First option will be by switching on the power through a low
level trigger optocoupler relay module to allow user start the
motorcycle. During this time all modules will start to measure
and collect data which will be saved on micro SD card. Second
option will be allowing to turn lights on, which will be also
provided by relay module and can be anytime turned off by
button located next to main display.

Also, an optimal solution for easiest and convenient data
output has to be taken into account. Besides display, the
current solution considers the use of a web-server running on
the ESP and being accessible by a hot-spot via internal Wi-Fi
module, for example by using a button for limiting time that
ESP uses for scanning nearby networks. On the web server
a basic GUI (graphic user interface) is considered with data
overviews and ability to manage the saved data on the micro
SD card.

IV. DESIGNING PCBS

This work contains of parts which need its own specific
custom board design. All board are designed in open source
EDA (Electronic Design Automation) software suite named
KiCad [13], currently in version 7.0.1.

The first board is tachometer which is more described in
section II-D. This board will be reduced in size by using SMD
components and add together with main control board with
ESP32 in the next version of the szstem.

To ensure the most optimal and reliable connection of all
the modules and sensors to the main board, the right selection
of connectors needs to be considered. Two options taken
in account are currently either using screw terminals which
will ensure strong connection that lasts vibration produced by
motorcycle and provide easy assembly.

t also need to be keep on mind that casing of the modules
need to provide enough protection against water and moisture
not only from above where display should be located but also
a grommet hole for cables from modules and sensors.

V. CONCLUSION

The paper introduced a complex design of a on-board
system for an old motorcycle, which aims to keep the historical
looks nearly intact, yet bring in new features, ensuring a non-
destructive mounting on the motorcycle body. The individual
sub-systems are described, some of which were designed from
scratch including simulation of their operation. Additional

work focuses also on renovation and repairs of motorcycle
mechanical and body parts. After completing motorcycle it
will be possible to test all sensor and whole system on
motorcycle and make necessary improvements. Future work
will focus on ensuring that the system provides durability and
reliable functionality in real scenarios. By choosing ESP32
with software development based on Arduino framework it
is possible to easily add a many other modules and their
combinations to improve the system in the future.
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Abstract—Real-time location systems (RTLS) are becoming a
standard part of modern digitized industrial facilities, enabling
acquistition of position data of objects or people tracked in a
given monitored area. These systems can utilize the virtualized
coordinates to divide the real space into user-defined digital zones
and give them meaning within a process. This paper describes
the design and implementation of a commercial RTLS system
extension, intended to eliminate the need for programming any
complex position data processing by leveraging Low-code/No-
code approach to creating process logic in a user friendly way.

Index Terms—Low-code / No-code rule-based engine, RTLS,
positioning systems, safety, efficiency, production process

I. INTRODUCTION

Localization systems in general use an infrastructure of a
given indoor positioning technology to monitor the movement
of objects in confined spaces and execute logical processes
over the gathered data, providing valuable feedback to boost
the efficiency and safety. These systems enable companies
to control a wide range of critical activities such as demand
management, sales planning or tracking production and logis-
tics processes [1]. However, due to the amount of data that
is collected, these systems are becoming very complex and
sophisticated. As a result, the end user finds these systems
difficult to use and requires specialist knowledge to operate
them. Plant managers, responsible for ensuring smooth run of
production process, often lack programming skills, yet they
understand the production and logistics processes and define
correctly their needs and expectations.

The solution to help these workers is to create a user-
friendly interface, where the plant manager can create cus-
tom rules over the collected and processed position data to
control specific manufacturing processes without the need for
knowledge of system logic or programming.

II. PROCESS PROBLEMS

Often there are certain risks associated with any manufac-
turing or logistics process. Although these risks can never be
completely eliminated, they can be predicted and prevented.
A process problem is an unexpected event that is a threat
to the safety of people or the process itself. This event is
unpredictable and is usually preceeded by a sequence of

unexpected events, which may be caused by a machine, human
factor, or an interaction of both.

A. Problems in manufacturing industry

Any problem that occurs is undesirable and has a major
impact on the operation of the factory. Whatever the cause
of the process problem, it will somehow slow down the
production process, stop it completely or cause damage. The
human factor causes can be events such as falls, collisions, or
use of damaged tools. These events can result in an injury to
the operator or damage to the machine.

When multiple machines collide, or a machine and an
operator collide, both the safety of the operator and the
operation of the production process are compromised. These
problems arise in shop floors as well as in warehouses, altough
modern warehouses are built to maximally remove the human
factor from the workplace. Most tasks are carried out by
machines programmed with clearly defined steps, resulting in
an optimiziedefficient logistics processes. The operator only
monitors the process and intervenes only when an unexpected
event occurs.

The occurrence of a process problem is not always attributed
to collisions between machines or ongoing operations. We can
also look at the problem from a different perspective: Consider
an office building and the people working there. Not all of
them have access to all areas of the building. If an employee
moves to an area without permission, that can also be taken
as a type of a process problem.

B. Solution

It is important to remember that every problem that occurs
costs time and money. Any process problem slows down or
even stops the production flow and the time it takes to return to
the pre-event state is undesirably costly. The question is how
to prevent these events, ensure the continuity of the processes
and control each individual object and process.

Today, advanced positioning systems are used in production
and logistics and are becoming an integral part of a company’s
critical infrastructure [2]. By adding a rule-based engine to an
existing RTLS system, it is possible to ensure the continuous
monitoring of the correct execution of all the rules that control
the individual processes.
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III. RULE-BASED ENGINE REQUIREMENTS

The proposed system is an extension to comertially de-
ployed RTLS system by Sewio and leverages its capabilities
of a positioning platform. The system server collects data on
the position of individual objects moving in the an enclosed
space. Based on the time stamps, it can also determine the
speed of the object and its trajectory. This data can be stored
and used for later analysis, for example to optimize travelled
trajectories in the facility.

The tracked objects can be divided into four categories: peo-
ple (persons), logistics elements, materials (products) and tools
(machines). The division comes from the production processes
and gives a better overview of the monitored scenario. In the
proposed rule-based engine, specific variables are defined for
each tracked object type. Examples of variables are shown in
the Tab. I.

TABLE I
EXAMPLES OF VARIABLES FOR EACH OBJECT TYPE

Object type Examples of variables

people type of person (employee, manager, visitor),
working status (working, break, lunch break)

logistics elements type of element (trolley, automatic guided
vehicle), operating condition, battery level

materials (products) schedule, workflow, total workflow time,
factory space, product temperature

tools (machines) operational status (in use, available),
permissions (personnel who can use the product)

a) Types of objects: Different rules are required for each
type of object listed in Tab. I. For example, for an object
of type materials (products), user may want to create a rule
that checks that the product has not repeated a step in the
manufacturing process. However, this rule may not be useful
for an object of type people (persons), because a person does
not go through a production process, but only manages it.

b) Logic: A rule-based engine will need to translate
simple (verbally interpretable) information entered by the user
into computer logic. If the interpretation is more complex, the
logic will be more difficult to develop. It is possible that the
user may express the rule incorrectly, or that the condition is
too long and will take longer to check. These problems need
to be anticipated and avoided. The solution to the complexity
of these rules is to create templates that users can use, rather
than forcing them to create their own rules. The use of defined
templates also avoids the creation of duplicate rules. The
administration of the rules themselves is simplified.

c) Time: Time adds complexity to the system (or the
part of the system that will evaluate the rules being created).
The system will combine asynchronous data streams (real-
time received data) with synchronous information (end-to-end
query API). The problem with the time is that the condition
may not be current at the time the rule is executed.

Imagine a production hall where a machine is placed and a
zone is created around it (see Fig. 1). A rule is created for this
zone: If a person enters the zone, the machine will slow down
and an alarm will sound. Suppose a person does not hear this

Production hall
Warning zone

Danger zone
machine

enter

exitperson

Fig. 1. Situation in the production hall.

warning and comes dangerously close to the machine. In this
case, the machine must stop completely. This means that the
proposed system must predict the future to some extent while
working with the past. (Is the condition still valid? How long
will the condition be fulfilled?)

d) Uncertainty: Uncertainty arises from this scenario.
Suppose the person in the previous case did not hear the
warning message and continued to approach the machine.
However, there is some probability that the person will react
to the warning message and move away from the machine.
The proposed system should operate with this probability. The
uncertainty is also affected by the actual transmission of the
signal, as it is transmitted wirelessly from the tags. The life
of these hardware devices is dependent on the battery.

IV. STRUCTURE OF RULES

Suppose the user wants to create a rule based on the
situation shown in Fig. 1. Scenario: The user wants the self-
service machine to slow down if a person enters the danger
zone and, at the same time, if the operator enters the warning
zone, the machine must stop completely and the warning alarm
must sound.

The question is how to go about creating rules for this
situation. One possibility is the translation of a verbally
interpreted situation into a single condition, but this is not
a suitable in terms of speed of rule evaluation. It is more
efficient to split the situation into two, as follows:

• The user wants to slow down the machine if a person
enters the warning zone.

• The user wants to stop the machine completely if the
person enters the danger zone.

Scenario: The user wants to slow down the machine
if a person enters the warning zone.

given: status of the zone (empty, occupied)
when: zone is occupied
then: reduce the speed of the machine

Listing 1. Structure of a scenario-based rule.

Splitting a complex rule into two simpler ones reduces the
amount of time for the engine to evaluate the rule, makes it
easier to filter out individual rules, and prevents the duplicity
of the same or mutually exclusive rules. List. 1 shows that
the rule consists of two parts. The first part is the definition
of a condition (when), the second part of the rule (then) is
executed only if the conditions defined by the user are met.
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A. Trigger

We will refer to the defined rule condition as a trigger.
A trigger is an event that activates the rule. The event can
be periodic (the rule is triggered periodically at a specific
time), manual (the rule is triggered manually by the user
administering the system) or automatic (the rule is triggered by
a trigger). A rule can contain several triggers. These triggers
are separated by logical AND, OR or NOT operations.

Examples of triggers that activate rules:
• Product has been in the production process for too long.
• Tag battery level is less than 20 %.
• Product has skipped a production step.
• Person is close to the searched tool.

Our proposed rule-based engine regularly queries the existing
real time locating system system. Sewio’s RTLS Studio sup-
ports interfacing via REST and Web Sockets APIs and pro-
vides information about zones, buildings and moving objects.
By connecting the rule-based engine to RTLS Studio via the
Web Sockets API, we get the data needed to create a rule.
These variables are passed to the system, which evaluates the
trigger value based on the condition.

B. Action

The output of the rule is an action. It is executed on all
objects that meet the user-defined triggers. By action we mean
an event that can intervene and influence the operation of a
production or logistics process, alert operators and workers,
manage administration or schedule events. Just as a trigger
can trigger several actions, a single action can be triggered by
several triggers.

Examples of actions performed after the rule is activated:
• Schedule a battery change in the calendar.
• Slow down a moving machine.
• Send a notification to everyone in the zone.

V. MODEL OF RULE-BASED ENGINE

The system processes rules created by user in the web
interface. The system is divided into parts, each with its own
function. All parts of the system communicate with each other
and data is transferred through their interfaces. Fig. 2 shows
the model of the system.

The core is a rule-based engine that evaluates user-created
rules. A web-based user interface that communicates with
the core system is used to create, manage and visualise
rules. API connectors (REST and Web Sockets) connect the
rule-based engine to the Sewio RTLS software. Using these
connectors, the system queries and evaluates the responses
received from the RTLS system. All rules created, including
pre-created templates and user data, are stored in a database
that communicates directly with the system.

A. Database

The database stores information about users and the history
of changes made to the rules. Storing the history of rule
changes and executions is important for later analysis of the
rule-based engine. By analysing the activation of individual

rules, production and logistics processes can be optimised.
Instead of storing data in a relational database, it is preferable
to store the data of the proposed system in a non-relational
document-based database. An example of such a database is
MongoDB. The reason why it is more efficient, and to some
extent necessary, to store data in documents is that not all
data in our system has the same structure. In our case, we are
talking about trigger and action objects - each of these objects
will have a different structure.

Rule-based engine

API Connectors

Web Sockets API REST API

Database

Sewio RTLS Studio

triggers,
actions, 
user_data, 
rules, 
history_data,
analytics,
url‘s

Interface between Sewio RTLS Studio and rule-based engine

RTLS Manager software

feeds data
(tags and anchors)

zones and buildings 
possition data

evaluation and testing 
of the rules

user and access 
management

Connectors
to Web Application

Web Application

display of evaluated
 data and its editing

low-code window 
for creating rules

Fig. 2. Model of the rule-based engine for position data.

List. 2 below shows the storage of two triggers. The first
triggers a rule when an object enters the zone. The second
trigger activates the rule if the object stays in the zone
for more than a certain amount of time. Each trigger has
a different set of information requirements for activation.
The object enters zone trigger only needs the zone id. The
object in zone longer than trigger requires a variable to hold
the time in addition to the zone id.
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{
"object_enters_zone": {

"id": "1",
"description": "When object enters zone",
"zone_id" : "42",
"function" : "zone_status(zone_id)"

}
"object_in_zone_longer_than": {

"id": "2",
"description": "When object is in zone longer
than time",
"zone_id" : "16",
"time_in_zone": "15 sec",
"function" : "in_zone(zone_id, time_in_zone)"

}
}

Listing 2. Structure of stored triggers.

B. User interface

The user interface allows the user to create rules on position
data. These rules can be managed (edited, deleted, filtered,
searched) by the user. The user should also be able to test the
rules that have been created via the web interface. The user
interface is simple, clear and responsive. Different user groups
have different permissions. The administrator is allowed to
manage individual users and perform operations with rules.

After logging in to the web application, the user is redirected
to a dashboard screen (Fig. 3).

Fig. 3. User interface – dashboard.

It displays all important information such as a table con-
taining a list of active rules, a history of recently executed
rules, and graphs showing the analysis of rules. The user can
create rules from scratch or by using the preset templates that
are stored in the system. On the left side of the page, a menu
is displayed that links to the different pages of the system.

The web UI communicates with the rules-based engine
using service components. The communication works on the
principle of querying and displaying answers in the web envi-
ronment. The web interface is built on a low-code platform that
facilitates the development and editing of individual interface

elements [3]. The rule creation window is also based on the
low-code principle [4], [5]. The end user drags the individual
blocks into a continuous block of triggers and actions. This
principle is illustreted in the Fig. 4.

Fig. 4. User interface – create rule.

VI. CONCLUSION

In this paper we explored the possibilities of leveraging the
principles of Low-code/No-code approach to industrial system
logic. We aim to increase awareness of utilizing positional
data provided by RTLS systems in inovative ways, making
the most of the data potential towards the process of industrial
digitization. The first part of the paper describes the rationale
for creating rule-based engine systems over position data. The
second part brings a summary of existing problems in the
industry. The remaining sections describe the proposed system,
its requirements, and the individual parts of the system.
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Abstract—This paper deals with development of detailed digital
twin of small-volume liquid storage unit, as well as its complete
virtual commissioning. The original design of the existing unit is
substantially modified to increase reliability and robustness. The
control logic for PLC, according to ANSI/ISA-S88 standard, is
also created. Based on this implementation of the control logic
for the digital twin, its real counterpart will also be put into
operation.

Index Terms—Digital Twin, Industry 4.0, ANSI/ISA S88, Batch
Process, Siemens NX

I. INTRODUCTION

The aim of this work is to develop a detailed digital
twin and fully commission it virtually. This digital twin is
a counterpart of real small-volume liquid storage unit. The
original construction of the existing unit will be substantially
modified to increase its reliability and robustness. Additionally,
control logic for the unit will be implemented based on the
ANSI/ISA S88 standard for batch processes. Based on the
implementation of the control logic for the digital twin, its
real counterpart will be subsequently commissioned.

II. THE DIGITAL TWIN

A digital twin (DT) is a complex model which allows
detailed simulation of a real system. Thanks to the DT a
system can be easily operated in virtual environment. This
eliminates the problems associated with manipulation of phys-
ical system in the real world. DT cannot damage itself nor its
surroundings. It does not wear down and does not depreciate
itself in any other way.

During the life cycle of the machine, DT plays and irre-
placeable role in development phase of the equipment. When
creating the control logic for a given system, the programmer
does not have to be located near the real machine. The given
machine does not even have to physically exist yet. The control
logic can be created remotely from the comfort of his home or
office. The stress and fear of damaging expensive equipment
is reduced, and the programmer can fully concentrate on his
work. He can experiment as he pleases, restart the simulation
at any time to any position, or pause it to debug his code. This
is usually not possible with a real machine. After completing
the control logic for the digital twin, close to none code
modifications are necessary to get the real system up and
running.

In addition to developing and testing of new concepts,
the digital twin is also suitable for training new staff or for
teaching. Workers can get familiar with the system in depth
and learn how to react in the event of hazardous situation.
During the training, the real machine performs its normal work
and thus production is not limited in any way. In teaching,
it is advantageous to use a DT mainly for financial reasons.
Creation and virtual commissioning of a DT is significantly
less expensive than development of fully physically func-
tioning machine on which students can learn to code. The
effectiveness of learning, whether in school or in industry, will
be significantly increased, because the fear of the possibility
of damaging a real, often expensive, machine is eliminated.
Several people can use the simulation at the same time on
different computers.

Simulation time can be scaled and action execution speed
of the DT can be adjusted. It can be stopped at a certain
point so necessary calculations can be performed. It can be
run slowly for detailed analysis, or a large number of process
cycles can be performed rapidly for measurement and analysis
of long-term data without the need of lengthy measurements
of a real system for several months. Likewise a huge number
of different process modifications can be tested very quickly.

DT can be modified and optimized very easily based on
the data analysis. During structure modification no material is
used, so the equipment optimization is not expensive. The real
system is then modified after thorough testing on the DT.

The DT simulation runs separately from real system. The
complete feedback connection of the digital twin and the
physical system results in the so-called Cyber-Physical System
(CPS). The digital twin is constantly dynamically updated
based on the measured values on the real machine. In this
way, it is ensured that the real system and its digital twin
move in a fixed manner and maintain a zero deviation even
if the real system is delayed due to external forces or wear
and tear, for example. However, the implementation of CPS
is significantly more complex and will not be covered in this
paper.

A. Digital Twin of Small-Volume Liquid Storage Unit

The digital twin that was created as part of this paper is a
counterpart of real small-volume liquid storage unit. The task
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of this unit is to fill a glass with a required mixture of liquids
based on a prescribed recipe. This work builds on the work
of Lukáš Rejchlı́k [1], but significantly modifies the original
concept.

The central element of the cell is a three-axis manipulator.
The vertical linear movement of the manipulator is driven
by a BCI 6335 DC motor with a 21.6:1 gearbox. Horizontal
linear movement is provided by a Hanpose 17HS4401 stepper
motor with a NEMA17 flange. The same type of stepper motor
also drives the rotary motion of the cup-grabbing arm. The
actual position of the manipulator is being monitored by a
pair of encoders and checked by limit sensors. The amount of
remaining liquid in the storage unit is being monitored by the
capacitive sensors.

An older version of the unit’s 3D model already existed, but
it was a classic, static 3D model, not a digital twin. For the
creation of the DT, the individual parts of the model had to
be converted from the original CAD software SolidWorks to
the Siemens NX program and assembled. Subsequently, it was
necessary to modify the structure of the cell and thus solve a
number of problems.

The main problem originated from the method of dispens-
ing liquids into the glass. A compression dispenser with an
overflow chamber was used. The problem was that very high
pressure needed to be exerted onto the mechanism to activate
the dispensing. Since the handles of the dispenser as well as
the manipulator itself are made of plastic using the 3D printing
method, they could be damaged by the load. In addition, the
overflow chamber of the dispenser has a constant volume, so
it was not possible to dispense the exact required amount.

These problems are solved by the use of peristaltic pumps
that allow us to dispense very precise volume of liquid. The
lifespan of these pumps is typically quite long without the
need of extended maintenance, they are also easy to control.
However, pumps are no longer purely mechanical and need
power to function.

The introduction of peristaltic pumps led to a modification
of the original design of the unit. A substantial part of the
unit was disassembled and redesigned. New bottle storage
positions, that integrate pumps and capacitive sensors for
liquid level monitoring, have been created. Because of the
newly brought wires to each storage position, it was necessary
to create a new, more compact counterweight housing that does
not collide with the wires. Furthermore, the electrical wiring
of the cell was modified. The final structure of the storage unit
increases the number of storage positions from the original five
to sixteen.

B. Physics Simulation and Virtual Commissioning of the Dig-
ital Twin

After completing the creation of the model, it is possible to
switch from the Modeling application to the MCD (Mecha-
tronics Concept Designer) application, which gives us the
opportunity to create a very complex kinematic simulation.
First, it is necessary to mark required parts as rigid and
collision bodies.

Fig. 1. Digital Twin of the Storage Unit

Rigid bodies are objects that are subject to the laws of
physics. They will be affected by external forces, such as
gravity, or forces caused by other rigid bodies and actuators.
Colliding bodies affect each other only in physical contact.
These collisions can be unwanted impacts, e.g. collision of
the manipulator with the structure of the cell. However, some
collisions are necessary for the function, e.g. grasping the glass
by the manipulator.

Rigid bodies can be connected to each other using various
types of kinematic joints. Among basic joints are fixed, sliding,
rotary etc. By assigning joints, we define the possible trajec-
tory of objects. For example, a linear joint between a bearing
and a guide rod ensures that the bearing will move along a
precisely linear trajectory given the axis of the rod. If we want
individual rigid bodies to be affected by the forces from other
rigid bodies, we must assign them so called couplers. Example
could be gear coupler for simulating gearboxes, or rack and
pinion coupler for two-way transformation of rotary and linear
motion.

Furthermore, it is necessary to simulate sensors and actu-
ators. Sensors can work based on the principle of collision
between two bodies. The calculation of collisions, however,
tends to be computationally demanding, so it is appropriate
to simulate the sensors based on the limit switch principle.
Limit switch is activated if the tracked object exceeds the
specified position, which we set to the sensor position. Speed
control function has to be assigned to the drive units, and the
maximum acceleration and torque has to be specified based
on engine manufacturer’s datasheet.
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This digital twin is controlled by a PLC industrial control
system. Communication is carried out using the OPC-UA
server. The OPC-UA server reads the selected signals from the
PLC and rewrites the values in the model. If minimal delay
between PLC and simulation is required, it is advisable to use
a PLC simulated by the PLCSIM Adv. program instead of a
physical PLC and communicate directly with the model. In
addition, the use of a simulated PLC will enable the complete
development of control logic solely on a computer, without
the need for any additional hardware. Beware, the S7-1200,
unlike S7-1500, cannot be simulated using PLCSIM Adv. at
the moment.

III. TESTBED SELF-ACTING BARMAN

The created storage unit is part of the Self-Acting Barman
project. The goal of the project is to create an automated
production plant for mixed drinks based on the principles
of Industry 4.0. The detailed description of the testbed can
be found in the article An Industry 4.0 Testbed (Self-Acting
Barman): Principles and Design [3].

IV. STANDARD ANSI/ISA S88
Industrial processes are divided into discrete, continuous

and batch. The division is based on the nature of the final
product. Batch processes are described by the ANSI/ISA-S88
standard. Output of the batch process are finite quantities of
material (batches) [3]. Application of the standard is suitable
for the Self-Acting Barman as the individual glasses represent
separate batches of a product.

The standard is based on the division of batch processes
into so-called models and their interconnection.

Fig. 2. ANSI/ISA S88 models [4]

The division into these models will allow a significant
improvement in the synergy between technologists (process
model), integrators (procedural control model) and assembly
workers (physical model). Development of individual models,
as well as layers, can take place in parallel and there is no

need for an expert who understands all parts of the production
process at the same time. The description of production
technologies and procedures can be very complex. If we
divide the process into groups of simple sections, it becomes
significantly simpler and the whole process becomes modular.
This makes it easily adjustable, and we can use individual
modules repeatedly in the process.

The testbed Barman is defined as a process cell. As a com-
plex production facility, it would not be possible to implement
it without further division into process units. This paper deals
with the partial goal of implementing a small-volume fluid
storage unit.

A. 1.4. Process Model

A process model does not define a specific physical device.
It describes the batch process from a recipe perspective. It
defines It defines what raw materials, in what order and in
what proportion need to be mixed, but does not specify what
equipment needs to be used. We can compare the process
model to a kitchen recipe. The model is structured into four
levels and each level contains one or more parts.

In this case, on the highest level is the process that describes
the entire workflow of drink preparation by the Barman
testbed, from receiving the order from the user, through
preparing the glass, pumping the drink and mixing it, to issuing
the finished drink to the user.

In the lower layer, there are process stages that describe
the work approach of individual process units. One of these
units is the storage unit, which is the subject of this paper.
The process stage of the unit is further divided into process
operations and, if necessary, further into process actions.
Process actions describe the approach to picking up the glass,
moving it to the required positions, filling the required liquids
and dispensing the glass.

B. Physical Model

The physical model describes the equipment that is needed
to perform the procedure that is described in the process
model. It describes specific physical equipment and divides
it into individual sections. Combining physical equipment at
lower level creates a new element at a higher level. This
element then behaves as a whole, and a change at a lower level
is possible only by redesign. The physical model is divided
into seven layers. But the first three layers, i.e. Enterprise,
Location and Operation, are not directly related to batch
production and therefore will not be considered further.

The process cell is the entire testbed Barman. It consists
of several process units. These are, as described in the article
[3], a glass storage, a carbonated water maker, small and high
volume liquid storages, a shaker and an ice crusher. Each
process unit is further divided into equipment modules. For
this storage unit, these modules are the transport module and
the dispensing module. The equipment modules then consist of
control modules such as stepper motor, DC motor, peristaltic
pump, capacitive level sensor, etc.
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C. Procedural Control Model
It combines the previous two models. It describes functions,

that ensure the equipment, defined in physical model, is used
in a way that leads to completion of the process defined in
the process model. The model consists of four levels: master
recipe procedure, procedures of individual units, operations
and phases.

Fig. 3. Procedural Model for Barman Testbed

The master recipe procedure controls the entire process cell
to perform the desired process. In the barman testbed, this
master recipe procedure is to mix a drink and hand it to the
user based on his request.

On a lower level are unit procedures that are related to
individual units from the process cell. One of the process units
of our testbed is my storage unit. The procedure of this unit
describes all the functions required to dispense the desired
liquids into the glass and pass it to the next unit.

The control logic is further divided into operations. The
standard defines that only one operation can run on each unit
at a time. It also says that a unit procedure consists of one or
more operations. If there is no need to divide the production
into several operations, there can be only one. Operations then
consist of phases that form the lowest level of control logic.
Several phases can run in parallel and can be repeated within
one operation, as follows from the modular concept of the
entire standard. Phases are the phases of loading the glass,
transport, dispensing and unloading the glass.

The standard helps with structured control, where the entire
process cell does not have to be controlled by one powerful and
expensive control system, but the individual elements in the
lower layers of the procedural model are controlled separately
by simpler control systems. If we look at the Barman testbed,
there is no single control system that independently controls
the entire production, but each unit has its own control
system with its own logic. Units communicate with each other
using an administrative shell. The communication interface
recommended by the S88 standard allows the use of a standard
central MES for temporary development purposes until fully
decentralized solution is available.

V. TESTING

At the time of writing the article, the DT is fully operational
virtually and work is underway to commission a real unit. Due
to the fact that the DT is very detailed, the real commissioning
is based purely on the calculations of conversions of the
input and output signals of the control unit. At this point,
the most important phase of transport is fully operational,
which on a real cell performs the same movements as the
DT. However these movements are not completely identical,
because created simulation is classified as a DT rather than a
CPS, as mentioned at the end of chapter II.

VI. CONCLUSION

The digital twin represents an ideal way of developing and
testing new devices. It helps in development and production
as well as in teaching. The digital twin of the small-volume
liquid storage unit, which was developed as part of this
paper, features complete kinematics simulation and is fully
controllable by both a real PLC via the OPC-UA server as
well as by a simulated PLC. The application of this digital
twin enabled the remote development of the control logic
from the comfort of home without the need to be present
at the real unit, which was not yet complete at this stage
of development. Furthermore, the digital twin significantly
eased experimentation and debugging by eliminating fear of
damaging expensive equipment, enabling full focus on control
logic development thus increasing its efficiency.

A substantial part of the original structure of the unit had
to be disassembled and redesigned. That led to increase in its
reliability, robustness and accuracy of liquid pumping. At the
same time, it was necessary to modify the electrical wiring of
the unit and a complete electrical diagram was created.

The use of the ANSI/ISA S88 standard and the associated
division into individual models and levels enabled the orga-
nized development of the control logic of the batch process.
The created and debugged control logic require minimal
modifications for real deployment.
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Abstract— This paper deals with MES systems, their general 
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I. INTRODUCTION 

Manufacturing companies today face increasing pressure to 
improve efficiency and reduce costs to remain competitive. To 
achieve these goals, many companies are turning to digital 
technologies and the Internet of Things (IoT) to create "smart 
factories" as part of Industry 4.0. 

Industry 4.0 is the fourth industrial revolution, characterized 
by the integration of smart technologies and real-time data to 
optimize production processes and increase efficiency. One key 
aspect of Industry 4.0 is the implementation of standardized 
communication protocols and data exchange formats, which 
enable the seamless integration of different systems and 
equipment. 

ISA-95 is a standard developed by the International Society 
of Automation (ISA) that provides a framework for integrating 
enterprise and control systems in manufacturing. By 
implementing ISA-95, manufacturers can achieve greater 
transparency and efficiency in their production processes by 
integrating different systems and exchanging data in a 
standardized way. [1] 

One important system that can benefit from ISA-95 
integration is the Manufacturing Execution System (MES). 
MES systems control a company's processes, materials, and 
resources to optimize production, increase productivity, and 
improve quality. In this bachelor's thesis, we will explore MES 
systems, their installation, setup, and use in the production 
process. [2][3] 

This paper presents the process of researching available open-
source MES systems, selecting one, extending it, and integrating 
it into an Industry 4.0 demonstrator system. The goal is to 
replace the current MES system in the Industry 4.0 demonstrator 
with a more robust and easy-to-extend system that includes 
additional functionalities and modules. By doing so, the benefits 
of using ISA-95 and MES systems in an Industry 4.0 context 
will be demonstrated, as well as how they can be used to 

improve efficiency, reduce costs, and increase competitiveness 
in manufacturing companies. 

The current solution of MES system includes material, 
equipment, products, and process modules. It runs on a web 
server, however, it has been found difficult to extend this system 
because it’s lacking documentation and it’s not a robust solution. 

II. RESEARCH 

A. Systems criteria 

The main criterion of researched systems is being open-
source. The reasons are advantages of extending an open-source 
project – already created the core of the system (no need to 
create the system from scratch) that can be used both personally 
or commercially, possibly community or documentation, that 
will help developers to extend the system.  

The intention is to research MES systems, but easily editable 
and extendable CRM (Customer relationship management) or 
ERP (Enterprise Resource Planning) systems may also be 
possible to integrate into the Industry 4.0 demonstrator system 
(after some transformation into a manufacturing system). 

B. Researched systems 

Two MES systems, that match our research criteria, were 
found. The first of them is Qcadoo. This system showed 
significant promise in terms of its features and capabilities, with 
several impressive features highlighted on the system's website. 
However, because of the lack of a complete installation pack for 
Windows, it was impossible to run and test this system.  

The IMES system, on the other hand, was found to be easy 
to install but had a very limited range of functionality. The 
system lacked robustness and was not suitable for use in a large-
scale manufacturing facility. 

Both systems had some documentation, but for Qcadoo, the 
documentation is not very reliable. IMES documentation was 
intended for system users, not for developers.  [4][5] 

Three Enterprise Resource Planning (ERP) systems, that 
match our research criteria, were found.  

First of them is Odoo - a comprehensive open-source ERP 
system that offers a wide range of modules, including 
manufacturing, inventory, and supply chain management. It is 
compatible with Windows 10, and its installation process is 
straightforward, with comprehensive documentation available 
on the system's website. The community support for Odoo is 
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robust, with a large user community and active developer 
community. There are many manufacturing modules available 
for Odoo, including manufacturing planning, scheduling, and 
execution modules. [6] 

ERPNext is another open-source ERP system that has the 
potential to be used as a MES system. The system's 
documentation is comprehensive, with user guides, video 
tutorials, and a forum for community support. The community 
support for ERPNext is active, with regular updates and bug 
fixes. While the system has some manufacturing modules, such 
as material resource planning and production planning, it lacks 
advanced MES features. The system is not available for 
Windows OS. Installation on Virtual Machine was impossible 
as the installation package wasn’t complete. [7] 

Dolibarr is an open-source ERP system that includes 
modules for CRM, accounting, and project management. It is 
compatible with Windows 10 and has a straightforward 
installation process, with documentation available on the 
system's website. The community support for Dolibarr is not as 
robust as Odoo or ERPNext, but it still has an active user 
community. Dolibarr has some manufacturing modules, such as 
inventory management and project management, but it lacks 
advanced MES features. [8] 

One customer relationship management (CRM) system, that 
matches our research criteria, was found – EspoCRM. It is an 
open-source CRM system that has some potential to be used as 
a MES system. The system can be installed on a Windows 10 
machine and has developer documentation available on the 
system's website. 

While EspoCRM does not have advanced manufacturing 
modules, the system can be extended with custom modules and 
plugins. The administration, developer documentation, and 
community support provided by EspoCRM make it possible to 
add additional functionalities and transform them into a MES 
system with customized manufacturing modules.  

C. Research conclusion 

During my research, I wasn't able to run Qcadoo and 

ERPNext. Systems IMES and Dolibarr lacked robustness, 

advanced MES features, or ease to create new modules for 

manufacturing. Out of the six systems I investigated, it appears 

that the systems appropriate for transformation into MES 

systems are Odoo and EspoCRM. The decision of which system 

to choose ultimately depends on the company's and developers' 

specific needs and preferences, such as the features and 

functionalities they require, ease of use, scalability, and cost (as 

some features of these systems may be charged). 

III. SYSTEM SELECTION AND SETUP 

After making research on various systems, I decided to use 
EspoCRM due to its many advantages, including its ease of use 
and ability to create custom modules. The system's backend is 
built using PHP programming language and the Laravel 
framework. The front end is built using JavaScript, specifically 
the Backbone.js framework. Additionally, EspoCRM uses a 
MySQL database to store data. [9] 

To get started, a localhost server was set up on the computer 
and a MySQL database was installed. EspoCRM was then 
installed. The setup process was found to be relatively 
straightforward, allowing for quick initiation with the platform 
– a few minutes after downloading the source code, a user can 
open (run) the MES system in a browser. 

Upon setting up the system, it already possessed several 
admin features such as user creation, role assignment, rights 
allocation, notification settings, and more. 

IV. SYSTEM CUSTOMIZATION 

A. Orders 

This module is designed to manage and track orders from 
creation to production execution. Orders have their database 
table, which contains details about their items (ordered products) 
and their quantities. 

One of the key features of the Orders module is the ability to 
set priorities for each order. Users can assign a priority level to 
each order, which helps to ensure that critical orders are given 
priority during the production process. This feature can be useful 
in situations where there are limited resources or capacity 
constraints, as it enables users to make more informed decisions 
about which orders to prioritize. 

B. ISA-95 Object models 

Using the ISA-95 standard, we can define equipment classes 
with their respective properties. With this information, we can 
create equipment definitions and assign them to their 
corresponding classes. This approach allows us to have a clear 
understanding of the equipment's capabilities and limitations 
and enables us to assign values to equipment properties. 

In the context of ISA-95 models, materials are also defined 
using classes, definitions, and properties. These models allow 
the creation of material definitions and the assignment of classes 
and properties to those definitions. 

Additionally, the models allow for the tracking of material 
lots, which are specific batches of material that are used in the 
manufacturing process. By tracking the lot of material, it 
becomes easier to identify any issues or defects that may occur 
during the manufacturing process. 

With the help of ISA-95 models, we can easily create 
material definitions and assign them classes with properties. 
This makes it easier to manage materials and their lots 
throughout the manufacturing process. 

Using ISA-95 models, we can define personnel classes, 

which can be groups of personnel with similar job roles or 

functions. Each class can have its own set of properties such as 

skills, certifications, and qualifications. With this information, 

we can create personnel definitions and assign them to specific 

classes with their respective properties. This enables users to 

effectively manage personnel resources and assign them to 

appropriate tasks within the manufacturing process.  
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Fig. 1. Equipment object model (database) 

C. Product definition model 

Products are defined as a combination of materials and 
equipment used in a manufacturing process (product segment)  
to create the final output. Each product segment is defined by a 
product recipe, which lists the required materials and equipment. 

The material segments define the type (definition or class) 
and quantity requirements of the materials needed to create the 
product. The equipment segments define the type (definition or 
class) and quantity requirements of the equipment needed to 
create the product. 

D. Process segment model 

In the ISA-95 models, process segments are defined as 
segments that connect material, equipment, and personnel to 
carry out specific manufacturing processes. These segments 
describe the steps involved in creating a product, such as mixing 
raw materials, assembling components, or packaging finished 
goods. 

 

Fig. 2. Customized MES system 

V. CONCLUSIONS AND FUTURE WORK 

A. Conclusion 

Various modules and models were implemented into the new 
MES system. The Orders module allows efficient order 
management and prioritization, while the use of ISA-95 object 
models enables users to define equipment, materials, and 
personnel classes with their respective properties, making it 
easier to manage these resources throughout the manufacturing 
process. 

Overall, the customization of the open-source system into a 
MES system provides a comprehensive solution for managing 
the entire manufacturing process, from order creation to product 
completion, with the ability to prioritize critical orders and 
efficiently manage resources. This system has the potential to 
significantly improve manufacturing efficiency and reduce 
costs, ultimately leading to increased profitability. 

B. Warehouse module 

The next step in this project is to create a warehouse module. 
This module will allow users to manage the inventory of 
materials and products that they have on hand. They will be able 
to track the quantity of each item, its location in the warehouse, 
and its movement in and out of the warehouse. This will help 
them to better manage stock levels and ensure that they always 
have the materials and products we need to keep our production 
process running smoothly. 

C. OEE module 

One of the next steps in the implementation plan is to 
develop an OEE (Overall Equipment Effectiveness) module for 
our MES system. The OEE module will allow us to track and 
measure the effectiveness of our production processes by 
analyzing data such as downtime, speed loss, and quality 
defects. 

To implement the OEE module, we plan to leverage open-
source chart libraries to display the OEE metrics in an easily 
digestible format. By doing so, we hope to provide real-time 
visibility into the performance of our manufacturing processes, 
identify constraints and optimize our production to maximize 
efficiency. 

In addition to tracking the OEE, we plan to use the module 
to measure the effectiveness of our production processes. This 
includes analyzing data such as lead times, cycle times, and 
defect rates to identify areas where improvements can be made. 
By implementing an OEE module, we will be able to better 
understand our manufacturing processes and make data-driven 
decisions to improve overall efficiency and productivity. 

D. Use of AI 

The use of AI is being considered for potential 

implementation in this MES system. By using an open-source 

machine learning library like RubixML, we may be able to 

predict future demand for certain items based on historical data 

and adjust our inventory levels accordingly. This could help us 

to reduce waste and save costs in the long run. However, this is 

a more advanced feature that may require additional resources 

and expertise to implement, so it is a longer-term goal for the 

project. [10] 
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Abstract—This paper is focused on designing a knowledge
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properties of knowledge systems, their characteristic features and
their applications.
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I. INTRODUCTION

Expert systems are part of narrow artificial intelligence. By
properly encoding the knowledge and experience of an expert
(or experts) into a knowledge base, an expert system is able
to make decisions at a highly expert level in a particular field.
These systems are used, among others, mainly in medicine,
agriculture, business, in the diagnosis of equipment malfunc-
tions or in the field of psychology. They can be helpful not
only in practice, but also in the education of students - in this
case, for example, future ophthalmologists.

II. EXPERT SYSTEMS

Expert systems differ from other branches of artificial
intelligence mainly by placing more emphasis on the quality
of knowledge than on algorithms. The advantage of an expert
system is transparency in decision-making. In contrast to
artificial neural networks, where we do not know on the basis
of which parameters the result was evaluated, with expert
systems we can see exactly how the given answers influence
the outcome of the consultation.

A. Properties

Distinctive features of expert systems include:
• The expert’s knowledge is expressed absolutely explicitly,

in the form of a knowledge base, which should be
designed in such a way that the expert himself is familiar
with it and is able to modulate it himself. The knowledge
base must therefore have the possibility of a large degree
of modularity.

• Dialog mode of obtaining data from the user. The expert
system applies its knowledge to a particular case or
problem provided by the user’s responses.

• Ability to work with a degree of uncertainty. Similar to
experts, an expert system must be able to work with
uncertain answers (e.g. a description of the patient’s
subjective problems) and with uncertain knowledge.

• The drawn conclusion of the expert system is not de-
pendent on a single parameter. The system must be able
to provide advice even if the input data is incomplete.
Thus, there must be multiple alternative ways to evaluate
the hypothesis.

• The expert system is able to provide justification and
explanation of the conclusions reached. If we want to
replace the expert with an expert system, it is necessary
for such a system to be able to explain the derivation
process to the user in the same way as an expert.

The enumeration of these properties serves only to clarify
the key ideas of expert systems and cannot be considered
definitive. A particular system does not have to meet all of
the points above in order to qualify as an expert system. [1]

B. Diagnostic Expert Systems

During the consultation, diagnostic expert systems are
tasked with evaluating which of the previously given hy-
potheses is involved, based on the input data. They are the
most common type of expert systems. They determine which
hypothesis from a predefined number of target hypotheses best
corresponds to the data related to a particular case. Thus,
diagnostic expert systems work with a finite number of goals
(hypotheses, diagnoses), from which they select the most
suitable ones. [2]

The figure below shows a block diagram of the diagnostic
expert system.

Fig. 1. A block diagram of a diagnostic expert system, modified. [2]
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We can see that the system consists of three main parts
which are highlighted orange.

• The knowledge base contains explicit, appropriately
coded knowledge of the expert on the given issue, which
is necessary for the proper functioning of the expert
system.

• The data base represents data that we can obtain either
from the user in the form of answers to asked questions
or data read directly from measuring devices or programs.
The data base affects the current diagnosis model.

• The inference mechanism is the core of the expert system.
Based on the individual answers received from the data
base, it refines the current model using the knowledge
base.

When creating expert systems, efforts are made to make the
program as modular as possible for future expansion and
modifications. [3]

C. NPS Expert System

It is an expert system that was used for this application. The
system is based on the original NPS32 computer application.
NPS is a diagnostic expert system whose principle is based
on rules. It is therefore a rule-based expert system. Today’s
form of the NPS web interface was developed by Ing. Lukáš
Kořı́nek. It is based on the original NPS32 computer applica-
tion and program implementation of the NPSCore computing
core, which was originally developed without an user interface.

A slight disadvantage is the absence of an explanation
system and the fact that user responses are the only possible
source of the data base. However, the most fundamental
advantage is the universality of the system, which is caused
by a clearly defined syntax for knowledge base. [4]

III. KNOWLEDGE BASE

The knowledge base is separate from the expert system.
Until we provide a knowledge base to the expert system, it
is an empty expert system. These systems are of much less
value than if they contained a functional knowledge base.

First, it is necessary to be aware of the differences between
the terms data, information and knowledge. Data is just filtered
noise. We obtain information from data by selection, certain
processing and assigning meaning. Knowledge is information
that is thoroughly analyzed and organized in such a way
that it can be used to solve a particular problem or to
make a decision. We acquire knowledge through learning,
experience, and interactions with the environment. There is
also metaknowledge, which is knowledge about knowledge.
[2], [4]

A. Knowledge Engineering

Expert systems have one major drawback, and that is the
fact that an expert is needed to make such a system work
properly. It is generally known that these gifted people, who
devote a large portion of their lives to improving and gaining
experience and knowledge in a certain field, are in high
demand and do not exactly have an excess of free time. For

this reason, it is often very difficult to design a functional and
complete knowledge base. The field of knowledge engineering
deals with the issue of obtaining knowledge from experts.

Knowledge engineering deals with filling expert systems
with the most essential part, i.e. knowledge. In this field, there
is therefore the greatest interest in techniques and methods of
acquiring, formalizing, coding and testing knowledge. [1]

Great emphasis must be placed on the creation of the knowl-
edge base, because the quality of the entire expert system
depends on the quality of the knowledge. Therefore, both
a knowledge engineer and an expert participate in this creation.
The activity of a knowledge engineer can be summarized in
several points listed below. [1]

• Identification of the problem - The knowledge engineer
must first become acquainted with the issue and precisely
formulate the problem.

• Design of the concept - After a deeper acquaintance of
the knowledge engineer with the issue, the basic concepts
and character of the data, with the active assistance of an
expert from the area, the knowledge engineer can propose
the conceptual model of the organization of relevant
knowledge.

• Knowledge formalization - In this step, the knowledge
engineer analyzes the conceptual model in terms of
methods, techniques and tools. They choose to represent
knowledge and formalize them appropriately.

• Implementation - The result of this phase of the knowl-
edge engineer is a functioning prototype of the knowledge
base.

• Testing and tuning - this step is the most time consuming,
as it is constantly repeated in the cycle of testing, con-
sulting results with experts and subsequent adjustment of
the knowledge base.

The design of the knowledge base is not a linear process,
on the contrary, we repeatedly return to the previous steps
to iteratively approach the best solution. Each of these steps
requires repeated meetings of a knowledge engineer with an
expert, thus increasing the time demands. [1]

IV. OPHTHALMOLOGY

The knowledge base in this paper is focused on the diagno-
sis of ectatic cornea diseases, which falls within the field of
ophthalmology. Ophthalmology is a medical field dealing with
the diagnosis and treatment of eye disorders and diseases. [6]

A. Corneal Ectasia

Corneal ectasia is produced by its thinning. More precisely,
the stroma of cornea, which has the task of supplying the
cornea sufficiently with water, is thinning. The stroma forms
one of the corneal layers, consisting of fine collagen fibers
and bounded by Bowman’s membrane and Descemet’s mem-
brane. Patients suffering from ectatic corneal diseases are not
recommended to undergo laser refractive procedures, due to
the poorly predictable effect and the risk that the procedure
will cause progressive deterioration of ectasia. [7], [5], [6]
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There are various types of corneal ectasia, such as kerato-
conus, keratoglobus and pellucid marginal degeneration.

B. Keratoconus

It is a clinical name of the state of the cornea, characterized
by its gradual thinning and, as a result, its arching so that
it gradually acquires conical shape. Progressive thinning and
arching takes place most often in the paracentral part, less
often in the central part of the cornea. [5]

It is one of the degenerative non-inflammatory cornea dis-
eases with slow progression, which is manifested by increased
corneal irregularity and deterioration of its optical properties,
which often leads to a serious reduction in patient’s visual
acuity. It almost always occurs in each eye in different
development stages. Keratoconus is classified by Amsler or
Krumeich to four stages according to severity. The disease
is most common in the second and third decade of life,
when the greatest progression can also be observed. As aging
progresses, the disease is generally stabilized, and after the
age of forty years old, only deteriorates rarely. [5]

The low-degree keratoconus can be corrected by glasses or
using soft or hard contact lenses. At the moment when there
is further progression of arching, the patient should consider
the possibility of available surgical procedures such as Corneal
Cross Linking or corneal transplantation. [5]

C. Keratoglobus

It is a very rare, non-inflammatory, bilateral ectatic disease,
which often occurs immediately after birth. Keratoglobus is
usually not progressive or progresses only minimally. The
disease is characterized by thinning and diffuse corneal pro-
trusion, which leads to its typical arching of spherical shape.
The treatment is developed for optimal correction using glasses
or hard contact lenses. The uniform surgical procedure is not
given due to the high risk of postoperative complications. [5]

D. Pellucid Marginal Degeneration

Pellucid marginal degeneration is a bilateral peripheral non-
inflammatory ectasia of the cornea, which is characterized by
the arch of its peripheral part, most often in lower quadrants.
Compared to keratoconus, pellucid marginal degeneration be-
gins at a later age, sometimes between the 20th and 50th
years of life and progresses at a slower pace. It is manifested
by irregular and non-correctional astigmatism. Treatment of
this disease is complex, various types of special lenses or
peripheral lamellar keratoplasty, or wedge keratectomy are
considered. [5]

V. KNOWLEDGE BASE DESIGN

The knowledge base contains six main hypotheses and one
additional hypothesis:

• Main Hypotheses
– Keratoconus (first stage)
– Keratoconus (second stage)
– Keratoconus (third stage)
– Keratoconus (fourth stage)

– Keratoglobus
– Pellucid Marginal Degeneration

• Additional Hypothesis
– Normal cornea with astigmatism

The knowledge base consists of fourteen questions, four of
which are conditional:

• Does the patient experience deterioration of vision?
– Yes, significantly in one eye
– Yes, significantly in both eyes
– Yes, in one eye
– Yes, in both eyes
– No
– Unknown

• What is the period of occurrence of problems?
– 0 - 10 years
– 10 - 20 years
– 20 - 30 years
– 30 - 40 years
– Over 50 years and more
– Unknown

• What is the refractive state of the eye?
– Hypermetropia
– Myopia
– Unknown

• Occurrence of astigmatism?
– Occurrence of higher astigmatism (greater than 2 D)
– Occurrence of lower astigmatism (less than 2 D)
– Irregular astigmatism
– Unknown

• What does a topographic map look like?
– Claws (moon)
– Oval in the central part
– Oval in the lower paracentral part
– Circle
– Hourglass (figure of eight)
– Arching in full width
– Unknown

• What is the thickness of the central part of the cornea?
– Less than 200 µm
– 200− 300 µm
– 300− 450 µm
– 450− 530 µm
– More than 530 µm
– Unknown

• Thinning of the corneal periphery?
– Yes
– Unknown
– No

• Does the top of the cornea match the thinnest part of the
cornea?

– Yes
– Unknown
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– No
• What is the radius of curvature of the anterior surface of

the cornea?
– Less than 5.8 mm
– 5.8 - 6.5 mm
– 6.5 - 7.2 mm
– 7.2 - 7.5 mm
– More than 7.5 mm
– Unknown

• What is the optical cardinality of the cornea?
– Approximately 43 D
– 45 - 49 D
– 49 - 53 D
– 53 - 55 D
– 55 - 60 D
– More than 60 D
– Unknown

• Is there a Fleischer ring on the cornea?
– Yes
– Unknown
– No

• Are there Vogt striae on the cornea?
– Yes
– Unknown
– No

• Is there hydrops on the cornea?
– Yes
– Unknown
– No

• Is there progression of corneal bulging?
– Yes
– Unknown
– No

After answering these questions, the user should find out what
kind of ectatic corneal disease it most likely is - the knowledge
base is therefore successfully able to diagnose ectatic corneal
diseases. However, it is possible this is not the final version
of the knowledge base.

Due to the certain expertise of the questions and the overall
focus of knowledge, the knowledge base is primarily intended
for ophthalmologists who want to verify their decisions or for
students familiar with this issue for the purpose of education.

It is also important to note that the functionality of the
knowledge base was proven during testing with real data in
cooperation with Mgr. Hana Řeháková. During this testing,
questions were answered according to the subjects’ actual
measured parameters of the cornea.

VI. CONCLUSION

This paper describes the properties of expert systems. It
discusses the diagnostic expert system and its internal structure
in more detail. It also deals with an important part of the expert
system, which is the knowledge base. It also describes the pro-
cess of extracting knowledge from experts called knowledge
engineering.

Other parts of the paper are focused on the topic for which
I chose to implement the knowledge base and also deal with
the design of the knowledge base itself. It describes the types
of corneal ectasia, their characteristic features and mentions
possible methods of treatment. It also contains hypotheses and
questions together with answers that are used in the designed
knowledge base.

The result of this paper is a functional knowledge base
called Rohovka, which serves to determine the diagnosis of
ectatic corneal diseases. This may not be the final version of
the knowledge base, because at the time of writing this paper,
the knowledge base is still being worked on. There also may
be possible modifications of some questions and relationships
between nodes based on the reevaluation of the concept of the
knowledge base. The knowledge base require further tuning
and testing to make the final knowledge base as factually
accurate and useful as possible.
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Brno: FEEC BUT, 2003.

[4] L. Kořı́nek, “User Interface for an Expert System,” [Uživatelské rozhranı́
pro expertnı́ systém] , Bachelor thesis, Brno: FEEC BUT, 2019.
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Abstract—Cyberdefense became important, especially during
the last decade. The rapid growth of information technologies
caused a significant increase in cyber attacks and threats on
the Internet. Malware analysis forms a critical component of
cyberdefense mechanisms. In this article, we study the issue of
malicious code and its various types, with a specific focus on the
type known as PassWord Stealers (PWS). To do so, we deployed
several methods of analyzing binary executable code, such as
static and dynamic analysis, and sandboxing. We analyze 11
recently discovered malware families. From that, we discovered
3 new strains of malware, namely SevenStealer, NeedleDropper,
and AtlantidaStealer. Furthermore, we have created appropriate
detection rules for all of these malware, which have improved
the detection capabilities of Avast anti-virus (AV) software
worldwide. At the end of this article, we present the resulting
data illustrating the spread of analyzed malware in the user base
of the Avast company.

Index Terms—YARA, Malware, Password Stealer, Reverse
Engineering, Info Stealer, Static Analysis, Dynamic Analysis,
Cyber Defence.

I. INTRODUCTION

Nowadays, information technology is an inseparable part
of human life. These technologies are used by people of all
ages, backgrounds, and nationalities for daily activities such
as ordering food, social interactions, and store payments. We
trust these devices to serve our needs without considering the
possibility of malicious activities happening in the background
if our device is infected with malware. Malicious software
has existed in the information technology industry from its
beginning. Currently, there are tens of malware types and
thousands of malware families attempting to infect our systems
to take advantage of our data. With the growing technology in-
dustry and intensified digitalization, the threat of cyber attacks
continues to rise. This fact opens up a number of questions.
How can we protect our systems from being infected? How
do they infect our PCs? And how can we classify the malware
family that is trying to get into our devices? The main outcome
of this paper is to create detection rules, which can be used
to answer these questions.

A. Contribution and Paper Structure

This paper focuses on analysis and detection of either
known and unknown info-stealaing malware. We analyze
eleven malware families, which results in exposing malware’s
behavior and functions. In addition, we create YARA rules to
detect the analyzed malware families. The rules focus on static

sequences, behavior, network communication, and known
named objects, which are exposed during the analysis. The
malware families are analyzed both statically and dynamically
using modern tools such as IDA Pro, x64dbg, and Cuckoo
sandbox. During the analysis, the anti-analysis techniques
implemented in malware’s samples had to be overcome. Our
detection rules led to improved detection mechanisms for
more than 435 million users all over the world. In total, the
detection rules blocked over 2 million attacks that tried to
steal victims’ data, mainly from browsers, mail clients, and
crypto wallets. The main targeted geographical locations were
Argentina, North America, and the middle of Europe. The
detection rules created during this research are mainly focused
on their usage in Avast’s products. However, some of these
rules can also be used by other malware detection solutions,
thanks to the open-source YARA code.

The paper is organized as follows. Section II outlines the
used terminology, Section III described malware families,
which were analyzed during the research. Section IV presents
the experimental tests and statistical analysis. In the last
section, we conclude this work.

II. PRELIMINARIES

In this section, we outline the used terminology, i.e., what
is malware, which are basic techniques for malware analysis,
detection and classification, and how malware protects itself.

A. Malware and Password Stealers

Malware, short for malicious software, is a computer pro-
gram, which performs malicious activity on victim’s machine.
Depending on the behavior, the malware is divided into several
types, such as ransomware, info stealer, or trojan. A malware
family refers to a set of similar samples within a specific
type that are derived from the same source. PassWord Stealers
(PWS), often called as info stealers, is the type of malware
which gather data from an infected computer and sends it to
the attacker. The most common targets are credentials, credit
cards, crypto wallets, and user’s documents. These data are
extracted from specific application they belong to. We refer to
[1] for more information about PWS.

B. Malware Analysis

The purpose of malware analysis is usually to provide the
information needed to respond to network intrusions. The
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typical goal of this analysis is to determine what happened,
obtain a list of the capabilities of the suspicious binary, or
understand how to detect it in a protected network. The
malware analysis being done by the following methods as
defined in [2]:

• Static analysis - Consists of examining the executable file
without viewing the actual instructions. This analysis is
quick and can provide information about functionality,
and produce file signatures.

• Dynamic analysis - This technique inspects the malware
while running and observing its behavior in order to re-
move the infection, produce effective signatures, or both.
This must be done in secure environment; otherwise, the
analyst risks damaging their own network.

• Sandboxing - A security mechanism for running untrusted
programs in a safe environment. Sandboxes often sim-
ulate network services to ensure that the binary being
analyzed will run normally. After the execution ends, the
sandbox usually provides a report about the behavior of
the analyzed sample.

C. Malware Detection and Classification Techniques

The tools used for malware classification during this re-
search is called YARA [3]. It is pattern matching tool, which
is able to work with both textual and binary patterns. Each
rule consists of set of strings and a boolean expression which
determine its logic. The behavioral classification rules made
during this research uses the cuckoo module to parse the output
of the Cuckoo sandbox, where the malware is analyzed.

D. Malware Self-defense Mechanisms

Regardless of the application being developed, if end users
are external to the developing organization and the software is
not open source, it is advisable to incorporate anti-reversing
measures into the program [4]. The malware usually imple-
ments several anti-reverse engineering techniques to make the
analysis as hard as possible. As defined in [2], the basic
approaches of anti-reversing are the following:

• Anti-static analysis techniques - They aim to minimize
the amount of information that can be obtained from static
analysis. A common way of achieving this is by applying
obfuscation, which generally modifies the program’s lay-
out, logic, data, and organization in a way that maintains
its functionality while making it less readable.

• Anti-debugging techniques - The purpose of these tech-
niques is to discover if the malware is being debugged
or not. There are several methods for accomplishing
this purpose. The most common methods are: using
the Windows Application Programming Interface (API),
or manual anti-debugging checks being done via direct
Process Environment Block (PEB) access, and code scan-
ning.

• Anti-disassembly techniques - This set of techniques
causes disassembling tools to produce incorrect results.
These techniques are created by the malware authors
manually. This is usually achieved by inserting special

jump instructions which will confuse the disassembler,
which will decompile unused code.

By armouring the code with anti-reverse engineering tech-
niques, the level of skill and time required to analyze the
malware increases. In this research, anti-reverse engineering
methods had to be overcome in order to produce obtained
results.

III. PWS MALWARE ANALYSIS AND PROTECTION
MECHANISMS DESIGN

In this section, we analyze 11 recently discovered malware
families and create appropriate detection rules for them. Seven-
Stealer, NeedleDropper, and AtlantidaStealer are new strains
of malware that we discovered during this research and are
described in more detail. Other malware families were also
analyzed to create detection rules. We refer to [5] for more
detailed analysis of described malware strains.

A. SevenStealer

We discovered SevenStealer on October 25th, 2022 while
observing a set of malware samples that had only a
general classification. This malware is written in GO
and contains readable paths to GO packages that are
used inside the program, which often contain the text
”C /Users/777/Desktop/stealer v6/stealer”. The name ”Seven-
Stealer” is derived from the reference to Winows user 777,
who compiled the source code.

The malware steals data from several sources from in-
fected computer such as browsers, web extensions, and crypto
wallets. After reading the data from the targeted software,
SevenStealer creates a zip file in memory using archive/zip
GO package. Afterwards, the whole archive is encoded by
the base64 algorithm and transferred over the network as a
part of Hypertext Transfer Protocol (HTTP). POST request
back to the attacker. The request is form-urlencoded, the zip
archive is sent under B64 key, and current username is sent
as the ”Userid” HTTP header. Code transferring the file to the
attacker is inside a pkg.SendLog namespace. Even the network
communication is captured and the HTTP request transferring
the data is recorded, it is not possible to directly extract the
content of the zip file since the archive itself has an invalid
format. The only way to read the contents of the file is by using
the same library used by the malware to create the archive.

SevenStealer can be detected by multiple unique static
sequences, which occur inside the Portable Executable (PE),
such as, namespaces, array of ids of browser extensions,
or sequences used during the communication. Also, as the
malware uses only one Command and Control (C2) server,
the malware is also detectable by the Internet Protocol (IP)
address used during the communication.

B. NeedleDropper

We discovered NeedleDropped during an analysis of the
FormBook sample. It was found that the FormBook sample
had been dropped on the disk by another currently unknown
malware. NeedleDropper is a self-extracting archive which
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contains tens of files. Most of the files are just random
junk data pretending to be something useful. Searching for
important information used by the malware is similar to
searching needle in a haystack, and this is where the name
NeedleDropper came from.

NeedleDropper is a complex malware that uses several legit-
imate files during its execution, including a Visual Basic script,
a patched AutoIt interpreter, an AutoIt script, a configuration
file in ini format, and a payload. Once the archive is extracted,
it executes the Visual Basic script, which runs the AutoIt inter-
preter. The interpreter then reads the obfuscated AutoIt script
and carries out the malicious activities found within it. The first
action the AutoIt script takes is to read the configuration file,
which specifies the behavior of the malware. This file contains
several pieces of information, such as key file names used
by the malware, extraction path, crypt key, and information
about persistence. After reading the file, the malware reads the
file containing the final payload and decrypts its contents by
calling the CryptDecrypt Windows API function and using the
key obtained from the configuration file. Finally, the malware
starts RegSvc.exe in a suspended state and injects the decoded
payload into its process.

During the analysis, it was discovered that NeedleDropper
uses an -as-a-service business model and is used by threat
actors to hide their payload. This malware is difficult to
detect due to the large number of files contained within its
archive, and its legitimate files help it evade detection. Global
cybersecurity companies such as Avast [7] and IBM [8] have
published articles about NeedleDropper to raise awareness and
help protect against this threat.

The static detection rule created to detect NeedleDropper
targets static sequences observed inside the AutoIt script and
configuration file. Another way to detect this malware is by
creating a behavioral rule that combines its file system write
access and manipulation with RegSvc.exe.

C. AtlantidaStealer

AtlantidaStealer is the latest strain of malware that we dis-
covered. Although we initially thought it was a new malware
strain, during the analysis, we found similarities with Bur-
millaStealer, which is a MaaS information-stealing malware
distributed by Passion Team. As of March 2023, the Passion
Team is banned on the Russian forum where they advertised
the malware.

AtlantidaStealer steals a significant amount of data from
PCs, such as hardware information, information about in-
stalled programs, currently running tasks, browser data, Steam
accounts, information from FileZilla software, screenshots,
as well as documents from specific folders, such as the
user’s desktop, documents, and downloads. Installed pro-
grams are enumerated via a specific registry key. All the
collected information is stored inside a zip archive, which
is stored inside the RAM. To achieve faster execution time,
the malware distributes the work into several threads that run
asynchronously. The malware is obfuscated by an unknown
obfuscator and checks the system for suspicious processes,

loaded DLLs, filesystem locations, and system information
that could indicate any kind of analysis being done. If the
malware detects an analysis attempt, it pretends to crash
with a runtime error. AtlantidaStealer has only one command
and control (C2) server, which is used as a log storage. To
distinguish which logs belong to which user, the malware
contains a user ID value that is sent together with the zip
archive back to the C2 server.

During the analysis, we found artifacts and similarities that
indicated that AtlantidaStealer is not a new malware strain,
but rather a newer version of BurmillaStealer. The behavioral
detection rule focuses on a large number of anti-analysis tech-
niques, together with a registry key access. The static detection
rule aims for the SeviremAZ.exe static sequence, alongside
other sequences representing used functions or classes.

D. Stealerium
Stealerium is an open-source info-stealing malware avail-

able on GitHub [6]. It offers several stealing capabilities to its
users and can be fully customized by one of its components.
This malware can be detected by the LegalCopyright property
in the PE header, which refers to the malware’s repository.
Additionally, the malware can be classified by the crypt key
and salt used by both the Stub and Builder.

E. OriginLogger
OriginLogger is the latest version of AgentTesla, one of

the most notorious Malware as a Service (MaaS) information-
stealing threats. During our analysis, we discovered that the
stolen data, which is transferred as an HTML file, is not prop-
erly escaped, potentially leading to cross-site scripting (XSS)
attacks. The most effective way to detect OriginLogger is by
combining executed commands, registry key enumeration, and
file system read accesses into a single behavioral rule.

F. OutSteel
OutSteel is an info-stealing malware written in AutoIt. It

was discovered by the Computer Emergency Response Team
of Ukraine (CERT-UA) [9] during a cyber war in Ukraine.
To extract the AutoIt script from the binary, the Exe2Aut tool
can be used. The static detection rule created for this malware
strain focuses on static sequences visible inside the extracted
AutoIt script. The rule aims to detect sequences used for the
final bat creation and enumeration execution.

G. LdPinch
LdPinch is an information-stealing malware that primarily

focuses on stealing data from browsers and FTP clients. It is
predominantly active in Russia and the USA. The malware
typically increases its privilege by setting SeDebugPrivilege.
It is not usually packed, and thus it can be classified based on
static sequences associated with its activities.

H. Siggen
Siggen is a trojan malware with info-stealing capabilities.

It performs several layers of decryption before executing its
final payload. Therefore, it is more effective to classify the
malware based on its behavior.
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I. EternityStealer

EternityStealer is a malware written in C# stealing data from
well-known application. It can be detected via two C2 URLs
or unique configuration sequences.

J. PandaStealer

PandaStealer is a C++ malware that primarily focuses on
crypto wallets. During its execution, it decrypts the most
important strings. Therefore, the detection rule to classify
PandaStealer aims for a specific combination of used libraries,
classified by strings, and the hash of the import table.

K. GraphSteel

GraphSteel is a malware written in GO, which steals infor-
mation from a victim’s machine. It accepts the address of the
C2 server as an argument and communicates via open-source
packages developed by Google.

IV. EXPERIMENTAL RESULTS

In this section, we analyze effectiveness of created detection
rules. The rules were firstly deployed into testing phase where
they were tested against incoming samples without taking any
action. After a certain amount of testing, the rule improved
the detection of more than 435 millions of Avast’s AV clients.
The measurement lasted for approximately 4 months, from the
date the rule was created until March 2nd, 2023.

A. Characteristics of the Analyzed Malware

Based on our analyses, most malware samples targeted
credentials from FTP, mail, and browser clients. On the other
hand, the least observed functionality was instant message
(IM) client enumeration, together with keyboard sniffing.
Almost all malware samples implemented some kind of anti-
analysis technique, typically obfuscation, Virtual Machine
(VM) detection, and debugger detection.

B. Effectiveness of Created Detection Rules

Our detection and classification rules were deployed in
Avast’s production system. Firstly, each rule was deployed as
a test and was promoted into production after a certain level
of testing. Table I illustrates the number of unique hits per
malware family.

TABLE I
THE NUMBER OF UNIQUE HITS PER MALWARE FAMILY. (EFFECTIVE DATE:

2ND OF MARCH 2023)

Strain First Rule Deployment Date Number of Hits
SevenStealer 29-10-2022 102
Stealerium 15-09-2022 1 941
NeedleDropper 26-10-2022 2 225
BurmillaStealer 16-01-2023 16
OriginLogger 24-10-2022 9 382
OutSteel 03-10-2022 6
LdPinch 04-09-2022 2 204
Siggen 03-12-2022 1 466
Eternity Stealer 26-12-2022 858
PandaStealer 20-10-2022 316
GraphSteel 16-10-2022 6

C. Blocked Attacks

After certain amount of testing, detection rules were pro-
moted into the production to improve detection mechanism
of Avast’s AV clients all over the world. Only detection rules
focusing on OutSteel or GraphSteel were not promoted due to
low amount of incoming samples for this family. The amount
of blocked attacks per malware strain is depicted in Table II.

TABLE II
THE NUMBER OF BLOCKED ATTACKS TARGETING END USERS. (EFFECTIVE

DATE: 2ND OF MARCH 2023)

Strain First Rule Deployment Date Blocked Attacks
SevenStealer 14-11-2022 480
Stealerium 24-09-2022 4 903
NeedleDropper 29-10-2022 42 005
BurmillaStealer 01-02-2023 1 028
OriginLogger 28-10-2022 2 428 955
LdPinch 24-11-2022 3 612
Siggen 28-12-2022 2 308
EternityStealer 14-01-2023 3 209
PandaStealer 25-10-2022 682

V. CONCLUSION

In this work, we analyzed the functionality of 11 malware
families and created several YARA detection rules capable
of identifying them. The research presented in this paper
has contributed to a better understanding of modern malware
threats and their impact on global cyber security companies.
The detection rules have improved the detection capabilities
of over 435 million AV clients worldwide and have blocked
over 2 million attacks targeting these users.
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Abstract— This paper describes the design of a photovoltaic 

battery charger. The charger can track the sun and tilt the panel 

in azimuth and elevation. The device includes an Maximum Power 

Point Tracking (MPPT) regulator to maximise the energy from the 

photovoltaic panel. This photovoltaic charger is designed for Li-

ion batteries and is equipped with appropriate battery protection. 

The system is battery-powered and therefore energy self-

sufficient. Another purpose of the device is to measure accurate 

data for further processing. It will measure the energy 

consumption required for its operation and the energy produced 

by the photovoltaic panel. The device communicates wirelessly via 

Wi-Fi and sends the measured data to the Thingspeak server. 

Keywords—Photovoltaic panel, tracker, MPPT regulator, 

battery, charger, microcontroller, construction 

I. INTRODUCTION 

This thesis deals with the design of a photovoltaic battery 
charger with sun tracking. The photovoltaic (PV) panel is tilted 
in azimuth and elevation. This was done to optimise the 
performance of the monocrystalline photovoltaic panel. This 
type of panel has the highest theoretical efficiency, but only if 
direct sunlight falls on it. 

The charger is powered by a 18650 Lithium-ion (Li-ion) 
battery, so it doesn't need to be connected to the electrical power 
grid and is energy self-sufficient. It charges the same type of 
battery using the integrated circuit LT3652HV [1]. The charger 
is equipped with appropriate charging circuit and battery 
protection. The battery is charged by the Constant Current 
followed by Constant Voltage (CC-CV) method. The CC-CV 
method first charges the battery at a constant current, and when 
a certain voltage level is reached, it starts charging at a constant 
voltage.  

 The device includes an MPPT regulator to maximise the 
energy from the PV panel. The regulation method used here is 
Constant Voltage. The device is controlled by an ESP32 
microcontroller and sends the measured data via Wi-Fi [2]. The 
evaluation of the position of the sun is done using voltage 
dividers with photo resistors. The voltage levels on each divider 
are compared. After measuring the individual voltage levels, the 
position of the PV panel is changed in the right direction. The 
PV panel is moved by two Direct Current (DC) motors attached 
to the tracker structure.  

Solar tracking photovoltaic panels are rare on the market. 
Most of the time, they are large devices or small kits. 

The advantage of this proposed system over commercially 
available devices is that we can measure the output at many 
locations, so we know exactly what is happening with the 
device. Another big advantage of this system over other devices 
is the wireless data transmission, so we can remotely monitor all 
measured quantities. 

II. CHARGING CIRCUIT 

The LT3652HV integrated circuit from Analog devices was 
selected for the charging circuit. It is a circuit designed for solar 
applications with an integrated MPPT regulator [1]. It uses a 
constant-voltage method that compares the panel voltage with a 
voltage reference. The diagram of this MPPT and charging 
circuit is shown in Fig. 1. The voltage reference is set by a 
voltage divider. The voltage divider has been implemented by a 
potentiometer, due to the possibility of changing the voltage 
reference value.  

 

 

 

 

 

 

Fig. 1. Diagram of MPPT and charging circuit 

The charger uses the CC-CV charging method. This method 
first charges at a constant current and when a defined battery 
voltage level is reached, it starts charging at a constant voltage. 
CC-CV is used to charge lithium batteries. This charger is 
charging a Li-ion battery, so this charging method is suitable. 
The maximum charge current is limited to 2 A. The charge 
voltage for this circuit is set by a voltage divider. In this case the 
charge voltage is set to 4.2 V.  

Charging termination for this circuit can be done by time 
termination or C/10 termination. C/10 termination means that 
charging is terminated when the current value falls below 1/10 
of the programmed maximum. After this termination, the 
charger enters a standby mode, where it only supplies 85 µA of 
current and restarts charging when the battery drops by 2.5%. 
The Printed Circuit Board (PCB) was designed in Eagle and is 
shown in Fig. 2.[1] 
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Fig. 2. PCB board of MPPT and charging circuit 

III. TRACKER CONSTRUCTION 

The main requirement for the design was movement in 
azimuth and elevation. The structure was designed for a small 
6 W monocrystalline photovoltaic panel with dimensions of 
200 mm x 170 mm. A large gear ratio of 12:1 was chosen to 
achieve the required sensitivity and to avoid oscillation of the 
tracker. The tracker construction was designed in Fusion 360 
and can be seen in Fig. 3. The design is produced on a 3D printer 
using Polyethylene Terephthalate Glycol (PETG) material [3]. 
The PETG material was chosen for its strength, good printability 
and temperature resistance. For outdoor use, temperature 
resistance is important as the structure will be exposed to direct 
sunlight. 

 

Fig. 3. Design of tracker (left), prototype of the Sun tracker (right) 

The PV panel is at the top of the tracker. In the corners there 
are brackets for photoresistors that will sense the position of the 
sun. Shields are placed on the photoresistor holders to better 
evaluate the position of the sun. The motor holder is shown in 
Fig.4. The motor holder for the elevation movement is fixed to 
the structure. The bottom motor holder is bolted to the support 
board. 

Fig. 4. Top motor holder (left) and bottom motor holder (right) 

The printed tracker structure is bolted to the support 
construction. The support construction is shown in Fig.5.         
The support construction is made of stainless steel and includes 
two bearings for stability to prevent the structure from bowing. 
The support construction is bolted to the support board. All other 
components such as the microcontroller, MPPT, charging circuit 
and other modules are also mounted on the support board, but 
are hidden in a suitable box to protect them from external 
influences. 

Fig. 5. Support construction 

IV. CONCEPT OF PHOTOVOLTAIC BATTERY CHARGER WITH SUN 

TRACKING 

The requirement for the charger was to track the sun in          
2-axis. Two DC motors with gearboxes were chosen as the 
drive. Position sensing is performed by voltage dividers with 
photoresistors. The photoresistor changes its resistance 
depending on the number of incoming photons. The voltage 
levels are compared by the ESP32 microcontroller [2]. Based on 
this data, the microcontroller instructs the L298N module to 
move the motors [4]. The L298N module is an H-bridge that 
allows the DC motors to be controlled in both directions. There 
is a 5 V rectifier built into the L298N module, so the ESP32 
microcontroller is powered directly from it.  

The tracker is powered by a Li-ion battery with a nominal 
voltage of 3.6 V. Because we need to supply 8 V to the L298N 
module we need to use a DC-DC step-up converter. A voltage 
and current sensor INA3221 is connected to the battery to 
measure the power consumption [5]. This module is used to 
detect the power consumption of the tracker.  

The next part of the system is a monocrystalline 12 V PV 
panel. The voltage and current sensor INA3221 is connected to 
the output of this panel [5]. The purpose of this module is to 
detect the amount of energy produced by the PV panel. The 
energy produced by the PV panel is connected to the MPPT and 
charging circuit.  This charging circuit uses the CC-CV method 
to charge a Li-ion battery with a nominal voltage of 3.6 V. This 
charging circuit is described in detail in Chapter II. The output 
of the charging circuit is again measured by the INA3221 
module to determine the losses in the charging circuit [5].  

All components have been selected to be energy-efficient. 
To save energy, a real time clock has been added to this device. 
Based on this clock, individual power measurements and 
evaluation of the sun's position will be performed at intervals. 
When measurement is not in progress the microcontroller will 
be in sleep mode. The microcontroller will also be in sleep mode 
at night. The microcontroller will send the measured data to the 
Thingspeak server [6].  
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Fig. 6.  Block diagram of PV battery charger with sun tracking 

A. Photovoltaic Panel 

There are many factors to consider when choosing a 
photovoltaic panel. We must consider the individual 
requirements of the application. We need a PV panel that is 
compact in size and low weight so as not to overload the 
structure. As the tracker will track the sun in both azimuth and 
elevation, a monocrystalline PV panel seems to be the best 
choice. This type of panel has the highest theoretical efficiency 
when exposed to direct sunlight. For this reason, a 
monocrystalline panel from Eclipsera was chosen, which weighs 
only 120 g and has dimensions of 170 mm x 200 mm [7]. This 
panel has a nominal output voltage of 12 V and a maximum 
current   of 0.5 A.  

B. Battery 

This photovoltaic battery charger with sun tracking contains 
two identical batteries. One battery powers a circuit with a 
microcontroller to track the sun and measure the data. The 
second battery will be charged. The batteries used are Panasonic 
18650 Li-ion batteries. These batteries have a nominal voltage 
of 3.6 V. They were chosen for their universality. A charging 
circuit has been designed for these batteries and is described in 
detail in Chapter II. [8] 

C. Microcontroller 

The microcontroller in this device evaluates the position of 
the sun, controls DC motors, measures electrical values and 
sends the measured data wirelessly to the Thingspeak server. For 
this reason, the ESP32 microcontroller was chosen because it 
includes Bluetooth and Wi-Fi [2]. Voltage dividers with 
photoresistors and other modules are connected to the 
microcontroller. The block diagram of this can be seen in Fig.6. 
In this block diagram we can see what is connected to the 
microcontroller. 

D. Electric Motor and Control Modul 

The tracker can be driven by DC motors, stepper motors or 
servo motors. Finally, 6 V DC motors 25GA-370 with gearbox 
and rotation speed 26 Revolutions Per Minute (RPM) were 

chosen [9]. The low speed is chosen here because of the 
movement is always only a small step. Combined with the 12:1 
gear ratio on the structure, the desired speed should be achieved 
and the movement should not be too fast, so better sensitivity is 
achieved and the structure should not oscillate. Because the sun 
will only change its position a little bit in a whole day. DC 
motors were chosen for their simplicity and price. The control 
of these motors is implemented by the L298N module, which is 
basically an H-bridge with an integrated 5 V rectifier, so it can 
be used as a power supply for the microcontroller [4]. We supply 
a voltage of 8 V to the L298N module because there is a voltage 
loss of 2 V on the module itself. This ensures that the motors are 
supplied with 6 V and the microcontroller with 5 V.  

E. Sun Tracking 

The position sensing of this device is realised by voltage 
dividers using a photoresistor. The photoresistors used are 
Token PGM1205-MP with a resistance of 140-300 kΩ at 10 LX 
light [10]. The photoresistor with the highest resistance was 
deliberately chosen because most photoresistors are designed for 
measurements in lower light conditions. In direct sunlight the 
irradiance is higher. The divider is supplied with a 3.3 V DC 
voltage and the microcontroller compares the voltage levels of 
the individual photoresistors. If the voltage levels are equal, the 
PV panel is tilted at right angles to the sun. If the voltages on the 
photoresistors are different, then the panel must be tilted in the 
appropriate direction.  

 

 

 

 

 

 

 

Fig. 7. Circuit diagram of voltage divider with photoresistors 

The microcontroller always averages two neighbouring 
photoresistors to eliminate inaccuracies. The top, bottom, left 
and right are averaged together. Which photoresistors are 
averaged is shown in Fig.8. Based on this data the 
microcontroller will instruct the motor to move.  

 

 

 

 

 

Fig. 8. Averaging of photoresistor 

F. Other Modules Used 

• Voltage and current sensor INA321: 
This is a three-channel voltage sensor that communicates 
with the microcontroller via I2C. This module measures 
voltages from 0 V to 26 V and the maximum current it 
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can measure is up to 1.1 A. The limitation of this current 
can be modified by changing the resistance of the shunt 
to obtain a higher sensitivity or, in the opposite case, to 
measure a larger current range. This module is used in 
the proposed device to measure the power supplied by 
the PV panel, the power to the battery to detect the losses 
on the charging circuit and the power required to operate 
the tracker. [5] 

• Real time clock (RTC) DS1307: 
This is a module that provides real-time information to 
the microcontroller. It communicates over the I2C and 
has a backup power supply, which is good, for example, 
when the battery that powers the microcontroller and 
other devices runs out. The time information remains 
correct after the battery is replaced by the power supply 
system of the tracker and the device can continue to 
operate without further setup. The time information is 
used by the proposed device to wake up and put to sleep 
the microcontroller to save power. [11] 

• DC/DC step-up converter SX1308: 
This is an adjustable step-up converter, which means that 
it changes the DC voltage from a smaller value to a DC 
output voltage of a larger value. The input voltage of this 
module is 2 V to 24 V and the output voltage is 2 V to 
28 V. The maximum output current of this circuit is 2 A 
and the efficiency is 95%. This module is used to boost 
the 3.6 V voltage from the Li-Ion battery to 8 V for the 
L298N circuit. [12] 

G. Communications 

Communication with other devices is wireless. A mobile 
phone or a laptop can be used for wireless communication with 
the microcontroller. The ESP32 microcontroller is connected to 
a wireless network [2]. The microcontroller sends the measured 
data to the Thingspeak server, where we can access it. We can 
also connect to the device via Bluetooth, for example with a 
mobile phone, to access the measured data. The microcontroller 
communicates with the INA3221 measurement modules via 
I2C [5]. For the wireless connection, the ESP32 microcontroller 
was chosen because it includes Wi-Fi and Bluetooth.  

V. CONCLUSION 

The goal of this work was to design a system that would 
charge a battery using a PV panel. This system would actively 
track the sun and rotate the panel in azimuth and elevation to 
maximise the efficiency of energy conversion from the sun. The 
option of using either a monocrystalline or polycrystalline panel 
was offered, with the monocrystalline panel ultimately being 
chosen due to its higher efficiency, as the panel is still oriented 
perpendicular to the sun and shows more of the difference 
between a static design and an active tracking design. A Li-Ion 
18650 battery was chosen for its universality, capacity and other 
characteristics, such as the absence of memory effect, which 
means that we can recharge it at any time, regardless of its 
previous charge or discharge level. There are two of these 
batteries used in the device, one as a power supply for the 
microcontroller and other components used, due to energy self-

sufficiency so that no external power source needs to be 
connected and the other battery is charged from the PV panel. 
For these batteries, a charging circuit was designed that uses the 
CC-CV charging method, which means that it charges first with 
constant current and then with constant voltage. The LT3652HV 
integrated circuit was chosen for this charging circuit, which can 
also perform MPPT control using the constant voltage method. 
Low self-power has been emphasised in the design. An ESP32 
microcontroller was chosen for the control, which will evaluate 
the position of the sun using photo resistors. It also instructs the 
DC motors to move in the correct direction to keep the panel 
perpendicular, and measures and sends the measured data to the 
Thingspeak server. Another purpose of the device is to measure 
accurate data for further processing. The purpose of the device 
is to determine if it is worthwhile to do sun tracking with a small 
6W panel. The goal is to see if the device produces more energy 
than it needs to operate. Measurements are being taken at 
multiple locations to see if such a system makes sense for a small 
panel or if it is only worthwhile for larger PV panels. 

Link to the video with Photovoltaic Battery Charger with Sun 

Tracking: https://youtu.be/6b5pFmNWNhs 
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Abstract—This paper presents a design and development of
a modular honeypot for information and operation technology
(OT) that can be easily expandable and scalable. The honeypots
send captured data to a web server. The honeypots can capture
and archive all communication or specific data. The measured
data are processed and shown to the user via a user-friendly
website.
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I. INTRODUCTION

This article focuses on designing modular honeypots for In-
formation Technology (IT) and Operational Technology (OT)
environments, which can enhance cybersecurity in critical
infrastructure.

Several OT protocols lack the security to encrypt or au-
thenticate communications. Consequently, they are exposed to
various cyberattacks, such as virus infections and denial of
service attempts [1]. In addition, many OT systems use out-
dated hardware that is challenging to secure and does not have
the newest security features. Critical infrastructure systems
which are susceptible to cyberattacks could lead to hinder or
even endanger public safety. Some OT protocols started slowly
implementing Transport Layer Security (TLS) for security
propose. It is worth noting that the implementations of Modbus
TCP with TLS for security were suggested in 2018 [2].

Honeypots can be used to detect new and emerging attack
techniques that may not be detectable by traditional secu-
rity measures. They can also provide insights into attacker
behaviour and help organizations improve incident response
processes [3]. Furthermore, honeypots can divert attacks from
critical systems, providing additional protection. Using hon-
eypots, organisations can identify vulnerabilities in their OT
systems and take proactive measures to prevent cyber attacks
that could significantly impact public safety and national
security.

The honeypots are designed to simulate legitimate systems
and services, comprising modules of network services such
as web applications, Industrial Control Systems (ICS), and
Supervisory Control And Data Acquisition (SCADA) systems.
Creating an effective modular honeypot requires a comprehen-
sive understanding of the simulated environment and regular
monitoring of the honeypot’s activity. Furthermore, honeypots
should be isolated from production environments to prevent
attackers from accessing real systems.

II. STATE OF THE ART

In the article [4], the authors presented a modular honeypot
system that uses containers to simulate protocols as high-
interaction modules, enabling attackers to interact with the
system. The system features a flexible software architecture
that integrates new protocol modules. It comprises a core mod-
ule for configuration and management, a packet capture and
noise filter module, low-interaction modules, high-interaction
modules, and an attack database.

Likewise, the article [5] outlines a proposed honeynet server
architecture that utilises virtual machines and load balancing to
monitor and intercept attacks on honeypots. The data is stored
on a shared storage device. The honeynet uses software agents
to manage and monitor traffic on the RTC monitoring cluster
server and then forwards the communication to honeynet
servers.

The [6] article describes a system architecture that uses
containers to deploy a honeynet in a monitored network and
collect data from it. The system comprises three modules:
Honeynet Deployment, Intrusion Detection, and System Man-
agement. The Honeynet Deployment module uses Conpot to
configure several honeypots to form a honeynet, and the Intru-
sion Detection module includes data collection. The System
Management module enables users to manage honeypot infor-
mation and intrusion detection parameters through a graphical
user interface.

This article draws inspiration from previous designs by
using containers for easy modularity, a load balancer for
distributing the workload across servers, and shared storage
for data storage. The primary focus of this article is to capture
communication in the absence of preexisting honeypot services
on physical or virtual networks.

III. DESIGN

Numerous factors must be considered to ensure a honeypot
system’s efficacy. For the honeypots to work at their best,
they must first be easy to install on any system and use few
resources. Virtual Machines and Linux containers are only a
few possibilities available to do this. But, Linux containers
were chosen due to their simple installation on any system,
scalability, and low resource needs.

Unlike Virtual Machines, Linux containers use fewer re-
sources since they don’t need a whole operating system. They
are more effective and less resource-intensive since they share
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a kernel with the host operating system. Linux containers
are the best choice for creating a modular honeypot system
that is simple to build and resource-effective because of this
capability [7].

The accessibility of honeypot services, which would mimic
some services, is another crucial factor that needs to be
considered when creating a honeypot system. The honeypot
system may not operate well for some network services if no
honeypots can mimic their communication. In these situations,
physical or virtual services might be used as honeypots to lure
attackers.

A. Honeypot system with preexisting honeypot service

The design is made of multiple parts, as shown in Figure 1.
The main honeypot application comprises the Container im-
age and the Data server. The Container image contains the
Honeypot service to mimic a networking service that will
communicate with the attacker.

The Base container image utilises the tcpdump to monitor
all incoming or outgoing communication to the container
and stores it in a pcap file. When the pcap file reaches the
maximum size or the specified timeout expires, the captured
communication is sent to the data server. After sending the
data, the honeypot removes it and resumes listening for new
communication. These parameters are intended to prevent
long-term storage and ensure prompt transmission to the data
server.

The vast amount of stored packets can overwhelm the
security analyst. To address this, the Honeypot service can
be configured to send specific data to the data server, such as
attempted login usernames and passwords in SSH honeypots.
Communication tools in the Base container image guarantee
secure and encrypted data transmission to the data server.

The Data server is also scalable and made up of several
components. The User Interface (UI) allows analysts to down-
load and analyse captured pcap files in analyse tools, e.g.
Wireshark, or obtain specific data from the honeypot service in
JSON (JavaScript Object Notation) format. Additionally, the
Data server includes the Application Programming Interface
(API) with two endpoints for specific data and pcap files in
binary format. All data is stored in a container and linked to
the database or saved directly in the database, which can be
located on a remote server. Lastly, the back-end component
handles server logic and connects all the other parts.

B. Honeypot system without preexisting honeypot service

This section will discuss the application structure, which
includes a container image and a data server, similar to the
previous section. However, a container image is different be-
cause it does not contain a honeypot service. Instead, external
physical or virtual devices communicate with attackers.

This situation is common with the OT protocols because
they do not have many existing honeypots to mimic the
communication compared to the Information Technology pro-
tocols. For this reason, the honeypot needs to monitor the

Database

UI API

BackendAnalyst

Attacker

Container image

Honeypot service

Base container image

tcpdump + communication 
tools

Fig. 1. Honeypot system with preexisting honeypot service design

whole communication to gather all the necessary data from
the attack.

To achieve this, a network tap or switch with a Switched
Port ANalyzer (SPAN) port is placed between the service and
the attacker. The sole purpose of this tap or switch SPAN port
is to duplicate the communication between the service and the
attacker onto another port, as shown in Figure 2. By adding
this interface to the container, the container can monitor and
record all communication between the attacker and the service
and send it to the data server.

In virtual networks, the network tap or switch with a SPAN
port can also be added by creating a virtual switch, monitoring
specific ports, and forwarding the communication to another
port that can be attached to the virtual machine.

This approach allows security analysts to capture and ana-
lyze attackers’ interactions with the service. Unlike honeypot
service, this approach uses real services while capturing at-
tacker behaviour.

It is important to note that the data server is the same as
in the previous section. It has a user interface for analyzing
the collected data and an API with endpoints for accessing
specific data and pcap files. Data can be stored either in
containers, linked to the database, or in the database itself,
with the backend connecting all parts of the data server and
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managing the server logic.

Database

UI API

BackendAnalyst

Container image

Base container image

tcpdump + communication 
tools

Data server

Attacker

ServiceNetwork tap/
SP AN port

Fig. 2. Honeypot system without preexisting honeypot service design

C. Scalability

Containers are one of the most popular solutions for making
applications easily installable and scalable [8]. A common
practice to scale containerised applications is to have a load
balancer that disperses the load between different workloads
and scale-out the system by deploying more containers.

Load balancing ensures incoming requests are split evenly
among several servers to maximise system performance. Di-
verting traffic to healthy servers in the event of a failure also
helps prevent server overload and guarantees high availability.

A remote database can be added to store captured commu-
nication and data to increase the system’s scalability further.
As a result, each container is no longer required to maintain
its database, simplifying system scaling. All data servers may
direct data to the precise location with a single database,
simplifying management and maintenance.

Servers

HAProxy

Database

Honeypots

Fig. 3. Scalable design of honeypot system

IV. IMPLEMENTATION

Two container images were created to implement the pro-
posed model: one for the honeypot and the other for data
collection. The honeypot container was designed to simulate
vulnerable systems and attract potential attackers. Meanwhile,
the data collection container is responsible for collecting data
on the attacks detected by the honeypot. This information is
then sent to the data server container for storage and analysis.

A. Data server

The data server container was implemented using the
Django Framework, well-known in the open-source com-
munity for its reliability and ease of use. One of the key
advantages of using Django is that it comes with an easy-to-
use model database running by default with SQLite. However,
with small configuration changes, the database can be changed
to any remote database running on a remote server to support
the scalable design described in the previous section. The
API for accessing the data collected by the data server is
made using the Django Rest Framework, which simplifies the
creation of RESTful APIs and provides a range of tools and
features to enhance the functionality and security of the API.
The Bootstrap Framework was used to create the UI for the
data server to ensure that the user interface is responsive and
user-friendly.
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B. Container image

The container image used for the honeypot container is
based on a base container image, which contains all the
necessary tools for communication with the data server and
monitoring the communication on the container image. The
base container tools are written in bash to be as modular
as possible and require only tcpdump and curl binaries. This
design decision ensured the base container image could run on
the most common Linux distributions, such as Fedora, Ubuntu,
Debian, etc.

C. Security

The Data server creates a unique token for each honeypot to
guarantee the security and integrity of the data collected from
the honeypots. This token is used to authenticate and authorize
communication between the data server and the honeypot.
Incoming requests without a valid token will be denied by the
data server, providing a message with the error. The honeypots
can only add data to data servers. Even if an attacker succeeds
in obtaining the token, they are not permitted to change or
modify any already-existing data, but they are permitted to
add new information. Although an attacker could still flood
the data server with false information, the server will still hold
information about how the attacker got on the honeypot.

HAProxy was added to control traffic flow between the
honeypots and the data server to enhance the system’s security.
HAProxy allows for setting anti-DDoS attack parameters, such
as limiting the number of requests per second or closing
connections for attacks like slowloris [9]. HAProxy restricts
the honeypots from communicating with any API endpoints
other than those specified, adding a layer of security to the
system.

HAProxy offers load-balancing and security features, en-
abling multiple servers to connect to the HAProxy. By doing
this, the load is distributed evenly among the servers and
the system is guaranteed to handle an increase in traffic
volume [10]. The use of HAProxy enhances the system’s scala-
bility and reliability while also adding more security measures.
The proposed model can offer a secure and reliable platform
for gathering and analyzing attack data by considering these
security considerations.

D. Virtual switch with SPAN port

To replicate the communication between an attacker and a
virtual machine, it is necessary to have a virtual switch that
can control the communication.

The Open Virtual Switch (OVS) was selected because
of its compatibility with the most widely used enterprise
virtualization platforms, including VMware vSphere and RHV.
The OVS can create a virtual switch that can create numerous
virtual interfaces, which can be added to Virtual Machines.
These virtual interfaces can be mirrored to another virtual
interface that can be added to another Virtual Machine or to a
container networking namespace for monitoring the commu-
nication [11].

V. CONCLUSION

This article presented a design of a modular honeypot
system. The system can simulate various networking protocols
and includes monitoring capabilities for virtual and physi-
cal communication between services. The systems containers
implementation makes it easy to use, modular and scalable
design.

The future step of this design and implementation is to
deploy the system onto a server to capture and analyse com-
munication for potential security attacks. Using this honeypot
system, organizations can understand the attacks against their
networks and take proactive actions to prevent future breaches.
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Abstract—This paper focuses on design and comparison of 

optimization methods for the output stage circuit of MOSFET gate 

driver. Optimization methods aim to reduce voltage swing induced 

on parasitic series inductance of package terminals. In order to 

determine the effectiveness of proposed optimization methods, 
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I. INTRODUCTION 

Since the manufacturing of the first MOSFET in the early 
1950s, this type of transistor has been implemented in almost all 
modern electronic devices. One of its main advantages is the 
ability to switch between two signal states without the need of 
continuous current supply, which is reflected in lower power 
consumption. As a result, the MOSFET has replaced formerly 
used bipolar transistors in many applications and is commonly 
used for high-frequency switching applications [1]. However, it 
is still necessary to supply MOSFET with sufficient current in 
order to charge its gate capacity. To achieve high-frequency 
switching, MOSFET gate drivers are implemented to supply the 
required current in nanoseconds [2]. Considering the real 
properties of the device, this may cause some issues due to the 
parasitic inductance of output terminals of the device package. 
High di/dt produced on output of MOSFET gate driver induces 
undesired voltage swing v(t) given by equation (1): 

 v(t) L
di(t)

dt
 

Induced voltage v(t) can cause false signals, interference or 
even breakdown of unprotected devices. This adds the limitation 
to maximum frequency of the application [3].  

Since v(t) depends on di/dt, the solution to the problem may 
be implementation of soft-switching methods to reduce di/dt at 
the output of MOSFET gate driver while maintaining 
comparable switching frequency. 

II. OPTIMIZED MOSFET GATE DRIVER

The MOSFET gate driver can be described as a power 
amplifier that receives low power signal input from a digital 
circuit and produces appropriate high current gate drive for 
switched power device (power MOSFET, IGBT, GaN 
transistors, etc.). This significantly reduces the time required to 
charge the gate capacitance of the power transistors and high 
frequency switching may be achieved, as mentioned before.  

The driver, on which optimization methods were designed 
and tested, is one of Onsemi company design. Its output stage 
uses totem-pole structure, as depicted on block structure in 
Fig. 1. The switching time of the output PMOS and NMOS 
transistors and the enable state from the EN signal are controlled 
by digital circuit and are based on input signals. The digital 
circuit also implements dead time between the switching of 
output PMOS and NMOS transistors, which is crucial to avoid 
unnecessary power losses through cross currents. In order to 
isolate the digital control circuit from output power stage, it is 
powered by an external supply voltage VCC_dig. The digital signal 
then has to be converted to the appropriate voltage levels to 
switch the output PMOS and NMOS transistors. This is 
achieved by using level-shifter, which transfer the digital signal 
on VCC – FGND level for PMOS and VCCL - GND level for 
NMOS. The voltage level FGND is derived from VCC using 
a voltage regulator.  

Used totem-pole structure also inverts the input signal and 
thus an invertor must be used to make it non-inverting structure. 
The output transistors also possess non-negligible gate capacity 
and have to be driven by set of pre-drivers. This problem is 

Fig. 1. Original driver block diagram 
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solved by using inverting pre-drivers designed as cascade of 
invertors with increasing current capability.  

III. SIMULATION CIRCUIT

The critical parameters of the original gate driver and later 
designed optimization methods were simulated and measured on 
a simulation circuit depicted in Fig. 2.. The simulations took 
place in Cadence Virtuoso environment by Spectre simulator. 
The gate driver with structure ,as described in Fig. 1., is supplied 
by PWL sources V1-4. These voltage sources are connected to 
assumed parasitic series inductance of package terminals as they 
are expected to draw significant current and may influence the 
output parameters of the simulated gate driver. Parasitic 
inductance is also connected to the GND terminal, as majority 
of current from supply sources flows to it. The value of parasitic 
series inductance was chosen to be 3 nH as the maximal 
expected terminal inductance.  

The input square wave signal IN is generated by the PWM 
source V5. The IN input is supposed to be low power digital 
signal, so parasitic inductance is ignored, as well as for the PWL 
sources V2 and V6, which are also expected to be low power 
digital supply and enable signal. The series inductance is also 
neglected at the VSS terminal as it is grounding potential for V2 
and V6 sources. The series inductance is also connected to the 
output of the MOSFET gate driver. The capacitance CISS 
represents the gate capacity of switched power MOSFET 
connected to the output of the MOSFET gate driver. 

Parameters were measured from transient analysis in the 

range of 30 μs. The PWL sources were used to simulate the 

starting conditions of the gate driver circuit. Transient 

waveforms of used voltage sources and IN vs OUT signals for 

original driver circuit are shown in Fig. 3: 

IV. ORIGINAL OUTPUT STAGE

The output stage of MOSFET gate driver will be described 
in this paper as its PMOS and NMOS output transistors along 
with their respective pre-drivers. Original output stage circuit of 
MOSFET gate driver is shown in Fig. 4.. Pre-drivers for output 
transistors are realized as cascade of two inverters with 
increasing current capability. The first inverter is roughly 1/4 the 
size of the second inverter. This sizing ensures that the first 
inverter has its gate capacitance low enough to be driven by the 
signal from level-shifter while producing enough current to 
drive the gate capacitance of second inverter. The second 
inverter then directly controls the switching of output transistor 
and produces current necessary to charge its gate capacitance. 

The parameters measured during the simulation were its 
output di/dtrise, propagation delay Drise and rise time Trise. These 
parameters were measured during the rising and falling edge of 
the driver output signal VOUT. The main purpose of optimization 
is to reduce the voltage swing v(t) while maintaining the speed 
of driver and the measured parameters provide the best 
information about these attributes. 

V. METHOD: DECREASING PRE-DRIVER SIZE

The first method of optimizing the output stage of  the 
original driver is to decrease the size of pre-drivers. This method 
does not change the wiring of the original circuit or the size of 
the output transistors. The only change compared to the original 
circuit is proportional reduction in the size of transistors in two 
pre-driver invertors. Decreased size of pre-driver transistors 
results also in decrease of the driving current for output 
transistors. Therefore, their gate capacitance takes longer to 
charge/discharge and turning ON/OFF process of output 
transistors is slower. Thank to that, the driving current IDRV at the 
output of MOSFET gate driver reaches its maximum value later 
than in its original driver version. This increases the propagation 
delay, but also leads to reduction in the value of di/dt and 
therefore to reduction of voltage swing v(t) on its power 
terminals VCC, GND and output terminal VOUT. This is shown in 
Fig. 5, where transient waveforms of optimized driver circuit are 
compared to the simulation results of the original drive circuit. 
To compare the efficiency of each method, the optimization was 
designed to increase the propagation delay of circuit by only 1 ns 
compared to the original MOSFET gate driver circuit. 

As can be seen in Fig. 5., the voltage swing v(t) at terminals 
VCC and GND is significantly reduced, compared to the original 
circuit waveforms, while the propagation delay increases only 
by 1 ns and the maximum value of output current IDRV remains 
unchanged. The complete results and measurements are 
documented in TABLE I. 

Fig. 2. Simulation circuit schematic 

Fig. 3. Transient waveforms of VCC, VCCL, VCC_dig, FGND_ref, IN, EN 

and output voltage VOUT 

Fig. 4.   Original output stage of MOSFET gate driver 
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VI. METHOD: GRADUAL SWITCHING BY DELAY RESISTORS

(GSDR) 

The GSDR method divides output PMOS and NMOS 

transistors into 4 smaller segments of the total size of original 

transistors. The individual segments are then gradually 

switched by its pre-driver. The size of respective segments is 

also gradually scaled to 1/20, 4/20, 6/20 and 9/20 of the original 

transistor size. The delay between the switching of each 

segment is added by connecting a resistor to the gate of each 

segment. This is shown in Fig. 6.. The Resistor forms an RC 

filter with the gate capacitance of the transistor segment and the 

delay is given by its time constant. The resistor values are 

determined by simulation. 

The application of GSDR method results in gradual 

switching of individual segments of the output transistor 

starting with the smallest segment as the first and the largest 

one as the last. The resulting currents IDRV on the output 

segments are plotted in Fig. 7.. By gradual switching of the 

output segments a gradual ramp-up of IDRV is achieved.  

The spacing between onset of current on each segment was 

set by the value of added resistor to achieve maximum 

reduction, while increasing the propagation delay again by only 

by 1 ns over the original driver circuit.  

The advantage of GSDR method is that the smallest 

segment, which is switched first in the row, has low gate 

capacitance, but it is driven by the same current as the original 

output transistor. As the result, the first segment turns ON faster 

than the original transistor and the IDRV starts to rise earlier. 

Gained time may be used for wider current spacing. Achieved 

reduction of the voltage swing v(t) can be seen in Fig. 8.: 

From Fig. 8., it is clear that the GSDR method achieved 

even greater reduction of the voltage swing v(t) on VSS and GND 

terminals, than the previous method, while maintaining the 

same current capability and propagation delay. The complete 

results for the rising and falling edges are shown in TABLE I. 

VII. METHOD: GRADUAL SWITCHING BY ASYMMETRIC

INVERTORS (GSAI) 

Similar to the GSDR method, the GSAI method uses 

gradual switching of individual segments of the output 

transistor. However, the delay between switching of the 

segments is added by separate invertor for each of the segments. 

This is depicted in Fig. 9. The delay between switching of the 

output segments is controlled by size of its driving inverter. 

Decrease in its size results in a decrease of the drive current for 

its segment and the switch time of the output segment increases. 

Fig. 6.  Driver output stage schematic with GSDR method  

Fig. 7.  Transient waveforms of IDRV at output PMOS and NMOS 

segments using GSDR optimization method 

Fig. 8.  Transient waveforms of driver circuit optimized by GSDR method 

compared to the original circuit (blue color) for rising edge of VOUT 

Fig. 5.  Transient waveforms of optimized driver circuit compared to the 

original circuit (blue color) for rising edge of VOUT 
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The GSAI method thus has the same advantages as the GSDR, 

but the delay is set much easier.  

The resulting currents on segments of the output transistors 

are shown in Fig. 10., where the spacing between onset of 

current is more precise than in the GSDR method. 

As with the GSDR method, this type of switching starts 

onset of IDRV current earlier than the original driver output stage 

and the gained time may be utilized for di/dt reduction. The 

GSAI method is compared with the original driver waveforms 

in Fig. 11.. According to these simulation results, the GSAI 

method has achieved the best voltage swing v(t) reduction, 

while maintaining 1 ns additional propagation delay and 

maximal IDRV value. Complete measurement results are 

documented in TABLE I. 

TABLE I. SIMULATED PARAMETERS OF ORIGINAL CIRCUIT AND 

OPTIMIZATION METHODS 

Drise [ns] Dfall [ns] Trise [ns] Tfall [ns] di/dtrise [A/ns] di/dtfall [A/ns] 

Original driver parameters 

13,97 7,19 44,59 18,51 0,278 0,709 

Method: Decreasing pre-driver size 

15,07 8,21 45,58 19,29 0,097 0,230 

Method: Gradual switching by delay resistors (GSDR) 

15,26 8,27 45,44 19,35 0,104 0,333 

Method: Gradual switching by asymmetric invertors (GSAI) 

15,15 8,20 45,68 19,60 0,106 0,261 

VIII. CONCLUSION

In this paper, the means to reduce the voltage swing v(t) 

induced on the parasitic inductances of MOSFET gate driver 

terminals were presented. This was achieved by reducing di/dt 

at the output of MOSFET gate driver. Three methods have been 

presented. The first method is the simplest to implement, as it 

does not change the wiring of the original driver output stage. 

However, this method does not perform as good as other two 

methods. The GSDR and GSAI methods share the same 

advantages, but the GSAI method has achieved better 

performance through more precise spacing between onsets of 

current on the output transistor segments. All proposed 

optimizing methods have reduced di/dt on the output terminal 

of MOSFET gate driver almost three times at the cost of only 

1 ns of additional propagation delay. These methods have been 

simulated on a real commercially used circuit of Onsemi 

company. Furthermore, in the final version of the diploma 

thesis, the proposed circuits will be manufactured and 

connected to SOIC-16 packages. Manufactured circuit will be 

tested in real conditions and real parameters of used methods 

will be determined. 
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Abstract—This paper focuses on the synthesis of various types 

of inversely vulcanized sulfur samples, the description of their 

properties, and their structural analysis with X-ray diffraction 

and Raman spectroscopy. Then, the process of manufacturing 

electrodes with inverse vulcanized sulfur is described. 

The electrochemical properties are then tested by galvanostatic 

cycling with a potential limitation in lithium-sulfur battery. 
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I. INTRODUCTION 

Lithium ion (Li-ion) batteries are currently the most popular 
type of batteries for portable devices or electromobility. 
However, requirements for these applications are increasing, 
and Li-ion batteries cannot provide necessary properties such 
as capacity or a low cost of the used materials [1].  

Due to this, research is being done on alternative battery 
storage systems that are intended to replace Li-ion batteries 
at least partially in various applications. These new types 
of batteries are generally called “post lithium-ion batteries”, and 
they also include lithium sulfur (Li-S) and room temperature 
sodium sulfur (RT Na-S) batteries. These batteries are using 
cheap and nontoxic sulfur as electroactive material, which also 
results in high on paper energy density, which goes up to 
2600 Wh/kg for Li-S [2] and 1230 Wh/kg for RT Na-S [3]. 
These values exceed the theoretical capacity of the Li-ion, which 
goes up to 600 Wh/kg [1]. On the other side, there are still some 
unresolved issues that cause the low longevity of the Li-S and 
RT Na-S batteries due to the use of sulfur [2].  

Various studies are currently being conducted on how 
to increase the lifespan of these systems [2]. One of the possible 
approaches is use of sulfur in amorphous form, which can be 
obtained by using inverse vulcanization. However, this process 
can be carried out in several possible ways, which leads 
to different types of inversely vulcanized sulfur (IVS) with 
different mechanical and electrochemical properties. The most 
important property, however, is the ability to resist reverse 
recrystallization and thus maintain its amorphous structure in the 
long term [4].  

II. INVERSE VULCANIZATION

Vulcanization is a generally known process for producing or 
hardening rubbers. In this process, sulfur forms bridges between 
sections of the polymer chains and thus changes the properties 
of the resulting product. But in 2013 Griebel, Chung et al. 
presented a method called inverse vulcanization and at the same 
time showed a final product called IVS and its properties with 
possible applications [4].  

The whole process of the inverse vulcanization consists 
in exchanging the roles of the precursors. Sulfur no longer forms 
bridges between polymer chains but forms polymer chains itself. 
These sulfur chains are subsequently interconnected (cross-
linked) by some other monomer (crosslinker). In the original 
work from 2013, the authors decided to test and use 
1,3-divinylbenzene (DIB) as the crosslinker [4].  

Using their procedure, the authors succeeded in synthesizing 
several IVS samples with different ratios of input precursors. 
They tried ratios (S:DIB) from 95:5 wt% up to 50:50 wt%, but 
only the samples with 20 wt% of DIB and more were found 
to be amorphous and chemically stable. Subsequently, 
the authors also verified the use of IVS as electroactive materials 
in Li-S batteries, thereby confirming that the research on this 
material has a further meaning not only in electrochemical 
applications [4]. To this day, the IVS has also been tested 
in applications like thermal insulators [5], mercury absorbents 
[6], fertilizers [7], and many more. 

III. METHODS OF IVS PREPARATION

We developed and optimized several procedures 
for preparing IVS, which differ mainly in their length or 
maximal temperature during the synthesis. For the preparation 
of the IVS samples in this paper elemental sulfur from Sigma 
Aldrich with a purity >99,5% was used. As the crosslinker, DIB 
from TCI with 97% purity was used. The remaining 3% is 
4-tert-butylcatechol (TBC) stabilizer, which prevents 
polymerization of the DIB itself during transportation and 
storage. This stabilizer was partially removed right before 
a synthesis by stirring DIB with a 4 M aqueous solution 
of sodium hydroxide (NaOH).  
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The synthesis apparatus itself is essentially an oil bath with 
the possibility of temperature regulation and mixing using 
a magnetic stirrer. A test tube is then inserted into this oil bath, 
in which the IVS synthesis itself takes place. In addition, 
to the necessary precursors (sulfur and DIB), there is also 
a magnetic stirrer in the test tube, which ensures the stirring 
of the mixture during the synthesis. 

A. High Temperature Synthesis

This process, which can also be seen in Fig. 1. (b), started
with the heating of elemental sulfur. During the heating, sulfur 
melted (around 125 °C) and turned into the yellow liquid, which 
slowly turned into the orange colour. When the mixture reached 
155 °C, a small amount of DIB was added to ensure future 
miscibility. The orange liquid slowly turned transparent red, and 
when the temperature reached 170 °C an aliquot amount of DIB 
was added to reach the required final S:DIB ratio. Melted sulfur 
and DIB formed two layers, but after a short period they mixed 
into a homogenous mixture. After that the temperature was set 
to 185 °C. The whole mixture slowly changed its colour from 
a transparent orange to a non-transparent dark red. During 
the colour change, the mixture also increased its viscosity, and 
the magnetic stirrer stopped rotating. Then the tube was taken 
out of the oil bath and moved to an oven that was preheated 
to 140°C for final curing, which took 8 hours. After the curing, 
IVS was cooled to room temperature. The final product is called 
a marked as IVS-HT (S:DIB ratio in wt%). With this method, 
we were able to synthetize various IVS-HT samples with 
different S:DIB ratios, but only samples with 30 wt% DIB and 
more were stable and suitable for further research. 

After removing IVS-HT samples from the tubes by breaking 
them with a hammer, chunks of IVS-HT were obtained. These 
IVS-HT chunks can be seen in Fig. 1. (c). After that, elementary 
properties of the samples could be observed with the naked eye. 

The characteristic properties for this IVS type are elasticity, 
stickiness, and low resistance to higher temperatures. For the last 
reason, these samples must be stored in a freezer. It is also 
important to note that the individual samples with different 
S:DIB ratios do not differ in color or other elementary properties 
that can be investigated by the naked eye. 

B. Low Temperature Synthesis

The problem with the high temperature method is that DIB
is evaporating during it, and for that reason the final ratio 
of the precursors is not certain. Therefore, another method 
for IVS preparation was developed and optimized. The main 
advantage of this method is a lower maximum temperature 
during the inverse vulcanization, which makes DIB evaporate 
less and the final precursor ratio more accurate. The lower 
temperature process is also easier and less energy consuming. 

The lower temperature process, which can be seen 
in Fig. 1. (b), started the same way as the high temperature one. 
The sulfur was heated, it melted, and the temperature was set 
at 155 °C. At this temperature, the whole amount of aliquot DIB 
was added, and the temperature was set to 165 °C. 
As in the previous method, sulfur and DIB formed two layers, 
which mixed after a while. This time the transparent orange 
mixture changed the colour to transparent red. During this 
change, the viscosity also increased, and thus the magnetic 
stirrer stopped. The curing in the preheated oven followed 
at temperature of 110 °C for 8 hours. After the curing the IVS 
was cooled to a room temperature. The final product is called 
and marked as IVS-LT (S:DIB ratio). With this procedure we, 
were able to synthesize stable samples with 20 wt% DIB and 
more. The final products were also taken out of the tubes 
by breaking them. The obtained chunks of IVS-LT can be seen 
in Fig. 1. (d). 

Fig. 1. (a) The high temperature synthesis of IVS (IVS-HT) (b) The low temperature synthesis of IVS (IVS-LT) (c) Final products IVS-HT with a different ratios  

(d) Final products IVS-LT with a different ratios
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As in the case of IVS-HT, individual samples of IVS-LT 
with different S:DIB ratios are indistinguishable from each other 
with the naked eye. However, other properties are different. 
The IVS-LT chunks are solid, hard, and non-sticky. Thus, they 
can be stored at room temperature, and they are much easier 
to process.  

IV. STRUCTURAL MEASUREMENTS

After the synthesis, the samples were left in the test tube 
for several days and were observed for any signs 
of recrystallization. If there was no visible recrystallization, 
the amorphous structure of the samples was verified using 
the XRD and Raman spectroscopy. Thanks to these methods, we 
can be sure that the IVS samples are truly amorphous and 
suitable for further electrochemical investigation in Li-S or RT 
Na-S batteries. 

A. X-ray Diffraction

X-ray diffraction (XRD) is primarily designed and used
for the investigation and determination of crystal structures. 
Since elemental sulfur is crystalline, it can be easily detected 
by XRD, and it will show up in a diffractogram as characteristic 
peaks. Therefore, to confirm the amorphous structure of the IVS 
samples, there must not be any characteristic peaks of elemental 
sulfur in the measured diffractogram. Otherwise, if any 
characteristic peaks are presented, it means that there are 
unreacted residues of elemental sulfur in the IVS samples that 
will act as nuclei for further recrystallization. 

The normalized diffractogram of the IVS samples, along 
with the diffractogram of elemental sulfur, can be seen 
in Fig. 2. (a). It was measured in a range from 5° up to 60° with 
a scan speed of 10°/min. From the measured results, it can 
be seen, that all prepared and presented samples are amorphous, 
as there are no characteristic elemental sulfur peaks in them. 
The various small visible peaks are just background noise, 
which can be caused by many factors, e.g., gamma radiation or 
a sample holder. 

B. Raman Spectroscopy

Since the amorphous structure was confirmed by XRD,
using Raman spectroscopy may seem redundant, but that is not 
true. With Raman spectroscopy, in addition to the structure and 
its amorphous or crystalline state, we can also examine 
the quantitative ratios of the used precursors. The problem is that 
the Raman signal and its intensity depends not only 
on the amount of substance in the material but also on its 
polarizability. Due to this, we cannot measure and calculate 
the exact final ration of sulfur and DIB so far, but we can only 
compare different IVS samples to each other. This is, 
for example, very convenient in a situation where it is necessary 
to compare different batches that were prepared in the same way 
and with the same S:DIB ratio, but also for comparing different 
IVS samples with different rations. 

The last-mentioned use is presented in Fig. 2 (b). Raman 
IVS-HT spectra were measured by laser with 532 nm 
wavelength, with 2 mW power and then normalized. Low power 
is important, otherwise, the samples degrade, and the measured 
spectra are distorted. In the elemental sulfur spectrum, there are 
two peaks between 300 cm-1 and 600 cm-1 Raman shift. 
By observing these two peaks, it can be determined that 
the structure is crystalline. In the IVS-HT spectra, these two 
peaks are merged, which signals amorphous structure. This new 
peak is always the highest one in the IVS-HT spectra. There is 
also another important peak, which is highlighted by dashed 
lines. This peak, at approximately 1000 cm-1 belongs to DIB. 
In the original DIB spectrum, it is not the highest one, but it is 
more suitable for our purposes because this peak changes 
significantly depending on the S:DIB ratio. As expected, 
the peak has the highest intensity in the IVS-HT sample with 
a 50:50 wt% ratio, and the lowest intensity is in the IVS-HT 
sample with a 70:30 wt% ratio. There are also other DIB peaks 
that follow this trend. More precisely, they are between 
1400 cm-1 up to 1600 cm-1 and 2800 cm-1and 3100 cm-1, but 
these are not so easily observable. 

Fig. 2. (a) Diffractogram of the IVS samples, along with elemental sulfur one for comparison (b) Raman spectra of  the IVS-HT samples, sulfur and DIB 
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V. ELECTROCHEMICAL MEASUREMENTS

To investigate the electrochemical properties such as 
capacity, IVS-HT 70:30 and IVS-LT 80:20 were selected as 
representatives of each presented synthesis procedure with 
the highest sulfur content. After that, electrodes were made from 
both selected samples. 

A. Electrodes Manufacturing

Before an electrode slurry can be prepared, it is necessary
to grind IVS chunks into a powder. A vibration mill was used 
for this purpose, with IVS being placed inside for 10 minutes. 
To increase IVS's brittleness, the mill container and IVS were 
placed in the freezer prior to grinding.  

This IVS powder was mixed with Super P carbon and 
carboxymethylcellulose (CMC), which is a binder, in a ratio 
of 60:30:10 wt%. As a dissolvent for CMC, a mixture 
of demineralized water and ethanol in a 2:1 v. ratio was used. 
The whole mixture was first stirred by hand, and then five 
10 mm diameter grinding balls were added, and the mixture was 
moved into a planetary mill. The planetary mill was set 
to 350 rpm and 20 cycles. Each cycle contained 20 minutes 
of mixing and a 10-minute break to allow the mixture to cool. 

Afterwards, a 200 μm layer of the electrode slurry was 
coated onto aluminium foil using a coater and left to dry. 
The drying process started out at room temperature and then 
moved on to a dryer set at 60 °C. The drying was followed 
by cutting 18 mm diameter electrodes and their pressing using 
a force of 1600 kg/cm2. 

B. Cell Assembly

The assembly of the cell within a glovebox with an argon
atmosphere is the final phase. The metal lithium anode, 
manufactured cathode, and separator soaked with an electrolyte 
were put together and hermetically sealed. The used electrolyte 
was 0,7 M lithium bis(trifluoromethanesulfonyl)-imide 
(LiTFSI) + 0,3 M lithium nitrate (LiNO3) in a solution of 
dioxolane (DOL) and dimethoxyethane (DME) in a 2:1 v. ratio. 

C. Galvanostatic Cycling with Potential Limitation (GCPL)

The GCPL was performed in a potential window from 1,8 V
to 2,6 V. In total, 30 cycles were performed with a 0,2C current. 
The results of both electrodes (Li-S cells) can be seen in the 
summary Fig. 3. The initial capacity of the IVS-HT (70:30) 

sample was 660 mAh/g (mass of sulfur contained), and after 30 
cycles, it decreased to 612 mAh/g, which means a 7% capacity 
loss. The second electrode with IVS-LT 80:20 had an initial 
capacity of 422 mAh/g and decreased to 375 mAh/g after 30 
cycles, which means 11% capacity loss. 

VI. CONCLUSION

In this paper, the method of obtaining amorphous sulfur by 
inverse vulcanization was introduced and used for the synthesis 
of inverse vulcanized sulfur. Afterwards, its application in post 
lithium systems was presented, and other applications were also 
mentioned. Two different methods (high temperature and low 
temperature) of IVS preparation with 1,3-diizopropenylbenzene 
as the crosslinker were also presented. The properties and 
differences of the final products of both methods were 
investigated and described. In addition, they were measured 
using X-ray diffraction to confirm their amorphous structure and 
with Raman spectroscopy to investigate the final S:DIB ratio. 
From the synthesized samples, those with the highest sulfur 
content were then selected, and electrodes were made from 
them. Li-S cells were then assembled from these electrodes and 
tested using galvanostatic cycling with potential limitation.  

The electrode with the electroactive material 
IVS-HT 70:30 achieved better results because it had a higher 
initial capacity (660 mAh/g) and lost 7% of its initial capacity 
after 30 cycles, which is less than in the case of the second tested 
electrode with IVS-LT 80:20, which had an initial capacity 
of 422 mAh/g and its loss after 30 cycles was 11%. 

Through this approach, we have proven the viability 
of different IVS-based electrodes and their potential for further 
study and optimization for  use in the battery industry. 
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Abstract—The work focuses on studying methods of measuring 

ionizing radiation using optical fibres. More attention is paid 

to their use, together with scintillation materials. The proposed 

method allows the connection of an electronic detector with 

a scintillation sensor by optical means. The interconnection 

provides the possibility of shielding the detector from the effects 

of high ionizing radiation activities. The shielded detector will thus 

not be subject to the adverse effects of this radiation and can be 

used even for long-term measurements of high activities. First 

experimental measurements of reference sources verify 

the principle of the proposed method.  

Keywords—Ionizing radiation, scintillation detectors, ionizing 

radiation measurement, optical fibres. 

I. INTRODUCTION

Ionizing radiation has been utilized widely for a very long 
time in many different fields. A significant increase in detection 
possibilities has resulted from its widespread use, which is 
crucial for the preservation of human life. Geiger-Müller 
counters and photosensitive materials were used 
in the beginning. Further options, including the utilization 
of semiconductor structures or the scintillation of specific 
materials, were gradually introduced. All these techniques 
can be used to measure ionizing radiation activity. However, 
exposure to high activities usually damages the detection 
electronics and shortens the detector´s lifetime.  

To get around this issue, optical fibres are used. This 
prevents ionizing radiation from harming the typically 
expensive detector electronics. Yet, the use of optical fibre 
as a radiation sensor also has drawbacks due to its limited range, 
low sensitivity, and typical requirement for material 
implementation. 

The technique we suggest combines the utilization of optical 
fibres with a scintillation crystal-based luminous sensor. 
This will eliminate the requirement for optical fibres that require 
special modifications and open the way for optical fibres that are 
highly resilient to radiation damage and commercially 
available. Moreover, using a scintillation crystal enhances 
the measurement range and adds the required sensitivity. 
The overall design will provide a way to position the electronics 
away from radiation damage. As a result, we can measure high 
gamma radiation doses over long periods of time [1] [2]. 

II. METHOD DESCRIPTION

There are three major elements to the entire measurement. 
They are the detector, communication path, and sensor. 
The detector is positioned outside of radiation range. For our 
measurement, we are using primarily photomultiplier tubes 
(PMTs). Another detector, such as a silicon photomultiplier 
or single photon counter, might be used as an alternative. 
The communication path consists of optical fibre with high 
radiation resistance. Optical fibre servers purely as transport 
for photons between sensor and detecting PMT. The final part is 
scintillation material, which is exposed to radiation. We are 
using inorganic materials, also called scintillation crystals.  

A. Principle

Radiation interacts with scintillation crystal. Thanks
to material properties, specifically fluorescence, material is able 
to convert high-energy photons into ones with lower energy. 
Newly formed photons have wavelengths that fall inside 
the visible-light spectrum. One photon of gamma radiation 
creates several visible photons, resulting in the creation of a light 
pulse. Thus, light pulses hold information about activity and 
energy. A schematic connection is displayed in Fig.1. 

Light pulses are routed to optical fibre. Pulses are able 
to travel long distances due to low attenuation of optical fibres. 
By doing so, we can easily lead the light signal from 
the measured location and protect the detector from radiation 
exposure. The light pulse is then caught by detector and 
converted to an electrical pulse for later calculations. Detection 

Fig. 1. Scheme of the proposed method 
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depends on device used. PMT maintain information about 
energy in form of amplitude and activity in form of pulse count. 
After signal processing, there are many things we can learn 
about the initial radiation, including, for example, which particle 
caused the pulse. For the purpose of this work, the activity of 
gamma radiation is measured. Then, one of the previously 
mentioned detectors can be used. Especially single photon 
counter which only provides information in the form of pulse 
count [2]. 

B. Scintillation crystal

We are using scintillation materials for the conversion
of high-energy particles (in our case, high-energy photons 
of gamma radiation) to visible light. This process is possible 
with some materials thanks to fluorescence. Fluorescence is 
a very quick reaction and creates light photons almost 
immediately after radiation passes through material. Creating 
a thin light pulse to observe. There are other processes that are 
competing with fluorescence and decreasing the effectiveness 
of the scintillator. Especially phosphorescence and slow 
fluorescence which create after-glow effect. Last mentioned is 
loss due to heat transfer in material [1]. 

There are two types of scintillation materials: inorganic 
and organic scintillators. Each material has a different 
mechanism for luminescence therefore each has unique 
advantages. It is high light-yield for inorganic materials and 
a quick response for organic ones. We choose to use cerium 
doped lutetium-based scintillation crystal (LYSO). It is 
inorganic material and has one of the highest densities among 
scintillators. Materials with higher densities are better 
at absorbing radiation. Also, LYSO is one of the materials with 
a higher light yield. These are reasons for choosing this type 
of scintillators [3] [4]. 

The scintillation crystal is stored in a steel case that prevents 
random light interference. When radiation passes through 
crystal, it creates photons with random directions. Random 
direction creates a great loss in signal strength because optical 
fibre is attached only to one side. To reduce this loss and 
increase signal output, we cover the crystal with Teflon tape. 
Teflon works perfectly as a mirror for light waves generated 
by LYSO crystal. This way, we can link more photons to fibre 
and reduce light loss [2]. The LYSO crystal is shown in Fig. 2. 

C. Optical fibre

We use multimode optical fibres with higher radiation
resistance covered with steel protection tube to extend the life 
of optical fibres and avoid mechanical damage. We achieve 
resistance to radiation by choosing a pure silica core of optical 
fibre. A larger core diameter and a high numerical aperture (NA) 
are also essential properties. By doing so, we may extend 
the distance between the sensor and the detector, the life of 
the fibre, and the quality of light signal extraction on the sensor 
side [5] [6]. 

Multimode optical fibres are obtained from Thorlabs with 
the marking FP1000URT and FP1500URT. The number marks 
the core diameter in micrometres. Refractive index of fibres is 
1,458434 and NA is 0,50. Higher hydroxyl content of these 
fibres decreases attenuation in the UV parts of the transmitted 
spectra [7].This is necessary because scintillator we are using 

has a light emission peak around 415 nm [3]. This modification 
decreases signal loss but also decreases radiation resistance. 
Optical fibres need to be adjusted, properly shortened, and 
shielded with protection to make measurements repeatable. This 
process is described in Chapter 3. 

D. Detection

The second end of the optical fibre is attached to the detector.
Light pulses have a very low level of amplitude. To be properly 
read, we are using a photomultiplier tube. The photomultiplier 
tube converts light pulses into an electrical signal. Every 
incident photon reacts with the electrode by emitting an electron. 
The electron then travels via tube and hits a system of dynodes. 
Every electron that hits a dynode emits extra electrons as a result 
of secondary emission. This way, we can get an electric pulse 
of higher amplitude, which can be much easier to process. 
Mechanism of signal conversion enables to keep information 
about amplitude of former light pulse. Amplitude provides 
details about radiation energy. As mentioned, we are focusing 
on radiation activity. The activity of the source can be calculated 
from the number of detected pulses. Pulses can also be detected 
by the single-photon counter (SPC). The SPC principle is similar 
to that of an avalanche diode. An incident photon launches 
an electron avalanche that creates an electrical pulse. The SPC 
has the advantage of not requiring a high voltage source [1] [8]. 

III. OPTICAL FIBRES PREPERATION

One of the main procedures during the preparation 
for the measurement of gamma radiation with the proposed 
method is the preparation of optical fibres. Measuring needs 
to be repeatable, adjustable for fibres of various lengths, 
and resistant to noise from ambient light. To secure the same 
distance between the sensor and optical fibre, we are using 
SMA905 connectors. Optical fibre is cut and cleaved for the 
required length. During this process, parts of the plastic coating 
near the ends of fibres are removed. The removal of the coating 
allows the adhesion of connectors. Before adding connectors, 
the fibre is first shielded with a black shrink film that protects it 
from ambient light. The next protection layer is stainless steel 
tube, which gives fibre better mechanical properties. Fibre with 
a protection is ready for connector gluing. After the adhesive has 
dried, the procedure continues with the grinding and polishing 
of the fibre ends. The ends of the optical fibres are aligned with 
the connectors by grinding. Grinding and polishing also remove 
grooves from fibre surfaces. This way, we decrease signal loss 
on both ends due to random light refraction. The result 
of polishing is shown in Fig. 3. Fibres are polished with diamond 
lapping sheets. Sheets have diamond grit sizes of 30, 6, 3, 
and 1 µm. Diamond grit with a size of 0.02 m is used 

Fig. 2. Steel case (left) for protecting scintillation crystal (right) 
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for the final (optional) polishing. The whole polishing process 
requires cleaning with isopropyl alcohol and compressed air. 
Because the core diameter is larger than usual, periodic cleaning 
and inspection under an optical microscope are needed. Small, 
uncleaned particles can scratch the fibre surface, and the whole 
polishing process must be repeated. Fibre is now ready 
for the measurement. Several fibres are prepared by this 
procedure [2]. 

IV. ACTIVITY MEASUREMENT

We are using reference sources for measuring the impact 
of changes in the length and diameter of optical fibres. These are 
isotopes cobalt 60 and caesium 137 with different levels 
of activity. Activity is measured in Becquerels (Bq), where 1 Bq 
equals 1 disintegration per second. We compare the number 
of measured pulses (counts) to the value of the reference source. 
It is essential to keep in mind that while cobalt and caesium have 
similar activities, cobalt produces more gamma rays 
than caesium due to distinct decay schemes. Beta rays are also 
produced during the decay process but are shielded by the casing 
of the source and scintillator. Thus, creating two types of 
gamma-radiant etalon with three different activities for each 
type [1]. 

A. Measurement

Prepared optical fibres are connected via connectors to PMT
and scintillation crystal. A black box is then used to store 
the measurement setup, and black tape is used to seal the holes 
for the connectors. This will lessen ambient light noise. Then, 
measurements are made by laying a reference source close 
to the scintillator. Pulses from PMT are counted every second 
for ten minutes. After measuring ends, an optical fibre is 
replaced by another, and the process repeats. Results from 
measurement are shown in Fig. 4 for both reference sources. 

B. Results

Four optical fibres were measured. Two optical fibres with
different diameters and two optical fibres with different lengths. 
Graphs in Fig. 4 show that for fibres with 1 mm diameter, there 
is a very small change in counts between different lengths. 
The larger difference is between optical fibres with different 
diameters. Greater surface area allows more photons to enter 
the optical fibre. Every fibre has also almost linear progression. 
This is an actual advantage compared to other measuring 
methods. Some methods require another material 
implementation to secure their linearity. This often decreases 
their resistance to radiation damage  [1] [5]. The difference 
between FP1000URT – 1m and FP1000URT – 5 m is almost 
none. In Fig.4 is shown that longer optical fibre has lower signal 
loss. This is due to the low attenuation of silica fibre, and the 
difference could be caused by the polishing process. This is 
necessary for polishing optical fibre. Even small portions 
of scratches can cause differences in the final number of counts. 

V. CONCLUSION

We have presented a new method for long-term 
measurements of gamma radiation. The method is based on 
optical fibres and the use of a scintillation crystal as a sensor. 
Thanks to this setup, we are able to measure continuously. 
Furthermore, as demonstrated by the results, a greater distance 
from the sensor can be achieved. Allowing us to place electronic 

Fig. 4. Activity measurement for two different reference sources: caesium 137 (left) and cobalt 60 (right) 

Fig. 3. Zoom on cleaved optical fibre (left) and polished optical fibre 

(right) [2]  

91



devices at further distances and reducing the need for human 
actions in measured areas. Results have also shown good 
linearity thanks to the scintillation crystal. Thus, enabling easier 
activity determination. 
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Abstract—This paper deals with the design of an ON-LINE
diagnostic system named as ”industrial data concentrator”. The
paper looks at the design itself in a comprehensive way and
brings together parts such as defining useful process variables,
and the actual design of the industrial data concentrator both in
terms of hardware and software.

Index Terms—Industrial data logger, ON-LINE diagnostic
system, Technical condition monitoring, ESP32-S3, IEPE

I. INTRODUCTION

Collecting and analysing data is a normal part of our
everyday lives, but along with technological advances, data
analysis has been massively applied in recent years in fields
where it was not possible before. One of these fields is
industrial automation, in which data collection and analysis
now has an irreplaceable place. The tool that deals with
this task is technical diagnostics. It deals mainly with the
determination of the technical condition of equipment and
machines, the choice of the determining diagnostic variable,
the methodology of data measurement, the identification of
faults and the optimization of the production process. [1]

However, the main aspect of why technical diagnostics
is becoming increasingly popular in industry is primarily
economic. Thanks to the outputs that technical diagnostics
provides, it is possible to plan maintenance or replacement
of machine parts at the optimal time and thus avoid financial
losses, which is also the main motivation for the design of the
technical diagnostic system called ”industrial data concentra-
tor” that is the focus of this paper. [1]

Such devices are already available on the market, but
most of them (found in my research) are not economically
acceptable enough to be deployed on a massive scale in
industry. Therefore, the aim was to design an industrial data
concentrator as an ON-LINE diagnostic system that continu-
ously monitors and evaluates the technical condition of the
equipment and will measure all relevant process variables
to determine the technical condition of rotating machines
(e.g. inducion motors). At the same time, an effort was made
to select system parameters and component pricing to make
the data concentrator competitive.

In practice, the industrial data concentrator plays the role of
DAQs (Data Acquisition System). It is a device placed next
to the diagnostic object to which external sensors measuring

the relevant diagnostic variables are connected. The measured
data is then processed inside the data logger and sent via the
local network to a local database server.

II. REQUIREMENTS

Before designing the actual circuit solution, the functional,
hardware and software requirements for the device were
determined based on a comparison of commercially avail-
able products (e.g. IFM VSE-series, Flir SV87-kit, Siemens
simotics connect 400, Bently Nevada 2300-series, National
Instrument cRIO/cDAQ, Dynapar OnSite) and practical tests
of measuring process variables. The individual requirements
for the data concentrator are listed below.

• Functional requirements:
– sending the measured data to the database server,
– of data processing (e.g. FFT (Fast Fourier Trans-

form), STFT (Short-Time Fourier Transform), cor-
relation analysis, ordinal analysis),

– indication of the operating state of the electric motor
(on/off),

– for counting operating hours,
– counting the start of electric drives,
– non-invasive current measurement,
– multichannel temperature measurement,
– vibration measurement,
– magnetic field measurement,
– speed measurement.

From a hardware point of view, a data concentrator is a de-
vice designed for installation in a small switchboard located
in the immediate vicinity of the technical object of interest.
The device itself does not contain any integrated sensors,
all converters of process variables are external. The interface
of the data concentrator was designed to support universal
external sensors IEPE (Integrated Electronics Piezo Electric),
RTD (Resistance Temperature Detector), digital in, digital out)
but for integration reasons some interfaces were chosen as
proprietary (e.g. interface for the current transformer). More
detailed hardware and software requirements are listed below.

• Hardware requirements:
– 24 VDC power supply,
– optional 230 VDC power supply,
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– ESP32-S3-WROOM-1 microcontroller,
– Ethernet communication interface,
– RS-485/PROFIBUS expansion interface,
– IEPE interface for piezoelectric accelerometers (one

channel),
– temperature sensor interface RTD, NTC, PTC, KTY

(two channels),
– CT (Current Transformer) current measurement in-

terface (three channels),
– power digital outputs (two channels),
– isolated digital inputs/outputs (four channels each),
– analogue inputs (three channels),
– EMC (Electromagnetic Compatibility) compliant,
– DIN (Deutsches Institut für Normung) rail mounting.

• Software requirements:
– using FreeRTOS (Real Time Operating System),
– configuration via internal web server,
– sending measured and processed data to local

MySQL server.
As defined above, the industrial data concentrator should be
connected to the local network and be able to send processed
data to the database server. The way this has been designed is
shown in Figure 1.

III. CIRCUIT SOLUTION

The circuit design is the main and most important part of the
submitted work, based on the defined requirements.The device
is divided into functional blocks shown in the block diagram
in Figure 2. The individual parts are discussed below.

A. Microcontroller

The microcontroller was chosen with regard to the mini-
mum price in relation to the required parameters, availability
(as well as other components discussed in the paper) but
above all due to the author’s previous experience with this
microcontroller. With this in mind, the microcontroller was se-
lected from the Espressif catalogue, specifically the ESP32-S3-
WROOM-1U-N16R2. It is a dual-core 32-bit microcomputer
whose cores can operate at a frequency of up to 240 MHz.
The multi-core solution is important mainly in terms of data
processing, where one core can process the measurements and
the other can send the data to the server. Another important
feature is the support for extended instructions dedicated to
FFT that support the butterfly algorithm. The microcontroller
also has internal hardware support for IEEE 802.11 b/g/n
Bluetooth LE v5.0 wireless protocols, which are used in the
initial configuration.

Individual peripherals can be mapped to almost any physical
GPIO (General Purpose Input Output) microcontroller using
a GPIO matrix (slow speed), or an IO MUX (direct fast
connection). This allows for great variability in the choice of
peripherals.

The suffix ”U” in the chosen microcontroller model series
indicates the version compatible with IPEX antenna. The
antenna is integrated on the integrated PCB (Printed Circuit
Board) as standard, it was chosen with regard to parasitic

interference in industrial environment and therefore the need
to use metallic (shielded) mechanical construction. [3]

B. Power supply

The input supply voltage has a choice of industry standard
24 VDC or direct line voltage from 85 VAC to 305 VAC. The
power circuit topology is multi-stage due to the requirement
for a large variety of voltages for peripherals.

The power distribution is mainly made up of switching
power supplies due to power dissipation, but for analog power
circuits the power supply branches are supplemented with
appropriate filters and linear regulators so that the output of
the switching power supplies is not subject to interference. The
galvanic isolation of the power supply circuit must be located
in the external 24 VDC source, if the power is supplied via
the optional 230 VAC input the galvanic isolation is internally
provided. The power circuits shall also include a 24 VDC
isolated power supply to meet the needs of galvanically
isolated digital inputs and outputs.

Of particular importance for the power supply is the correct
connection of the grounds of the individual power circuits,
therefore the device has been implemented on a four-layer
PCB where the power and ground can be routed in separate
layers.

C. Current measurement

The interface for current transformers is universal and
depends only on the choice of the burden resistor in the
specific circuit.

First, the signal from the current transformer is converted to
voltage by the burden resistor, which is chosen with respect to
the maximum output voltage. Next, the signal is fed to a pre-
cision rectifier to double the dynamic range of the measured
current. [2] Operational amplifiers operate with asymmetrical
supplies of 0 VDC to 3.3 VDC, so it was necessary to select
a rail-to-rail amplifier (MCP6244). The precision rectifier has a
gain of 0 dB therefore a non-inverting amplifier with selectable
gain was included behind it. The entire current transformer
interface cascade is terminated by a second order anti-aliasing
filter (-40 dB/dec) of Sallen-Key topology.

An internal ADC of the microcontroller is used to digi-
tize the analogue quantity from the transformer, which has
a resolution of 12-bit and a sampling rate (RTC controller)
of 100 kS/s before the multiplexer. The wiring is chosen so
that one ADC (Analog To Digital Converter) is in charge of
three current transformer inputs. The set sampling frequency
is therefore 10 kHz, which allows, according to Nyquist’s
theorem, to measure a frequency up to 5 kHz, so that no
aliasing effect occurs. The internal ADC has a programmable
attenuator option which allows the measurement range to be
changed programmatically.

D. Temperature measurement

Temperature measurement is one of the key process vari-
ables in industrial data application concentrator, so it must
meet the criteria for accuracy and reliability of measurement.
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Fig. 1. Demonstration of integration into the local network system.

In the search for an efficient solution, the resistive principle
was finally chosen for integration, combining good accuracy,
temperature range and affordability. Finally, a dual-channel
variant was proposed for temperature measurement. Analog
Devices MAX6657MSA+ circuitry was used. The circuits
integrate 15-bit ADC and associated input circuitry, so that
optional support for two, three and four wire resistive sensor
connections. The circuits declare the accuracy of 0.5 °C and
a resolution of 0.125 °C. Various nominal sensor resistance
values (PT100, PT1000, NTY, NTC) but the circuit must be
reconfigured programmatically. [4]

E. Vibration measurement

Vibration measurement is the most important process vari-
able that the data concentrator allows to measure. Mea-
surement is possible either via the analogue IEPE interface
(accelerometers based on the piezoelectric principle) or via
the PROFIBUS to which a MEMS (Micro Electro Mechanical
Systems) accelerometer can be connected.

The IEPE interface works on the principle of changing the
internal resistance of the sensor depending on the magnitude
of the deflection, this is accompanied by a change in the output
voltage from the sensor.

The interface therefore consists of a programmable current
source in the range of 2 to 20 mA with a voltage limitation
up to 30 VDC. This is provided by the XTR111 circuit
which operates in CC (Constant Current) mode depending
on the input voltage from the DAC5311 circuit. The input

is complemented by a control of the disconnected and shorted
circuit using two comparators.

The signal is then stripped of the DC component by
a coupling capacitor and fed into an attenuator consisting of
a resistor network which provides attenuation of -6 dB, -12 dB,
-18 dB and -24 dB. It is not possible to programmatically
change the attenuator transmission, so a non-inverting ampli-
fier with programmable gain of 6 dB, 12 dB, 15 dB and 18 dB
was added (changing the value of the feedback resistor using
the TS3A5017DR programmable analogue multiplexer).

The signal then passes to a differential anti-aliasing filter,
which provides greater immunity to consensual interference
than standard circuitry. The wiring is of the Sallen-Key type
and is supplemented by a standard passive low-pass filter. The
filter is third order, and the pass band is set to 20 kHz.

The filter output is further connected to a 24-bit sigma-delta
ADC AD7768 with a sampling rate up to 1024 kS/s. The
ADC has been chosen with regard to component availability,
so the sampling rate will be limited to approximately 400 kS/s
so that the input signal is sampled at 20 samples per period.
This limited sampling rate, as opposed to the maximum, also
gives me the ability to implement two measurement channels
by multiplexing into one ADC in a future version of the
data concentrator. With respect to the required data flow from
the ADC, the respective buses were dimensioned.

Setup and data readout from the ADC is done programmat-
ically via the SPI (Serial Peripheral Interface). The converter
also includes a REF6025 voltage reference with a nominal
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Fig. 2. Block diagram of industrial data concentrator.

output voltage of 2.5 V and a low temperature drift of
5 ppm/°C. The converter is clocked by an external 16.384 MHz
oscillator. [5]

F. Communication interface
The communication interface mediates communication be-

tween the MCU (Micro Controller Unit) and external devices.
Within the data concentrator, the Ethernet is used as the
primary communication interface and Wiznet W5500 circuit is
used as the transmitter. The interface is isolated using coupling
transformers integrated into the RJ-45 input connector.

As mentioned in the introduction, the device has a Wi-Fi
interface, but for stability reasons it is intended for initial con-
figuration. In case the device cannot be configured wirelessly,
a USB 2.0 configuration interface with USB-C connector is
added. However, such configuration is limited and primarily
intended for defining the network parameters of the device.

The external RS-485/PROFIBUS expansion interface is
isolated (using iCoupler technology) and communicates in
half-duplex mode. The communication is handled by the
ADM2486BR transmitter. This is complemented by a termina-
tor switch and also an isolated 5 V output power supply for the
other transmitters on the link. The interface can communicate
at up to 20 Mbps.

IV. CONCLUSION

In the paper I dealt with the complex design of industrial
data concentrator as an ON-LINE diagnostic system. The
comprehensive design consisted of a survey of current com-
mercially available solutions and then drawing implications

in parameterizing the requirements for the data concentrator.
At the same time, relevant process variables were selected with
respect to the technical diagnostics of rotating machinery.

The main part of the work was to design a circuit solution to
meet the defined requirements and this was implemented. The
circuit diagram and the printed circuit board were designed.
Now the device is in the production phase and testing will be
carried out.
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Department of Control and Instrumentation
FEEC Brno University of Technology

Brno, Czech Republic
xhomzo01@vut.cz

Petr Petyovský
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Abstract—This paper deals with a design and implementation
of a speech generator for an advanced embedded system which
converts written English text into synthetic speech. The first part
describes the Atari 520ST Speech Synthesizer V2.0 program,
which was the basis for the implemented speech generator.
Then the design and implementation of the speech generator
is described.

Index Terms—embedded system, text-to-speech generator,
voice generator

I. INTRODUCTION

Speech generators are programs or devices that are designed
to generate synthetic speech that is understandable and sounds
natural [1]. Some speech generators produce synthetic speech
so believable that they can mimic the voice and speech patterns
of a real person [2].

This paper focuses on the generation of synthetic speech
from text which we encounter almost everywhere today with-
out even realizing it: from computer games to mobile phones
or medical devices [1]. This type of generators is called a
text-to-speech generators and consists of two main parts. The
first part is natural language processing which analyses the
input text and converts it into a phonetic transcription. In
the second part, which is called speech synthesis, prosody
and then synthetic speech are generated from the phonetic
transcription [3].

This paper describes the implementation of a text-to-speech
generator for an advanced embedded system. The basis for the
implemented speech generator was the Atari 520ST Speech
Synthesizer V2.0 program, which was created for the Atari
520ST personal computer. The Raspberry Pi Pico microcon-
troller board was chosen as an advanced embedded system for
the realisation of the speech generator.

II. ATARI 520ST SPEECH SYNTHESIZER V2.0 PROGRAM

Atari 520ST Speech Synthesizer V2.0 is a public domain
program from 1986 by A. D. Beveridge and M. N. Day.
The program was developed for the Atari 520ST personal
computer and converts English text or phonetic transcription
into synthetic speech [4].

A. Atari 520ST

The Atari 520ST is the first 16-bit personal computer
in the Atari ST line of personal computers from the Atari
Corporation and was released in 1985 [5].

The Atari 520ST contains the MC68000 microprocessor,
the first implementation of the M68000 16/32-bit microproces-
sor architecture. It is also equipped with a YAMAHA YM2149
sound chip, formerly manufactured by General Instrument
as a AY-3-8910. The YM2149 has three independently pro-
grammable tone generators which produce square waves, and
a programmable noise generator. The outputs of the tone and
noise generators are combined in a mixer. The YM2149 also
has a programmable envelope and 15 exponential volume
levels [5].

Also important to the program is the MC68901 multi-
function peripheral chip from Motorola Semiconductor, which
contains timers for program interrupts [4] [5].

B. Speech Synthesizer program description

As mentioned above, the Atari 520ST Speech Synthesizer
V2.0 converts English text or phonetic transcription into syn-
thetic speech. In addition to setting the type of input data, it
is possible to set the tempo and intonation of the generated
synthetic speech. The user can control the program using
the program console [4].

Unfortunately, the original source texts of the public domain
program are no longer available. Therefore, we were forced to
perform a backward analysis of the program’s machine code
using the Ghidra tool. The original program .TOS file has a
size of 28 kB and the converted analyzed code has a size of
195 kB in .gzf format. The analyzed code is written in the
Assembly 68000 programming language.

The analyzed program can be divided into five main parts,
as shown in Fig. 1.

After the program is started, the user can choose between
generating synthetic speech from an English text and a pho-
netic transcription by typing the character ”.” into the program
console [4].

The user can also set the tempo of the synthetic speech by
typing the character ”%” and a value in the range from 20 to
199. When it is from the interval, the new tempo will be set.
Otherwise the program reports an error [4].

A value of 20 corresponds to the fastest speech, a value of
199 corresponds to the slowest speech. The default value is
80 [4].

The intonation of the synthetic speech can be adjusted
by entering the character ”!” and a value in the range from
20 to 199 [4].
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Start of the program

Mode, tempo,
intonation settings

Natural language
processing

Editing of the phonetic
transcription

Control parameters
generation

Synthetic speech
generation

Fig. 1. A block diagram of the Atari 520ST Speech Synthesizer V2.0 program.

A value of 48 corresponds to shrill, a value of 80 corre-
sponds to normal and a value of 199 corresponds to bass voice.
The default value is 78 [4].

Synthetic speech generation starts by typing English text or
phonetic transcription into the program console [4].

When synthetic speech generation from an English text is
selected, natural language processing follows. Natural lan-
guage processing begins by converting lowercase letters to
uppercase letters. The actual conversion of the English text to
phonetic transcription is done using a dictionary, which stores
phonetic transcriptions of commonly used words, special char-
acters and numbers from 0 to 9 [4].

All other words are converted using phonetic transcription
rules, which are created by storing parts of words in a phonetic
conditional table. The phonetic conditional table contains
the parts of words, their phonetic transcription, and informa-
tion about which characters can appear before and after a given
part of a word to use a given phonetic transcription [4].

Natural language processing is followed by modifications to
phonetic transcription, such as changing the tone and duration
of the consonant according to the vowel that follows it [4].

Furthermore, additional phonemes are added after the
phonemes of the diphthongs, or the phonemes are changed
according to what comes before them. For example, the
phoneme S is replaced by the phoneme Z if the phoneme
G is in front of it [4].

Synthetic speech is generated sequentially by generating of
the voiced and unvoiced sounds of each phoneme [4].

For sounds 6 control parameters are calculated in the Con-
trol parameters generation block from which the placement
in the volume table is then calculated [4].

For unvoiced sounds the noise period for the YM2149 noise
generator and the volume of the C channel to which the noise
generator output is connected are also calculated [4].

The values for calculating of the control parameters are
stored in a table with 16 values for each phoneme. Each
phoneme has values indicating what type of phoneme it is,
how many sounds it consists of, the period value of the noise
generator, and values for calculating of the placement in the
volume table [4].

The volume table stores 256 combinations of channel A,
B and C volume levels, which when added together result in
256 volume levels. For each sound, its volume combination is
found and written to the sound chip’s registers. The program
only uses the registers to set the channels volumes and the
period of the noise generator. The tone generators periods are
set to 0 [4] [6].

In this way, when the volumes of channels A, B and C are
changed rapidly, their output is modulated and an 8-bit pulse
code modulation is generated [6]. Fig. 2 shows a graphical
overview of the resulting 256 volume levels converted to
output voltage.

The frequency at which the volume registers of the sound
chip are updated is determined by the set intonation value.
The frequency at which the sounds are changed is determined
by multiplying the tempo value by 77 and then dividing it by
the intonation value [4]. The generated synthetic speech does
not sound natural. However, it is mostly understandable.

III. EVALUATION BOARD WITH RASPBERRY PI PICO

Raspberry Pi Pico is a microcontroller board based on the
Raspberry Pi RP2040 microcontroller chip which contains
a dual-core Arm Cortex-M0+ processor with a flexible system
clock up to 133 MHz. It also includes 26 multi-function 3.3 V
general purpose I/Os, 3 of which can be used as analog
I/Os [7].

The Raspberry Pi RP2040 supports UART serial commu-
nication, SPI communication, I2C communication and has
16 PWM channels. It also has 2 MB of Flash memory and
264 kB of internal SRAM in six independent banks [7].

Raspberry Pi Pico was chosen because it is an affordable
microcontroller board that supports the C/C++ programming
language. And it can be extended with various circuits such
as speakers.

Raspberry Pi Pico is connected to the evaluation board from
the work on the link [8].

IV. REIMPLEMENTATION OF TEXT-TO-SPEECH GENERATOR

The reimplemented speech generator is written in the C/C++
programming language and will form a software library for the
selected embedded system.

The speech generator consists of 6 blocks and two branches,
which are connected in the Synthetic speech generation block.
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Fig. 2. A graphical overview of the resulting 256 volume levels converted to output voltage.

The first branch is the Tempo and intonation setting block,
where new tempo and intonation values are verified and set.

Speech tempo and intonation are set independently, as
the user may not want to change their values each time speech
is generated. The tempo and intonation values can be set in
the range from 20 to 199.

The second branch of the block diagram is the main
algorithm of the speech generator, whose input values are
the English text and the mode in which the main algorithm
is to run. The block diagram of the reimplemented speech
generator is shown in Fig. 3.

The reimplemented speech generator has 4 modes. In the
first and second modes, synthetic speech is generated from
the input data. In the first mode the input is an English text
and in the second mode the input is a phonetic transcription.

In the third mode, synthetic speech is generated from
the previous input data, and the fourth mode is used to verify
the completion of synthetic speech generation.

If the first mode is set, the Natural language processing
block follows, in which the input English text is converted to
phonetic transcription. The conversion to phonetic transcrip-
tion is done in the same way as in the Atari 520ST Speech
Synthesizer V2.0 program, using a combination of phonetic
transcription rules and a dictionary that stores phonetic tran-
scriptions of special characters, numbers and frequently used
words.

The conversion of the input English text to phonetic tran-
scription using phonetic transcription rules and a dictionary
is done by going through a table in which the whole English
words or their parts are stored together with their phonetic
transcriptions. The table also contains information about which
characters can appear before and after them.

Tempo and
intonation setting

Input data control
and mode setting

Natural language
processing

Editing of the
phonetic transcription

Control parameters
generation

Synthetic speech
generation

English
text Mode Speech

tempo
Speech

intonation

Synthetic
speech

Fig. 3. A block diagram of the reimplemented speech generator.
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For the first and second modes phonemic transcription
modification follows, in which new phonemes are added to
the phonetic transcription, or existing phonemes are modified,
depending on where they are in the word.

The control parameters for the speech generator are calcu-
lated as in the Atari 520ST Speech Synthesizer V2.0 program
from a table of values for calculating the control parameters
for each phoneme. This table also contains information about
how many sounds each phoneme consists of.

First, the values of the 6 control parameters are calculated.
These parameters form the upper and lower bytes of the
locations of 3 values in a volume offset table.

The values found in the volume offset table, when added
together, form the location of the required channels volume
levels combination in the volume table. The volume table con-
tains the volume levels combinations for writing to channels
A, B and C, as in the Atari 520ST Speech Synthesizer V2.0
program. Afterwards, the calculated values of the 6 control
parameters are adjusted according to the following phoneme.

After calculating the 6 control parameters for each phoneme,
the next step is to calculate the noise generator frequencies
and its volumes for each sound. The noise generator is only
used when generating unvoiced sounds, so for voiced sounds
the value is 0. This makes possible to switch between voiced
and unvoiced sound generation algorithms according to the set
value of the noise generator frequency.

The noise generator consists of a 17-bit linear feedback
counter, in which the feedback is the exclusive logical sum
of bits 2 and 0. The output of the noise generator is the value
of bit 1.

The generation of control parameters is followed by speech
generation, which is performed by generating channels volume
levels with a certain frequency. The frequency of sound
generation is determined by the set speech intonation.

With this frequency, an interrupt is called to initiate the cal-
culation of volume levels for the current sound. The calculated
volume levels of the three channels are then added together,
since the reimplemented generator has one output channel.

For unvoiced sounds, the volume of the noise generator
is added instead of the volume level of channel C, but
only when the output of the noise generator is equal to 1.
Otherwise, nothing is added. The summed volume levels are
then converted from the 0 to 45 range to the 8-bit PCM range.

The frequency at which the transition to the next sound is
made is determined by the set speech rate, which is multiplied
by 77 and then divided by the set speech intonation.

Currently, the functionality of the generator is tested by
writing the output volume levels into .WAV format file.

V. FUTURE WORK

In the following work, the speech generator will be modified
and tested for use on a selected microcontroller board.

The timer of the Raspberry Pi Pico microcontroller will be
used to generate the frequency of the noise generator and to
determine the frequency of individual sounds generation.

The speech generator will have one output, which will
use one of the PWM channels of the Raspberry Pi Pico
microcontroller board.

As part of the improvements, the dictionary will be extended
to include phonetic transcriptions of commonly used acronyms
and numbers, so that the generator can pronounce numbers
greater than 9. In addition, the volume table from the Atari
520ST Speech Synthesizer V2.0 will be modified, which may
improve the intelligibility of the synthetic speech.

VI. CONCLUSION

The aim of this work was to design and implement a text-to-
speech generator for an advanced embedded system. The basis
for the our implemented speech generator was the Atari 520ST
Speech Synthesizer V2.0 program, which provides synthetic
speech generation from an English text and a phonetic tran-
scription.

The Atari 520ST Speech Synthesizer V2.0 public domain
program uses a dictionary and phonetic transcription rules
to convert text to phonetic transcription. And it uses pulse
code modulation to generate synthetic speech, a feature of the
YM2149 sound chip not described in the datasheet.

The Raspberry Pi Pico microcontroller board was chosen as
the advanced embedded system. The Raspberry Pi Pico was
selected because it is an affordable microcontroller board that
supports the C/C++ programming language.

The reimplemented speech generator has separate settings
for intonation and tempo and can run in 4 modes. It also uses a
dictionary and phonetic transcription rules to convert English
text into phonetic transcription.

Once the program is complete and tested, it will be available
as a software library.
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Abstract—Redundant dictionaries, also known as frames, offer
a non–orthogonal representation of signals, which leads to spar-
sity in their representative coefficients. As this approach provides
many advantageous properties it has been used in various ap-
plications such as denoising, robust transmissions, segmentation,
quantum theory and others. This paper investigates the possibility
of using sparse representation in classification, comparing the
achieved results to other commonly used classifiers. The different
methods were evaluated in a real-world classification task in
which the position of a lying patient has to be deduced based
on the data provided by a pressure mattress of 30×11 sensors.
The investigated method outperformed most of the commonly
used classifiers with accuracy exceeding 92%, while being less
demanding on design and implementation complexity.

Index Terms—sparse representation, linear regression, LASSO,
redundant basis, SRC, classification

I. INTRODUCTION

Signals are often represented in different systems, typically
bases, which provide a non-redundant signal representation.
Any corruption or loss of transform coefficients can lead to
serious information loss about the original signal. In envi-
ronments in which the integrity of the signal representation
cannot be reliably guaranteed, redundant systems provide
useful properties to combat the threat of information loss.
Furthermore, the popularity and applications of redundant
systems have been increasing over the last years [1]–[3]. This
paper focuses on the application of redundant dictionaries for
signal processing. We verify and assess the possibility of using
this representation in classification tasks, in which the position
of a person lying on the pressure-sensitive mattress needs to
be determined.

The outline of this paper is as follows. Section II introduces
the necessary mathematical apparatus. Section III provides an
analysis of the dataset with its representation using redundant
coefficients. Section IV discusses the classification criteria and
their results. Lastly, in Section V, all achieved results are
compared against commonly used classifiers.

II. LINEAR REGRESSION MODELS

As stated in [4], linear regression has been widely used for
decades and still constitutes an important pillar in statistics.
It is simple and often provides easily interpretable description
of the relation between the inputs and output of an analysed

system. In general, regression uses a pool of mathematical and
statistical tools to determine the estimation of the relationship
between variables. Specifically, we can consider the general
relationship among the independent variables x, the dependent
variables y, and the vector of unknown parameters β:

y = f(x, β) (1)

where f represents regression function, typically prescribed,
and β are parameters found through optimization of the
goodness-of-fit of this function. [5] Successful optimization is
immensely dependent on the expression we want to optimize.
As an input we assume p discrete linear inputs

x = {x1, x2, . . . , xp}T (2)

and we aim at the prediction of the output y. Thus, the
regression model has the following form:

ŷ = β̂0 +

p∑
j=1

xj β̂j (3)

where ŷ is marking predicted value and β̂0 represents the bias
[4].

A. LASSO

Generally, regression model is more interpretable, if it has
fewer descriptive coefficients that bear on the outcome. Least
absolute shrinkage and selection operator (LASSO) adds an
ℓ1 penalty term to regularize the least-squares regression.
As a result we are able to effectively penalize outliers and
alleviate overfitting of the model to given data. Thus we get
the following formula:

β̂ = argmin
β

∥Xβ − y∥22 + λ∥β∥1 (4)

where λ parameter directly affects sparsity of a resulting
model. By increasing λ we restrict the outcome to fewer coef-
ficients. However, decreasing this parameter allows more terms
in the estimated model until the obtained result corresponds
to the least-squares model when λ = 0 [5], [6]. In order to
determine the optimal value of λ, we conducted a numerical
experiment as follows. Squared sum of the residuals of the
outcome and the time needed for computation of the model
was compared for different λ values. Results are plotted in Fig.
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Fig. 1. Dependency of computational complexity and model error on λ

1. Based on the results, we chose λ = 5×10−3, for the model
error lies in the stable interval, and there is no appreciable
change in computational time when λ is increased further. In
other words, the advantageous properties of a sparse model
are retained, yet we do not have to sacrifice the estimation
precision of the model. The same regularisation constant value
is being used for the remainder of the paper.

III. SPARSE REPRESENTATION OF MEASUREMENTS

Signals analyzed in this paper are measurements obtained
from a pressure-sensitive mattress stored as 30 × 11 matri-
ces. Information associated with each observation is subject
number and position number. Subject labels measured data
by participating person whilst position number distinguishes
between four possible lying positions, namely:

• on the back – class 1,
• on the left side – class 2,
• on the right side – class 3,
• on the stomach – class 4.

The dataset is similar to the set presented in [7], yet larger.
It comprises 18 different test subjects in varying positions,
containing 290 pressure map images in total. For the sake of
clarity, we present a few data examples in Fig. 2.

The strategy chosen to train classification models and eval-
uate their accuracy is cross-validation [4]. Data are split into
folds; each fold comprising pressure images of one individual.
This yields 18 folds: 17 are used for training and one for
validation. Therefore, there are 18 possible ways of data
partition, which yield 18 classifiers of the same type, each
validated using a different fold.

Training images are reshaped into column vectors, normal-
ized to unit ℓ2 norm, and stacked into a new matrix so as to
form the redundant dictionary X. The dictionary is appended
by an identity matrix, which affords and effective means of
dealing with occlusions [3], [7].

The first part of the algorithm consist in decomposing a
validation signal by means of (4), thereby obtaining sparse
coefficients β̂, which form the signal representation as seen
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Fig. 2. Data visualisation for three exemplar subjects in all four possible
positions
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Fig. 3. Sparse coefficients for measurement 20 belonging to subject No. 1
from class No. 1

in Fig. 3. Although the signal decomposition may consist of
nearly 250 observations, only a few were recognized by the
LASSO algorithm as relevant to description and recreation of
the validation signal. Furthermore, the dominant coefficients
(blue) suggest that the image belongs to the first class. How-
ever, the the biggest coefficient (yellow) may signify that the
observation belongs to the third class.

IV. SPARSE REPRESENTATION CLASSIFICATION

To be able to tell which measurement corresponds to which
class, marked as k, it is crucial to find suitable decision-making
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scheme. To address this problem we adopted three methods
presented in paper [8]:

• Maximum coefficient (MC) – The predicted class label
corresponds to the class label of the training sample with
the largest coefficient of the sparse solution

k̂ = arg max
k

(max
i∈xki

βi). (5)

• Maximum sum of class coefficients (MSCC) – The class
whose sum of β coefficients is maximized is considered
as the predicted class label. In other words, for each class
k we take the sum of the coefficients β, and we classify
the observation into the class with the largest sum.

k̂ = arg max
k

(∑
i∈xki

βi

)
. (6)

• Minimum class residual (MCR) – This method predicts
the class label k̂ based on the value of class residual.
Whichever class minimizes the residual is chosen as
prediction label.

k̂ = arg min
k

∥y −Xkβk∥2. (7)

where Xk and βk contain only observations and coeffi-
cients, respectively, corresponding to class k.

Calculation of all model coefficients with the cross-
validation setup introduced in III allows creating reconstruc-
tions of original images as follows:

y = x1β1 + x2β2 + · · ·+ xpβp (8)

For the sake of clarity, the behaviour of (5), (6), and (7) will be
illustrated on measurement No. 20 whose sparse coefficients
are depicted in Fig. 3.

A. Maximum Coefficients

MC is the simplest out of the three methods introduced
above. Fig. 4 shows value of maximal coefficient for each class
separately, where it is very easy to unveil the disadvantages
of the MC approach. Fig.3, despite the prevailing occurrence
of first class coefficients, the decision is made only on the
basis of one element. Other coefficients are not involved in
the classification process.

B. Maximum Sum of Class Coefficients

It is obvious from Fig. 4, that MSCC has successfully elim-
inated the unfavourable effect of a single strong coefficient, as
in MC. The classification is correct and the difference between
the MSCC values is larger, so the result is decided with more
certainty.

C. Minimum Class Residual

MCR may be seen as a conceptual extension of the MSCC.
If a class makes the highest contribution to forming the signal
approximation, then a reconstruction image created by this
class coefficients is likely to be the most similar to the original
image. Therefore it can be expected for MCR and MSCC
to deliver the same or very similar results of classification.
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Fig. 4. Results obtained by MC, MSCC and MCR algorithms applied to each
class separately using measurement No. 20 from subject No. 1 belonging to
the 1st class.

The residual value reflects the error of the reconstructed
observation; therefore, classes with zero-valued coefficients
will reach 100 % reconstruction error as shown in Fig. 4.

D. Occlusions

In various applications there is a possibility of malfunction-
ing equipment or corrupted data. Therefore it is important to
investigate behaviour of SRC in such cases. We will consider
the fault being missing rows as it is a consequence of a non-
functional sensor. To make classification possible despite er-
rors in the data, new elements are appended to the dictionary X
representing potential errors [7]. However the fault definition is
interchangeable if a user has more information about typical
fault character in specific case. Classification with modified
dictionary was applied on original as well as on occluded data
and results are listed in Table I in the subsequent section.

V. RESULT COMPARISON WITH OTHER CLASSIFIERS

To evaluate classification results for the whole dataset,
algorithm is run in the manner described in Section III. Overall
success rate is judged based on the TPR value.

TPR =
Correctly classified into the class
Total number of class members

(9)

Global TPR value is conveniently calculated from the con-
fusion matrices, see Fig. 5, where partial classification rates
for each approach and class is displayed. The global TPRs
obtained by MC, MSCC, and MCR are summarized in Table I.
To evaluate the viability of SRC more objectively than in
[8], the results obtained were compared to several commonly
used machine learning approaches and classification methods:
Convolutional neural network (CNN), K-nearest neighbours
(KNN), linear discriminant analysis (LDA) and bagged clas-
sification trees, to name a few.

Most of the classifiers allow selection of a training param-
eter, such as the regularisation γ for (LDA). A broad range of
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MCRFig. 5. Confusion matrix overview of the partial classification success. Since
MSCC and MCR yield the same results we included them in one common
graph.

parameters was tested and the classifiers yielding the highest
validation TPRs were used in the table.

Quadratic discriminant analysis (QDA) could not be trained
using the dataset without occlusions because the training
algorithm failed due to singular covariance matrices. The CNN
requires a proper selection of its structure. The following
layers turned out to yield the best validation TPRs:

TABLE I
CLASSIFICATION SUCCESS RATES

TPR
trained using trained to deal

Classification clean dataset with occlusions
Approach original occluded original occluded

validation validation validation validation
data data data data

SRC, MC 0.8483 0.8303 0.8552 0.8502
SRC, MSCC 0.9241 0.9136 0.9172 0.9177
SRC, MCR 0.9241 0.9136 0.9172 0.9177

CNN (2 covolutional layers) 0.9310 0.9183 0.9344 0.9232
LDA, γ = 0.76 0.9034 0.8945 0.8483 0.8389
QDA, γ = 0 — — 0.7897 0.7882

regularised logistic regression 0.8931 0.8817 0.8414 0.8300
SVM, box constraint = 0.9 0.8897 0.8776 0.8207 0.8122

KNN, K = 1 0.8586 0.8455 0.8483 0.8486
KNN, K = 10 0.8379 0.8216 0.8621 0.8554

50 bagged classification trees 0.8207 0.8144 0.8759 0.8720
Sole classification tree 0.5207 0.5077 0.5621 0.5606

1) 3 convolutional filters of size 3× 3,
2) leaky relu layer,
3) max pooling layer of size 2× 2 with stride 2,
4) 6 convolutional filters of size 3× 3,
5) leaky relu layer,
6) max pooling layer of size 2× 2 with stride 2,
7) fully connected layer.

The proper structure, however, was established after an ex-
tensive search through different structures. Hyper-parameters
such as the numbers and sizes of layers, filters and pooling
layers were tried before the aforementioned structure was
found.

VI. CONCLUSION

This paper discussed possibilities of signal representation
via redundant basis and its potential in solving classification
tasks – classification of the patients’ lying posture. SRC
performance was compared to standard classification methods.
As SRC requires but one parameter selection and no feature
extraction is necessary, the implementation complexity of
SRC is reduced. The accuracy achieved is not sensitive to
regularisation parameter in a broad range around optimal
value whereas the other compared methods required careful
parameter selection using cross-validation, had we tested their
accuracy on test data, their TPRs would very likely be smaller.
If occlusions are taken into account, performance of SRC is
changed only marginally, delivering higher TPR values than
most of the common classifiers tested in this study. SRC TPRs
were outperformed only by the CNN, but the extra effort
expended in the design of CNN is scarcely worth the marginal
increase in TPR.
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Abstract—This paper deals with the thermal analysis of the ro-
tor of the line-start permanent magnet synchronous machine
(LSPMSM). First, a concept of a fully controlled parametric
geometry creation using the Python programming language
is introduced. The geometry is created using the FreeCAD
software. Afterwards, the geometry is used to perform a thermal
analysis using the finite element method (FEM) in the Ansys
Workbench Software. This analysis is also controlled by Python.
A thermal model of the analyzed rotor was also created using
lumped parameter thermal network (LPTN). Finally, the result-
ing temperatures from the FEM-based analysis are used to verify
the functionality of the lumped-parameter thermal network.

Index Terms—finite element method, heat transfer, line-start
permanent magnet synchronous machine, lumped-parameter
thermal network, automated parametric geometry creation using
Python programming language

I. INTRODUCTION

Electric motors for industrial and domestic applications
account for the largest share of electricity consumption. Due
to the rising electricity prices, material, and environmental
awareness, there is a growing interest in high energy-efficient
rotating machines [1].

To achieve improved parameters such as better efficiency
and higher power density of electrical machines, thermal anal-
ysis in parallel with the electromagnetic analysis is necessary.
The thermal analysis of the electrical machines can be per-
formed using the lumped-parameter thermal network (LPTN)
or the finite element method (FEM). The first method is ana-
lytical, and the second one is numerical [2], [3].

However, before the thermal and electromagnetic FEM
analysis, the model of the electrical machine must be designed
using modelling software such as Inventor, Ansys SpaceClaim,
or FreeCAD.

FEM is suitable for modelling complex shapes, with the ad-
ditional advantage of accurate heat transfer and heat loss

This research work has been carried out in the Centre for Research and Uti-
lization of Renewable Energy (CVVOZE). Authors gratefully acknowledge
financial support from the Ministry of Education, Youth and Sports under
institutional support and BUT specific research programme (project No.
FEKT-S-23-8430). Author acknowledges Mr. Marek Toman as my research
supervisor for his valuable comments and help while writing this paper.

distribution within solid materials, but is hardware demanding
and time-consuming. FEM is usually used as a reference
to LPTN analysis [4], [5].

The advantages of LPTN compared to FEM include fast
calculation with acceptable accuracy. This method is suitable
for quickly evaluating the temperature of the main components
of electrical machines. For the LPTN, the two-dimensional
heat conduction is usually considered [6].

The first part of the paper describes the heat transfer
fundamentals. The second part presents an automatic cre-
ation of a parametric geometry using Python programming
language. Furthermore, thermal rotor model of the LSPMSM
using FEM is presented and the input data are introduced.
Finally, results from the rotor thermal model of the LSPMSM
using FEM and results from the rotor LPTN of the LSPMSM
are compared.

II. HEAT TRANSFER

There are three mechanisms of heat transfer, namely con-
duction, convection and radiation. The temperature differ-
ence is balanced as heat is transferred from a warmer place
to a colder place according to the second law of thermodynam-
ics. These types of heat transfer occur simultaneously in many
cases [7]. However, radiation heat transfer can be neglected
in many cases and thus it is not considered in this paper.

The temperature difference between the outer surface
of an electrical machine and the surroundings is usually about
30 K. Then, the heat transfer coefficient by radiation is approx-
imately equal to 4 W

m2·K . This value is very small compared
to the heat transfer coefficient by forced convection [8].

A. Conduction heat transfer

According to [7], the fundamental relation for heat trans-
fer by conduction in matter is Fourier’s law, which is
in the form of

q̇ = −λ∇ϑ, (1)

where q̇ is the heat flux vector, λ is the thermal conductivity,
∇ϑ =

(
∂ϑ
∂x ,

∂ϑ
∂y ,

∂ϑ
∂z

)
is the temperature gradient. The negative
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sign in (1) represents the orientation of heat flow in the direc-
tion of decreasing temperature [7].

The temperature field is obtained by solving the differential
equation at the given boundary conditions. The general differ-
ential equation of non-stationary heat conduction in the Carte-
sian coordinate system has according to [7] the form

∂

∂x

(
λx

∂ϑ

∂x

)
+

∂

∂y

(
λy

∂ϑ

∂y

)
+

∂

∂z

(
λz

∂ϑ

∂z

)
+ · · ·

· · ·+ pgen = ρc
∂ϑ

∂t
, (2)

where ϑ is the temperature, λx, λy, and λz are the thermal
conductivities of the substance in the respective directions
of the Cartesian coordinate system, pgen is the internal loss
generated in the substance per unit volume, ρ is the density,
c is the specific heat capacity and t is the time. Equation
(2) has to be solved numerically in most cases because of its
difficulty to solve analytically.

B. Convection heat transfer

The amount of heat transfer between a solid body and sur-
rounding fluid determines Newton’s law of cooling according
to [7] in the form

Q̇ = αA (ϑs − ϑ∞) , (3)

where Q̇ indicates the heat transfer rate, A is surface of a body,
ϑs is the temperature at the surface of the body, and ϑ∞ is
the ambient temperature.

III. CREATING AUTOMATED PARAMETRIC GEOMETRY
USING PYTHON PROGRAMMING LANGUAGE

Creating geometry manually can be time-consuming and in-
convenient when geometric dimensions change frequently.
Therefore, a procedure was developed to automate the creation
of geometry based on input parameters. Parametric geometry
is important for FEM thermal analysis.

A parametric geometry is realized in FreeCAD. This soft-
ware is controlled by Python code that FreeCAD runs as a sub-
process. The Python code runs in the PyCharm environment.
The detailed structure of the Python code for creating the
model is discussed in section III-A.

The steps described below were performed with version
0.18.3 of FreeCAD and version 3.6.0 of Python [9], [10].

A. Parametric geometry creation algorithm

The algorithm for generation the parametric geometry is
depicted in Fig. 1. First, the required libraries are loaded,
and FreeCAD is started as a sub-process. Next, variables
from another Python file are imported. This file contains
the basic geometric dimensions and settings.

The following sequence of actions creates the parametric
geometric model using a set of commands. Examples of these
commands include a pocket, extrusion, line segment, and
circle. The list of commands is situated directly in FreeCAD.

For more variability, the created parametric geometry needs
to be exported. For this purpose, using the STEP (Standard

Fig. 1. Parametric geometry creation algorithm.

for the Exchange of Product Data) format is performed. After
this sequence, the program is finished.

B. Parametric rotor geometries

In synchronous machines such as LSPMSMs, the magnet
in the rotor can be demagnetized due to high temperatures.
Therefore, it is important to simulate the thermal behavior
of the rotor [11]. For this reason, the parametric rotor geometry
for FEM analysis is necessary.

For more versatility of the rotor parametric geometry,
the fourteen types of rotor slots were implemented in the de-
veloped script. The rotor slots are shown in Fig. 2 a) to n).

a) b) c) d) e) f) g)

h) i) j) k) l) m) n)

Fig. 2. Types of rotor slots.

The number of rotor slots can be arbitrarily chosen. All rotor
slots can be adjusted to the required geometric dimensions.

In Fig. 3, the example of the proposed geometry
of the LSPMSM parametric rotor for FEM analysis is depicted.

a) b)

Fig. 3. Example of generated rotor geometry of LSPSMS.
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IV. THERMAL ANALYSIS OF ROTOR OF LSPMSM

The thermal analysis of the LSPMSM rotor is performed
by FEM in Ansys Workbench software. The steady-state
and transient thermal analysis is performed. Emphasis has been
placed on automating the entire thermal analysis process.

A. Algorithm for the FEM thermal analysis of the rotor
of the LSPMSM.

The algorithm for the FEM thermal analysis of the rotor
of LSPMSM is described in Fig. 4. The algorithm consists of
two branches. The right branch represents the creation of the
thermal analysis and the left branch consists solution sequence.

In the thermal analysis block, the boundary conditions are
automatically assigned to the proposed geometry.

Fig. 4. Algorithm for the FEM thermal analysis of the rotor of LSPMSM.

B. Inputs entered into the LSPMSM rotor analysis

A thermal network of the LSPMSM rotor has been created
and further compared with the FEM thermal analysis.

The rotor thermal network of the LSPMSM in Fig. 5
consists of eight nodes. At each node, the average temperature
of a specific part of the LSPMSM rotor is calculated.

Fig. 5. Nodes distribution and convection boundary conditions.

In Fig. 5, convection boundary conditions are shown. Inter-
nal heat generation is not considered in the LSPMSM rotor
thermal network.

In Table I, the convective heat transfer coefficients
for the LSPMSM rotor thermal network are calculated
from the peripheral rotor speed. These calculations are de-
scribed in [8], [12]. Table II presents the material properties
for the LSPMSM rotor thermal analyses.

TABLE I
THE DESCRIPTION OF THE NODES AND CONVECTION HEAT TRANSFER

COEFFICIENTS FOR THE LSPMSM ROTOR THERMAL ANALYSES

Node Description Convection heat transfer coefficient
Symbol Value Unit

1 Rotor end ring αrr 21

W
m2·K

2 Bars + teeth αδ 178
3 Rotor upper yoke αFer 21
4 Permanent magnet αFer 21
5 Rotor lower yoke αFer 21

6 Shaft (ambient air) αso 15
αb 1415

7 Shaft (inner air) αsia 27
8 Shaft (inside rotor)

TABLE II
MATERIAL PROPERTIES FOR THE LSPMSM ROTOR THERMAL ANALYSES

Materiala
Thermal

conductivity Density Specific heat
capacity

Value Unit Value Unit Value Unit
Aluminium 240

W
m·K

2700
kg
m3

900
J

Kg·K
Electrical steelb 35; 0.6 7600 450
NdFeB 9 7600 425
Steel 45 7700 500
aThe material properties come from [8].
bThe first thermal conductivity is in the radial direction,

while the second thermal conductivity is in the axial direction.

C. Steady-state analysis results

Fig. 6 shows the steady-state temperature field observed
by FEM analysis performed in Ansys Workbench software.

Fig. 6. FEM temperature field distribution.

Table III shows the average LSPMSM rotor steady-state
temperatures using FEM analysis and the average temperatures
using LPTN. The average temperature deviations in the form
∆ϑ = |ϑFEM − ϑLPTN| between FEM and LPTN are very
minor.
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TABLE III
AVERAGE STEADY-STATE TEMPERATURES OF FEM AND LPTN AND

THEIR COMPARISON

Node FEM LPTN Difference
ϑFEM (◦C) ϑLPTN (◦C) ∆ϑ (K)

1 39.35 39.43 0.08
2 39.30 39.36 0.06
3 39.30 39.35 0.05
4 39.09 39.22 0.13
5 39.09 39.12 0.03
6 37.61 37.72 0.11
7 38.35 38.49 0.14
8 39.06 38.93 0.13

D. Transient analysis results

Transient rotor temperatures of the LSPMSM using
the LPTN and average temperatures using the transient FEM
in each node are shown in Fig. 7.
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Fig. 7. Average rotor temperatures of the LSPMSM using the LPTN and
average temperatures using the FEM in transient state.

The average temperatures of nodes by LPTN are nearly
identical to the average temperatures of nodes calculated
by FEM. The little difference in average temperatures occurs
at node number seven which is situated in the shaft internal

air region. The average temperatures differs because in LPTN
is considered symmetrical temperature profiles in axial direc-
tion, while FEM considered asymmetrical temperature profiles
in axial direction [13].

V. CONCLUSION

This paper describes the automated parametric geome-
try creation using Python programming language to con-
trol the FreeCAD modelling software. Then, this auto-
mated parametric geometry creation is used on the rotor
of the LSPMSM. Next, the FEM thermal analysis the rotor
geometry of the LSPMSM is performed. This FEM thermal
analysis can be used to validate LPTN. The thermal analysis
results of the LSPMSM rotor by FEM and by LPTN analysis
are in very good agreement. Automated FEM thermal analysis
with automatic geometry generation can be used for various
input parameters such as geometric dimensions, convective
boundary conditions and heat losses.

REFERENCES
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I. INTRODUCTION

The idea of energy community (EC), i.e. local energy 
sharing, can be dated to the second half of the last century and it 
can be considered that it especially originated in various 
environmental (ecology) movements in the countries of Western 
Europe. The main goal of this concept was to reduce greenhouse 
gas emissions associated with the energy sector. The concept 
became relevant again in the last ten years after the release of 
the directives of the European Commission and the Council of 
the European Union (EU) and after the significant improvement 
in the availability of renewable energy sources (RES) due to 
decreasing RES investment costs. 

An energy community is a group of people who share or 
jointly produce electrical energy for their own usage. The 
establishment of an energy community can be motivated by both 
environmental thinking and for the purpose of saving electrical 
energy costs. However, this concept does not represent only 
sharing electrical energy, but also thermal energy or gas 
produced in local biogas stations. Above all, in the field of 
electrical energy, this is a new challenge for distribution system 
operators (DSOs) due to the possible change in the power flows 
of electrical energy in distribution system (DS) and due to the 
additional requirements to measurement, transmission and 
evaluation of data on the exchange of energy mainly in low 
voltage DS. 

EC was formally defined by two European directives [1] and 
[2]. The guidelines were created one year apart, and each defines 
community energy in a different way.  

The directive [1] on the promotion of the use of energy from 
RES, published in 2018, defines EC under the name “renewable 
energy communities” (REC). A REC could produce, consume, 
store and above all share electrical and thermal energy. REC 
would be a legal entity with open access for natural persons, 
small and medium-sized enterprises and local authorities 
including municipalities. After joining, it is necessary to 
preserve the right of members to freely choose an electrical 
energy supplier, just as in the case of a regular consumer. It is 
emphasized that the primary purpose of the REC is not to 
generate profit, but to bring environmental, economic, or social 
benefits to the members of the community or around operation 
area. Members of the REC may be partially or completely 
exempt from certain fees (e.g., for distribution) or taxes. 
However, the exemption must not occur if the costs are 
transferred to non-members of the community, or if the public 
DS is used for sharing.  

The directive [2] on common rules for the internal market 
for electrical energy, published in 2019, defines EC under the 
name “citizen energy community” (CEC). This directive shares 
elements of definition, purpose, and rights with [1], but differs 
slightly in some parts. The important difference is that 
directive [2] does not talk about electrical and thermal energy, 
but only about electrical energy. The rights of the CEC are to be 
expanded to include the provision of energy efficiency services, 
charging of electric vehicles and other services provided to 
members of the CEC. It is mentioned that EU member states 
could allow CEC to own, set up, buy, and lease DS. In such 
a case, non-members of the community must be able to connect 
to such a local DS without discriminatory charges for that 
consumer. The granting of rights associated with the DS is at the 
discretion of each of the EU member states.  

II. ENERGY COMMUNITY MODELS

Existing EC can basically be divided into two models. The 
first is the EC of an apartment building, the second model is the 
EC of municipalities, districts or entire regions. The EC of 
an apartment building is not considered a true community by 
some countries, as the exchange of energy takes place only in 
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the given building and is therefore not very different from, for 
example, factories with rooftop installations of photovoltaic 
panels. But the allocation keys for energy from a joint 
production plant are used, which is typical for EC. The EC of 
municipalities, districts and regions can benefit not only from 
the installation of renewable sources on buildings, but also from 
stand-alone wind or photovoltaic power plants. Community 
members can share the costs of investment and operation of 
resources in the form of their own fees. The exchange of energy 
usually takes place via the public DS. 

III. ALLOCATION KEYS

According to [3], allocation keys are used to allocate the 
produced energy. Allocation keys serve only for the economic 
(or invoicing) equalization of produced and consumed electrical 
energy and do not necessarily respect the physical flow of 
electrical energy. The period for which energies are evaluated 
may vary depending on state legislation. It is usually evaluated 
every 15, 30 or 60 minutes. Reference [3] informs that allocation 
keys are divided into static allocation key (SAK) and dynamic 
allocation key (DAK), or a combination of both. When using 
a SAK, production is distributed according to a fixed value. 
In the evaluated time, one consumer is therefore allocated 
an agreed share up to the agreed maximum (e.g., 10 kWh), but 
it must always be less than or equal to the consumption. Energy 
not allocated to any consumer is sold to an agreed energy trader. 
The DAK distributes energy proportionally according to the 
current amount of consumption and thus enables more efficient 
use of energy from the community source. There can also be 
a combination of both keys, i.e., re-allocation of energy 
surpluses remaining after the first allocation, which is allowed 
in France as is mentioned in [4]. 

The difference in the principle of SAK and DAK can be seen 
in Fig. 1 and Fig. 2. In the sample cases the production of 
10 kWh every 15 minutes is distributed between two consumers. 
With a SAK, energy is equally distributed between both 
consumers. In the second quarter hour with time stamp 
30 minutes, consumer B is not using his share and the electrical 
energy is therefore sold to the energy trader. Consumer A, on 
the other hand, uses more energy than his share and had to buy 
electrical energy from an energy trader. This problem is 
eliminated by the DAK in Fig. 2. In the second quarter of 
an hour with a time stamp of 30 minutes, electrical energy was 
redistributed in favour of consumer A. If both consumers have 
a combined consumption higher than the volume of energy 
produced, a proportional distribution will occur between them. 
However, if consumer B had a significantly higher consumption 
than consumer A, it may happen that only a small part of the 
energy will be allocated to consumer A. Therefore, it is 
appropriate to divide the costs between consumers according to 
how much energy they use from the community source. 

Fig. 1. A demonstration of static allocation key in a case of 10 kWh energy 
production in every 15 minutes  

Fig. 2. A demonstration of dynamic allocation key in a case of 10 kWh energy 
production in every 15 minutes 

IV. EUROPEAN EXAMPLES

EC are currently not very widespread across Europe. The 
reason for this is the lack of legislation in many countries 
preventing community sharing over a public DS. The pioneers 
in this field are France, Spain, and Austria. Each of the countries 
approached the EC in a different way. 

A. France

Reference [3] mentions that France was the first country to
allow community sharing of electrical energy under the name of 
collective self-consumption. The first definition appeared in the 
legislation in 2016 and since then there have been adjustments 
based on experience. Total power of no more than 3 MWp can 
be installed within the entity of one EC. Reference [3] also 
mentions that the area of the EC is set so that the farthest places 
involved in the EC must be within a maximum distance of 2 km 
in an urban area or 20 km in a rural area. The areas of two EC 
may overlap, but each place of production or consumption may 
be involved in at most one of them. The place of production and 
consumption must be equipped with smart meters and connected 
to the low voltage DS, although electrical energy can also be 
transmitted through the medium voltage DS. Energy allocation 
is evaluated in 30-minute intervals.  
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According to [4], it is allowed to use SAK or DAK, including 
their combination. Multiple allocation keys can be selected for 
different parts of the year. There are no discounts on distribution 
fees for energy transmitted within the community. 

B. Spain

In [3] is mentioned that Spain also calls EC as community
self-consumption. Installed power is not limited both production 
and consumption sites using the public distribution network 
must be connected in one of the three following ways: 

• In the low voltage DS behind one transformer station.

• In the low-voltage DS at a maximum distance of
500 meters from the most distant points.

• In the same cadastral district determined by the first
14 digits.

Reference [5] informs that energy allocation is evaluated in 
hourly intervals. It is possible to choose between a SAK or SAK 
with a variable value. No distribution fees are paid for the energy 
produced and transmitted in the low voltage DS. 

C. Austria

Austria was the last of the mentioned countries to enable

community sharing. Austria has separately defined REC and 

CEC in its legislation. The difference between them is in 

resources, area, rights, and distribution fee discounts. 

Federal law [6] informs that CEC can use any sources to 

produce electrical energy and can operate in the entire area of 

Austria and offer services to its members (for example charging 

electric cars). In comparison with the CEC, the REC can only 

use renewable resources and can only operate at the low and 

high voltage levels. The REC is further divided into local and 

regional EC according to the voltage level they connect to. The 

local EC is only at the low voltage level. The regional REC is 

at both the low and medium voltage level, alternatively only at 

the medium voltage level. 

Reference [7] mentions that energy exchanged within the 

REC is discounted according to how much of the grid is used, 

but energy bought or sold to an energy trader has full 

distribution fees. The following discounts are applied: 

• A low-voltage customer in the local REC receives

a 57 % discount on shared energy due to not using

medium-voltage and high-voltage DS.

• A medium voltage customer the REC receives a 64 %

discount on shared energy, because he only pays for the

medium voltage DS and receives a discount for the high

voltage DS.

• A low voltage customer in the regional REC receives

a 28 % discount on shared energy, as they must pay for

the medium voltage DS in addition to the low voltage

DS.

Federal law [6] allows a selection between SAK and DAK 

for both REC and CEC. Evaluation of energy flows based on 

allocation keys takes place in 15-minute intervals. 

V. SITUATION IN THE CZECH REPUBLIC

From the beginning of 2023, community sharing within 

apartment buildings in the Czech Republic is allowed by [8]. 

Before the new legislation came into force, it was only possible 

to combine the entire house under one supply point. However, 

consumers thereby lost their rights to freely choose an energy 

supplier. 

In the new legislation [8], a leading and a subordinate 

collection point are introduced. An installed community source 

is connected to the leading collection point. Only SAK is 

allowed. The energy distributed according to the allocation key 

is evaluated in 15-minute intervals. Adequate electrical energy 

meters must be installed for a 15-minute measurement. It is not 

necessary to involve all supply point in the apartment building 

EC. 

A. The Future of Energy Act

The amendment to the Energy Act [9] is currently being

revised following a comment procedure. In the future, an EC 

and a REC could be established. Both entities could generate, 

consume, share, sell electrical energy and provide other 

services to their members. The difference between them would 

be that even medium-sized enterprises can participate in the 

REC in contrast to EC. But the problem with the current 

proposal is the missing mention of the possibility of building 

community energy storage and allowing providing flexibility. 

The proposal does not even mention the possibility of operating 

a local DS. 

B. Data Hub

In summary report [10] from Ministry of Industry and Trade

is written that Data Hub is to be established for the purpose of 

keeping a database of data from electrical energy meters. It 

would also be possible to find out real-time information about 

the possibilities of providing flexibility based on the state of the 

network. It would also be possible to offer and demand 

flexibility here. The Data Hub would also participate in the 

coordination of the preparation for the operation of the 

electrical energy system of the Czech Republic. 

VI. DISTRIBUTION TARIFFS 

Current EC of apartment buildings pay only fixed DS tariff 

for energy shared within the community, and variable DS tariff 

depending on the amount of energy consumed are exempt. 

In the future, when the legislation allows sharing over a public 

DS, this situation might not be sustainable. It is therefore 

advisable to think about whether to provide discounts, or how 

big the discounts should be. 

The first option is to provide a discount along the lines of 

Austria, which may not be sustainable in the long term. Costs 

for servicing DS would be passed on to consumers without 

EC membership. 

The second possibility is to change the ratio between the 

fixed DS tariff for the size of the circuit breaker and the variable 

DS tariff for energy taken. According to unpublished document 

[11] made by DSO, a large part of the network operation costs

are fixed, the distribution system operator would be interested

111



in turning this ratio around and then it would be possible to 

provide discounts from the variable tariff adequate to the 

benefits of the community. On the basis of unpublished 

statistics obtained from the Energy Regulatory Office and on 

the basis of the price list [12] published by the energy supplier 

E.ON company, the average payment for distribution tariffs

were calculated. Current fixed-to-variable ratio is

approximately 30/70. However, calculations also showed that

changing ratio to 70/30 would lead to the fact that the customer

would pay a large part of the distribution fees in the fixed tariff

and would be motivated to reduce consumption primarily by the

commercial prices of energy.

The third option is to leave consumers without discounts on 

DS tariff and motivate only by saving on power electrical 

energy. 

VII. CONCLUSION AND DISCUSSION

The paper shows that EC are and will be gradually 

implemented in the EU. The reason is the common 

environmental interest associated with the fulfilment of partial 

targets for the development of renewable and emission-free 

sources. ECs are not the only solutions to achieve targets, but 

they open the other way. The paper also shows that each state 

approaches EC implementation with different technical and 

non-technical solutions. Before implementation in the Czech 

Republic, it is necessary to prepare extensive impact studies and 

compare the concept that is most suitable for local conditions 

from the point of view of EC and DSO. 

In connection with this, it will be necessary to evaluate the 

various allocation keys. Anonymized data on the consumption 

of an example apartment building with 26 electricity meters 

were obtained for this purpose from EG.D company. Data were 

recorded every 15 minutes for the entire year 2022. Data from 

the apartment building will be paired with data from the 

photovoltaic system. This will also obtain values determining 

the use of the installed capacity of the photovoltaic system 

within the apartment building and the potential overflow into 

the network. After the evaluation at the apartment building 

level, the community will be expanded to include family 

houses. The monitored data will result in recommendations for 

consumers, distribution system operators and possibly also the 

Energy Regulatory Office. 
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Abstract— Flexibility is generally considered as the potential of 
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I. INTRODUCTION

Currently, several working groups in Czech Republic are 
dealing with the concept of flexibility, for example, we can 
mention the working group of the AKU-BAT Association, the 
ČK Cired working group, or the DFLEX project led by ČEPS. 
In general, flexibility can be seen as a newer approach with 
respect to ripple control technique (HDO), which is still 
technically capable of working, but no longer offers higher 
utility value to the requirements of electricity traders. Flexibility 
is now also associated with the concepts of Peak Shaving and 
Load Shifting.  The first option reduces consumption during 
peak periods by limiting certain types of loads in order to avoid 
unwanted energy peaks. However, the conditions for the 
possibility of using such an intervention need to be evaluated 
before the actual operation starts so that the flexibility provider 
is not affected.  

The second possibility of using flexible management is load 
shifting, which is shifting the load to a part of the day that is 
more beneficial for both the provider and the system operator. 

Flexibility can also be found, among other things, in 
households, especially those with electric heating systems. Due 
to the thermal capacity of the household, it is possible to heat the 
room space to the required temperature during off-peak periods 
or to shut down the pump for a period of time during peak 
periods, but with respect to the comfort of the provider. One of 
the barriers to this application of controlled flexibility may be 
the unwillingness of customers to provide flexibility, so in the 
future it is necessary to come up with a suitable direct or indirect 
way to motivate the customer. 

II. TERMS RELATED TO FLEXIBILITY

Prosumer - is a customer who has an electricity generation 
plant connected at his point of connection to cover his own 
consumption with the possibility to supply part of this electricity 
to the electricity grid.  

Demand side response (DSR) - represents a change in 
customer demand or supply in response to a price signal or 
command.  

Flexibility Provider (PoFl) - This is an entity providing 
flexibility individually or through an aggregator.  

Flexibility Resource - this is a facility providing flexibility 
by consuming, storing or generating electricity.  

Activation of a flexibility resource - this is an action by the 
aggregator or flexibility provider to reduce or increase 
consumption or generation or to change the output of the 
flexibility resource.  

Positive flexibility potential - this is a potential reduction in 
load on the consumption side or a potential increase of output on 
the production side [2].  

Negative flexibility potential - this is a potential increase in 
load on the consumption side or a potential decrease of output 
on the production side [2].    

Flexibility Purchase - the conclusion of a flexibility contract 
between the aggregator and the flexibility provider, which 
allows the aggregator to vary the amount of electricity consumed 
and supplied at the provider's point of consumption. This 
contract should include the parameters of the flexibility 
provision (maximum load change, duration) and the method of 
financial compensations.  

Baseline - this is a diagram of the estimated value of 
consumption or generation that would occur without the 
activation of flexibility [3].  

Rebound effect - this is the potential shift in the flexibility 
provider's consumption or production over time due to the 
activation of the flexibility, which causes further deviation of the 
entity responsible for the flexibility provider's deviation.  
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Baseload - this is the minimum continuous consumption of 
electricity. Its delivery zone is every day of the week from 0:00 
to 24:00 [4][6].  

Peakload - this is the load during the peak demand for 
electricity. Its delivery zone is every weekday from 08:00 to 
20:00 [6].  

Offpeak load - this is electricity off-peak. Its delivery zone 
is every weekday from 20:00 to 08:00 the following day [6]. 

III. METHODOLOGIES FOR ESTABLISHING THE BASELINE

The default load diagram relates to a specific point of 
consumption and represents the magnitude of consumption over 
time, assuming that flexibility would not be activated, Fig. 1. 
This diagram is therefore a basic tool for evaluating the potential 
and actual flexibility of a given provider, especially the impact 
on the trader. 

The baseline, as the default load diagram can otherwise be 
called, allows the measurement of the load on the customer sites 
and its good design benefits all stakeholders by aligning the 
activation conditions and interests of flexibility providers, 
aggregators, suppliers and network operators. However, the 
baseline is still only an estimate and the choice of an appropriate 
methodology is a prerequisite for its proper design. 

Figure 1 Load flow and load changes 

There are several methodologies that can be applied, each 

bringing different benefits and different possibilities of 

application. However, 3 key factors are critical to its selection 

- accuracy, simplicity and integrity.

A. Baseline type 1

Today, the most common methodology is the baseline

type 1, with common variations including: 

1) Averaging,

2) regression,

3) moving average,

4) comparable day.

The characteristic elements of a Type 1 baseline are the

shape of the baseline based on average historical load, 

measured data for each sampling point, the use of data 

measured on the days immediately prior to activation, and in 

addition, it may also consider the effects of weather or other 

events. Another major advantage of this method is its relative 

ease of application and, with the appropriate choice of time 

horizon and methodology to exclude inappropriate data, its 

relative accuracy [1]. 

B. Baseline type 2

Unlike the other methods, the Type 2 methodology does not

use data measured at specific consumption points, but works 

with aggregated data from multiple customers with similar 

consumption and behaviour. It then uses the measurements at 

several individual sites to produce an estimate of the average 

load of the units in question and then uses this data to 

redistribute it between the individual consumption sites. This 

method is only advantageous in the savings for reducing the 

number of metering devices. 

C. "Before and after" method

The before/after measurement method can be applied

especially when the activation period is of short duration, 

typically from 10 minutes to a maximum of 3 hours. In the case 

of activation of longer duration, it can no longer be considered 

reliable. 

D. Reference group methodology

The reference group method, as the name suggests, uses a

reference group of similar providers to determine a 

substitutional baseline. 

E. Rebound effect

In the case of DSR, the activation of flexibility also has an

impact in the time following the activation, a phenomenon we 

refer to as the "Rebound effect". Rebound effect arises as an 

impact of postponed consumption. The rebound effect also has 

an impact on the trader as it prolongs the duration of the 

deviation from the established type diagram on which the trader 

purchases energy, and therefore, in the case of providing 

flexibility through an independent aggregator, it is necessary to 

determine how to settle this effect [5]. 

Figure 2 Rebound effect 

IV. ANALYSIS AND EVALUATION OF MEASURED DATA

In the framework of cooperation with ČEZ Prodej, a.s., data 
from real measurements were obtained, which took place from 
December 2021 to March 2022. The data from this dataset 
usable for subsequent evaluation amounted to only 
20 controlled consumption points and 6 uncontrolled ones in the 
period 13 December 2021-30 January 2022. The objects 
examined in this work fall under tariff rate D57d, which is 

Rebound effect 
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intended for consumers using an electric heating appliance as 
the main source of heating, especially a heat pump. It is a two-
tariff rate, where a low tariff is used for 20 hours per day. 

The data evaluation was based on a modified Baseline Type1 
methodology with temperature corrections.  

However, the size of the aggregation intervals significantly 
effects the duration of the rebound effect, the duration of which 
is evaluated by overcoming the initial load diagram by the 
measured load in the direction in which the activation acted. 
Throughout the measurement, it was possible to observe states 
where this limit was not reached due to external influences. 
These formally uncompleted rebound effect waveforms were 
subsequently plotted at 120 minutes. As can be observed in the 
waveforms (Fig. 3,4,5 and Fig. 6) the influence of the 
aggregation intervals is noticeable. The load change waveform 
for a aggregation interval of 15 min indicates a rebound effect 
duration on average up to 45 minutes longer than what can be 
achieved using a aggregation interval of 10 min. Fig. 2 through 
Fig. 5 show the rebound effect response for aggregation 
intervals of 1 min, 5 min, 10 min, and 15 min. 

Figure 3 Relative load change for aggregation interval 1 minute 

Figure 4 Relative load change for aggregation interval 5 minute

Figure 5 Relative load change for aggregation interval 10 minute 

Figure 6 Relative load change for aggregation interval 15 minute 

However, if the activation of flexibility is based on 

commands issued by an independent aggregator, it distorts the 

expected load diagram of the point of consumption and thus 

significantly affects the trader. Thus, for subsequent settlement, 

a substitute baseline must be established based on the selected 

methodology. This may be based, for example, on historical 

data or data obtained from reference groups. A correction is 

then made, which may be based on pre- and post-activation 

measurements, or weather or other possible variables. From the 

subsequent evaluation of the measured load and the established 

substitutional baseline, an evaluation of the impact of activation 

on consumption at the time of activation can be made. 

V. FREQUENCY OF HEAT PUMP RESPONSE TO AN COMMAND

The average frequency of response to an command is the

basic information indicating the success of the activation. For 

this statistic, the data measured in the spring period 2021 from 

10.03.2021 to 30.06.2021 can be used, since this file contains 

information about the issued command in addition to 

information about the actual execution. The group used in this 

measurement consists of 6 examples of customers providing 

flexibility from the same location, identified as shown in 

Table 1. For this evaluation, I do not consider the instruction as 

a whole, but as each separate minute that the issuance/execution 

of the command lasted. 

Tab. 1 commands to reduce heat pump power input 

command executed issued 

device_001 2902 3180 

device_002 1430 2041 

device_003 8660 8762 

device_004 2616 3359 

device_005 2741 3240 

device_006 3205 3660 

Total 21554 24242 

Command success rate is 88.91% 

Tab. 2 commands to increase heat pump power input 

command executed issued 

device_001 1098 3005 

device_002 2892 3614 

device_003 480 780 

device_004 1199 2496 

device_005 1340 3067 

device_006 1851 9059 

Total 8860 22021 

Command success rate is 40.23% 

Measurements show that the instruction to increase the 

power has less than half the success rate of the instruction to 

decrease. This is mainly due to the nature of the heat pump, 

which tends to maintain the temperature at the upper limit of 

the comfort limit and switch on when the limit drops. Its control 
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override temperature loop. Consequently, there is considerably 

less scope for increasing the input power than for decreasing it. 

This fact is well noticeable in the waveforms from the whole 

measurement, where the boost instructions are significantly 

more divergent and less effective. 

VI. CONCLUSION

The growing share of volatile resources in the distribution 

systems brings risks associated with grid instability. One 

possible solution is to use flexibility on the consumption side. 

For the residential sector, the use of electric heating 

management represents the highest potential for this purpose. 

In the context of designing appropriate methodologies for 

determining the initial load diagram, two of the three 

methodologies tested produced satisfactory results. There was 

a significant intersection between these methodologies, with 

the calculated data varying with an average deviation of 1.14% 

across the project. The low level of variation between these 

methodologies is the evidence of functionality and reliability of 

both of them, with even a relatively simple methodology such 

as the before/after measurement methodology producing 

satisfactory results. For the reference group methodology, the 

conclusion is unsatisfactory as it achieved an average deviation 

of 14.78% when compared to the primary baseline type 1 

methodology. This level of bias, together with the observed 

patterns from the entire measurement, led to the conclusion that 

the methodology was unreliable. This is mainly due to the 

variability of the individual objects. Within a small portfolio 

size, a baseline cannot be established with sufficient precision 

based on a different group of customers. This is mainly due to 

the number of variables, the differences between objects and 

the randomness in user behaviour. 

Within the commands themselves, there was a significant 

difference between the increase and decrease commands. From 

the measured data, the success rate of each type within the 

frequency of response to the instruction was found to be 

88.91% for the decrease instruction and 40.23% for the increase 

instruction. A significant disparity between these values can be 

observed, this is mainly due to the nature of the heating system 

which tends to keep the temperature in the building at the upper 

end of the comfort limit, therefore not providing the necessary 

scope for negative flexibility. This finding is consistent with the 

assumptions and is also supported by the data from the 

evaluation of the amount of flexibility gained, where the 

amount of negative flexibility was generally lower and more 

volatile compared to the amount of positive flexibility. 

An interesting outcome is the finding of the effect of the 

daytime of a given instruction, with increasing instructions 

typically achieving higher efficiency during nighttime hours 

and decreasing instructions achieving the opposite during 

afternoon hours. this is primarily due to the typical temperature 

profile of residential properties during the day. This behaviour 

is favourable due to the orientation of consumption peaks 

during the day. 

In terms of the observation of the duration of the rebound 

effect, the work did not meet expectations, mainly due to the 

uniqueness of the individual results, which led to significant 

variation and inaccurate evaluation of the data obtained. The 

work then made observations about the impact of the 

aggregation interval on this parameter.  

Based on the evaluated data, it is therefore possible to 

proceed with the recommendation to use significantly lower 

aggregation intervals such as 5 or 10 minutes. This aggregation 

interval will ensure higher accuracy and sensitivity just for the 

evaluation of the impact on deferred consumption.  

The main contributions of the paper includes an 

introduction to the issue, a suggestion of possible 

methodologies for establishing a baseline load diagram, and an 

insight into the behaviour of the small portfolio of households 

with a heat pump used in the flexibility framework, including 

illustrations of different types commands and aggregation 

intervals. 
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Abstract—Blockchain technology, especially Bitcoin, has revo-
lutionized how we think about and manage financial transactions.
However, with the increasing demand and usage of blockchain
technology, the security of cryptocurrency wallets has become a
critical concern. Threshold signatures offer a promising solution
to this problem, allowing multiple parties to sign a transaction
without revealing their private keys. This article presents an An-
droid mobile Bitcoin wallet application that uses Schnorr-based
threshold signatures. The application also deploys smartwatch
integration for enhanced security and usability. This integration
provides an additional layer of security by requiring physical
confirmation from the user before approving any transaction.
Our implementation provides a secure and efficient platform for
managing Bitcoin assets using threshold signatures while also
providing an intuitive and easy-to-use interface for interacting
with the application.

Index Terms—Threshold Signature, Secret Sharing, Security
of Transactions, Blockchain, Bitcoin, Android, Smartwatch

I. INTRODUCTION

Blockchain technology is a digital ledger that enables
transactions to be recorded and verified without the need
for a centralized authority or intermediary. This means that
transactions can occur directly between individuals or entities
without the need for a trusted third party to oversee or validate
the transaction. One of the most well-known applications of
blockchain technology is Bitcoin [1], a decentralized digital
currency operating on a blockchain network. While blockchain
offers benefits such as transparency, reduced transaction costs,
and enhanced security, it also poses unique security challenges.
One such challenge is the use of single-key transactions, which
can make them vulnerable to theft or loss.

To address this issue, multiparty cryptographic schemes and
threshold signatures can enhance the security and privacy of
blockchain-based systems by allowing multiple parties to sign
a transaction without revealing their private keys. However,
the use of threshold signatures in blockchain-based systems
also poses some challenges. For example, there is a need
to establish a secure and reliable protocol for distributing
and managing the threshold keys. The usage of distributed
signature is not a new discovery. Several blockchains, such
as Bitcoin, Cardano, and Algorand, already support multi-
signature transactions through multi-signature wallets, but this
approach has privacy and scalability concerns. All owners and

signers are publicly known, and the transaction size increases
with the number of signers.

A. Contribution and Paper Structure

This paper presents several contributions: 1) development
of a user-friendly Android Bitcoin wallet application that
supports both single-key and threshold signatures, ensuring
secure storing of private keys and sending of Bitcoins, 2)
optimization of the threshold signature scheme introduced by
[2], 3) integration of smartwatches into the threshold signature
scheme to provide an additional layer of security by acting
as hardware wallets, 4) experimenting and investigating the
viability of threshold signatures on the Bitcoin blockchain,
and 5) conducting extensive testing of the proposed solution.

The paper is organized as follows. Section II outlines the
used terminology. Section III presents our design and devel-
opment of a threshold signature wallet. Section IV presents
our experimental results. In the last section, we conclude this
work.

II. PRELIMINARIES

In this section, we introduce blockchain and threshold sig-
natures technologies as they are fundamental building blocks
of our implementation.

A. Bitcoin blockchain

The purpose of the Bitcoin blockchain is to provide a secure
and decentralized way for individuals and organizations to
conduct transactions without the need for a central authority or
intermediary. The ledger is maintained by a network of nodes
that work together to validate transactions and add them to the
blockchain. This means that no single entity has control over
the network, and all transactions are transparent and visible
to anyone who wishes to view them. Transactions are secured
using cryptographic algorithms and a consensus mechanism
known as proof of work. This ensures that transactions cannot
be tampered with or reversed, and that the network remains
secure and resistant to attacks. The Bitcoin blockchain is also
designed to be immutable. This ensures the integrity of the
network and provides a high degree of trust in the system.

The security of Bitcoin transactions relies on the cryptogra-
phy of private and public keys. Private keys are used to prove
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ownership of the cryptocurrency. They are needed for signing
transactions. They are kept secret by the owner of a Bitcoin
wallet. Public keys, on the other hand, are used to verify
transactions. They are derived from the private keys using child
key derivation and are publicly visible on the blockchain.

From the Taproot hard fork [3], Bitcoin uses the Schnorr
signature algorithm for securing transactions. This scheme
allows more efficient and secure transactions. Unlike the tra-
ditional Elliptic Curve Digital Signature Algorithm (ECDSA)
used in Bitcoin, Schnorr signatures allow for multiple inputs
to be signed together, reducing the size and complexity
of transactions on the blockchain. Accordingly, this permits
the implementation of multi-party computation schemes like
threshold signature algorithms.

B. Threshold Signatures

Threshold signatures allow multiple parties to sign a doc-
ument or any other data with a shared secret key without
revealing the key itself. This is achieved by dividing the
secret key into several parts and distributing them among the
parties. A predetermined number of parties must collaborate
to generate a threshold signature. This method significantly
reduces the risk of the key being lost or stolen and can adapt
to changing requirements over time.

Our proposal is based on Ricci et all [2] scheme that
involves 3 cryptographic primitives: Schnorr signature, Shamir
secret sharing scheme and Paillier cryptosystem. The scheme
consists of 3 stages: setup, signing and verification. Signing
entities can be divided into main and secondary signers. The
main signer initiates the signing process and has the final
signature. The secondary signer responds to a request from the
main device and has only a partial signature. In Algorithm 1,
the Setup stage is described. Security of transmitted data and
the ability to compute over encrypted data are achieved by the
Paillier cryptosystem and its homomorphic properties.

Algorithm 1 Setup

Phase 1 - generation of public and private values
1: generate at random d

(j)
1 , . . . , d

(j)
t−1

2: generate the Paillier’s key pair (pkp,j , skp,j)
3: generate at random kj in ZqEC

4: compute pkj = gkj

Phase 2 - computation of Shamir secret sharing values
1: Dh generates random value rj,h and computes ej,h =

Encpkp,j
(αj , rh)

2: Dh generates random value vj,h and computes ch =

e
αt−2

j ∗dh
t−1

j,h ∗ eα
t−3
j ∗dh

t−2

j,h ∗ · · · ∗ ed
h
1

j,h ∗ Encpkp,j (kj , vj,h)
3: if h = j, then Dj computes f(αj) = Decskp,j

(cj − 1) +

djt−1 ∗ α
t−1
j + · · ·+ dj1 ∗ αj + kj

Figure 1 depicts a sketch of the scheme. In the Signing
stage, the first thing is to specify who will join the signature.
The Signing stage also has two phases. In the first phase,
every signer who was specified to join the signature computes
a session key. This is done through interpolation. In the second

phase of this stage, every signer computes a commitment and
sends it to the main signer, who adds all the commitments
together and sends the aggregated commitments to secondary
devices. After that, every signer computes their partial sig-
nature with the Schnorr signature algorithm and sends it to
the main signer. The main signer finally aggregates all of the
partial signatures into a final signature.

Setup

Device 2

Device 3

Device 1

Legend
Shamir Secret Sharing
Scheme

Paillier Cryptosystem

Schnorr Signature

Signing

Secondary device 2Secondary device 1
Main device

Device1 Device 2 Device 3

Session key computation

Aggregation of partial signatures
Device x

Fig. 1. Stages of the base threshold scheme.

The final Verification stage is done via the Bitcoin
blockchain itself. This stage is described in Algorithm 2.

Algorithm 2 Verification

1: compute e = taggedHash(”BIP0340/challenge”, rsig+
pk +msg)%n

2: compute R = G ∗ ssig + pk ∗ (n− e)
3: if (R == r) return true else return false

III. DESIGN AND DEVELOPMENT OF THRESHOLD
SIGNATURE WALLET

In this section, we introduce the system architecture of our
threshold signature wallet application. Then, we discuss our
choice of Bitcoin blockchain over other blockchains, present
our modification of the base threshold signature scheme, and
finally, describe our wallet’s implementation details.

A. SYSTEM ARCHITECTURE

The architecture of the wallet application consists of four
main components: 1) the wallet back end with communication
with the Bitcoin blockchain, 2) the threshold signature module,
3) communication between devices via Bluetooth, and 4)
the Graphical User Interface (GUI). The wallet back end is
responsible for managing the user’s Bitcoin funds and com-
municating with the Bitcoin blockchain. It consists of several
sub-components, including the transaction manager, the key
manager, and the blockchain client. The transaction manager
is responsible for creating and signing Bitcoin transactions,
while the key manager is responsible for generating, storing,
and managing the user’s private keys. The blockchain client
communicates with the Bitcoin network to retrieve transaction
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data and submit new transactions. The threshold signature
module consists of several functions for generating private
and public values, computation and aggregation of partial
signatures, and verifying the final signature. The validity of the
threshold signature is always checked before it is submitted to
the Bitcoin network.

Communication channels between our system’s components
are depicted in Figure 2. Communication between devices is
achieved by using Bluetooth technology. The devices must be
paired before they can communicate with each other. Once
paired, the devices can exchange data using Bluetooth to
generate threshold signatures.

Internet

TCP/IP

Peer to peer nodesBlockchain

Secondary device n.1 Secondary device n.2 Secondary device n.x

TCP/IP

Bluetooth
Bluetooth

Main device

Fig. 2. Communication channels in our system.

The graphical user interface is the front end of the appli-
cation, which provides a user-friendly interface for the user
to interact with the application. It includes several screens,
including the wallet screen, the transaction screen, and the
settings screen. The wallet screen displays the user’s Bitcoin
balance, while the transaction screen allows the user to create
and sign new transactions. The settings screen enables the user
to configure the threshold signature module.

B. SELECTION OF BLOCKCHAIN TECHNOLOGY
There are several factors that lead us to choose the Bitcoin

blockchain as the target platform for our threshold signature
implementation. One of the most important factors is the fact
that the Bitcoin blockchain supports the Schnorr signature
scheme, which is a key component of the threshold signature
scheme our work is based on. In addition to its support for the
Schnorr signature scheme, the Bitcoin blockchain is the most
popular today. This means that a wealth of documentation
and resources is available for developers working with the
platform, making it easier to build and maintain a high-quality
implementation. Furthermore, the Bitcoin blockchain is stan-
dardized, which means a clear set of rules and specifications
must be followed to ensure compatibility with the network.
This makes developing and maintaining a secure and reliable
implementation easier, as the rules and specifications provide
a clear roadmap for developers to follow. To compare available
blockchains, some of the most popular blockchains are listed
and sorted by their market cap in Table I.

TABLE I
BLOCKCHAINS AND THEIR SIGNING PROTOCOLS

Blockchain Signing protocol
Bitcoin Schnorr signature

Ethereum ECDSA
Binance chain ECDSA

XRP ECDSA
Cardano EdDSA
Polygon ECDSA
Solana EdDSA

Polkadot Schnorr signature

C. THRESHOLD SIGNATURE SCHEME MODIFICATION

The base threshold signature scheme we used in our imple-
mentation was initially developed as a standalone protocol and
did not consider the specific requirements and characteristics
of the Bitcoin blockchain. As a result, we needed to modify
the scheme to ensure it was optimized for use in the Bitcoin
blockchain. More precisely, the very last stage of the scheme,
where partial Schnorr signatures are computed, had to be
modified.

In the former scheme, the commitment c is computed as
gr, where r is a random number. In Bitcoin, the value r is
not entirely random. Firstly value t is computed as byte-wise
xor of the user’s private key and a tagged hash of a random
number. The value c is then computed as a tagged hash of a
concatenation of t, the user’s public key and the message. The
challenge e is also computed differently as a tagged hash of
a concatenation of c, the user’s public key and the message.
The prove s is computed the same way in both schemes. The
final signature is a pair of c and s.

Another problem of the former scheme is the rogue-key
attack. This attack can be mitigated by requiring that users
prove possession of the secret key, e.g., by attaching a zero-
knowledge proof of knowledge to their public keys. We
used the solution from MuSig protocol [4] to exercise this
approach. The challenge e is computed as e = Hagg(L,Xi) ∗
Hsig(X̃, R,m), where X̃ is the aggregate public key corre-
sponding to the multiset of public keys L = {X1, . . . , Xn}.

In Algorithm 3, the signature generation of the base thresh-
old signature is described. The parts highlighted in red are
parts that we modified.

D. IMPLEMENTATION DETAILS

The application was developed in Kotlin using Android
Studio, with a minimal version of applications programming
interface (API) 21: Android 5.1 Lollipop and target API 31:
Android 12 Snow Cone. This satisfies about 99.2 % of all
Android devices and satisfies the condition for releasing the
application on Google Play. The application supports both
mobile phones and smartwatches.

The wallet back end is powered by the bitcoin-kpm library
[5], which provides a comprehensive set of functions for
managing the derivation of Bitcoin keys and creating and
signing transactions. We use traditional mnemonic codes with
a base of 24 words for the seed. But the users can choose
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Algorithm 3 SignatureGen({sj}j∈Jt ,m)

1: for j ∈ Jt do: ▷ run privately by each Dj (i.e., MD
and SDs )

2: tj = kj xor taggedHash(”BIP0340/aux”, aux)
3: cj = taggedHash(tj ||pkj ||m) mod qEC ▷ SDs

send cj to MD
4: end for
5: c =

∏
j∈Jt

cj ▷ run by MD, c and m sent to SDs
6: for j ∈ Jt do: ▷ run privately by each Dj (i.e., MD

and SDs )
7: e = taggedHash(”BIP0340/challenge”, c||pk||m)
8: zj = rj − e ∗ sj mod qEC ▷ SDs send zj to MD
9: end for

10: z ←
∑

j∈Jt
zj mod qEC ▷ run by MD

11: return σ = (c, z)

their own 25th word to enhance the security even more. All
the data is stored in MODE PRIVATE, so no one except
the application has the right to access it. For the blockchain
client, we created a library that uses the Blockstream API
[6] and communicates with their public node. This library
provides a simple and efficient way to interact with the
Bitcoin blockchain via posting and getting requests, allowing
users to view their balances and perform transactions. The
threshold signature module is a critical component of our
application, and we developed two libraries to support it. The
first library is the Paillier Cryptosystem, which is used to
encrypt the secret values before they are distributed to the
participants. The second library is the Bitcoin elliptic curve
(secp256k1) library, which is used for every computation with
the elliptic curve. These two libraries are combined to create
the threshold signature module. Furthermore, we implemented
Bluetooth connectivity using Wearable Data Layer API to
facilitate communication between devices. This allows users
to securely communicate and exchange information between
devices without needing a network connection or other exter-
nal infrastructure. Finally, the graphical user interface of our
application uses standard .xml and activity architecture. For
the main layout, the constraint layout was chosen.

IV. EXPERIMENTAL RESULTS

For our testing scenario, we used a combination of a mobile
phone (Samsung Galaxy S9+) and a smartwatch (Samsung
Galaxy Watch5 Pro) since they are the most common usage
for potential everyday users of our application. This makes
our testing scenario a 2-of-2 threshold signature. In order to
evaluate the performance of our proposal, we conduct tests on
both devices, specifically focusing on the execution time of
the setup and signing phases. The findings about the execution
time of the scheme and data transfer of the phases for each
device are presented in Table II.

Our application successfully builds, signs and transmits
transactions which are accepted by the Bitcoin blockchain i.e.,
the final verification part was also a success. One of those
transactions can be viewed in Figure 3, showing a screenshot

TABLE II
BENCHMARKS IN SECONDS OF THE SETUP AND SIGNING PHASES

Setup Signing
Scheme Data transfer Scheme Data transfer

Phone 0.13 0.12
Smartwatch 0.28 1.04 0.22 0.71

Total 1.45 1.05

from the Bitcoin Core application. Even though our threshold
signature is constructed using multiple partial signatures, it has
the same length and appearance as a normal simple single-key
Schnorr signature, making it indistinguishable from any other
Schnorr signature. This ensures efficient use of memory space
and grants users a high level of anonymity.

Fig. 3. Transaction made by our application.

V. CONCLUSION
In this paper, we design and implement an Android Bitcoin

wallet that supports threshold signatures. The wallet applica-
tion shows the practicality of using threshold signatures and
smartwatches to enhance the security of Bitcoin transactions.
The integration of smartwatches as an additional security layer
provides users with physical authentication for transaction
authorization, making transactions more secure. We have
tested the application extensively, and it is capable of handling
both single-signature and threshold-signature transactions ef-
ficiently and securely. Further improvements can be made to
optimize the threshold signature protocol, enhance the user
interface, and support other blockchain networks.
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Abstract—This paper addresses challenges in building a cyber
range platform and presents the design, implementation, and
testing of a software platform for cybersecurity education, which
scope ranges from technical universities to high schools. Our
contribution is a multi-level approach to cybersecurity education,
which is applied through extensive testing with students from two
different technical universities and high schools.

Index Terms—BUTCA, Capture the Flag, Cyber Arena, cyber
range, cybersecurity, education, testing, training

I. INTRODUCTION

From the cybersecurity perspective, information and com-
munication technologies are facing numerous types of threats,
including malware, password attacks, denial of service (DoS),
spam, injection attacks, and many others. These threats have
been rapidly increasing recently and are expected to continue
to grow at the same or even higher rates. No one is 100%
immune to cyberattacks, from government organizations to
smaller family-owned businesses or ordinary internet users.
Therefore, it is crucial to educate both the public and experts
so that they can identify potential attacks, prepare for their
consequences, and generally know how to mitigate these
security threats. These requirements can be fulfilled by a cyber
range (CR) [1], [2] – the platform responsible for the complete
preparation of simulated scenarios where users are exposed
to different challenges. Cyber ranges are innovative solu-
tions designed to prepare security environments for effective
user training against today’s cybercrimes. They can replicate
thousands of scenarios for beginners and professionals alike,
and offer a great opportunity in the academic sector to test
theoretical information in practice.

One of the main challenges in building a cyber range is the
complexity of the process. A cyber range typically involves a
simulated network environment with various virtual machines,
servers, and other components that are designed to emulate
real-world cybersecurity scenarios. Designing and building
such an environment can be a time-consuming, expensive,
and technically challenging task, requiring expertise in areas
such as networking, virtualization, development, and security.
Additionally, maintaining and updating a cyber range can be
an ongoing challenge, as new cyber threats and vulnerabilities
emerge and need to be incorporated into the training scenarios.
As a result, many organizations may struggle to build and
maintain their cyber ranges, leading to a lack of effective
cybersecurity training and educational resources [3].

A particular challenge in building a cyber range platform is
providing an effective interface for administrators to control
the whole platform and on the other side guide users through
the prepared scenarios. This paper addresses these challenges
and introduces the reader to the Brno University of Technology
Cyber Arena (BUTCA) administration interface. The main
function of this application is to provide administrators with an
easy-to-use environment for controlling scenario creation and
restoration to their original state, user management, and basic
connectivity to the OpenStack virtualization platform through
instances that are created when the user launches the selected
scenario. Additionally, the application allows administrators
to monitor and track the total cloud resources available at
BUTCA. All of these functions are managed from a central
application without the need to connect to other tools.

II. RELATED WORK

Currently, several analyses are available that compare the
various properties and functions of different types of CRs. In
literature, at least 6 quality publications have been found that
address this topic in the time span between 2013 and 2021.
Most of the publications are focused on general CR types
[4], [5]. Papers by Holm [6] and Kucek [7] are particularly
focused on CRs with the ICS (Industrial Control System)
and CTF (Capture the Flag) support. The most detailed article
by Chouliaras [8] presents a review of CRs and, in addition
to an analysis of the available literature, includes structured
interviews with agencies and academic institutions that directly
own and develop their CR. Chouliaras’s article generally pro-
vides a comprehensive analysis of approximately 25 CRs and
the description of 10 platforms is further expanded to include
supported features and tools used. Although the number of
CRs examined is the smallest compared to other research,
the treatment is the most comprehensive of all. On the other
hand, Yamin’s research [1] examined the largest number of
CRs (about 100), but the analysis only compared the basic
features of the platforms.

The features relevant to the BUTCA platform presented in
this paper are the custom administration software and the type
of environment built by the CR. Table I provides a summary of
basic information about CR platforms, including BUTCA (last
row). The overview is based on [2] and has been extended by
[8]–[28]. A total of 8 CRs were excluded from the overview
due to the unavailability of information.
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TABLE I: Overview of CR platforms basic information

Cyber range operator Administration SW Environment
KYPO CRP ✓ EM
Florida Cyber Range ✗ −
Virginia Cyber Range ✓ EM
Cylab.be ✓ S
AIT Cyber Range ✓ HCP
Norwegian Cyber Range ✓ EM, HCP, S
JYVSECTEC ✓ EM, HCP, S
CRATE ✓ HCP
Silensec Cyber Range ✓ −
CYBERIUM (Fujitsu) ✓ EM
DECIDE (NUARI) ✓ −
Hack the Box ✓ EM
TryHackMe ✓ EM
Georgia Cyber Range − EM
Cyberbit Cyber Range ✓ S
Airbus Cyber Range ✓ S
IBM X-Force C-TOC ✓ −
PwC Cyber Arena ✓ −
Cybexer ✓ EM
Raytheon Cyber Range ✓ S
CR14 NATO Cyber Range ✓ EM, HCP, S
RangeForce ✓ EM
BUTCA ✓ EM, HCP, I

Legend:
EM: Emulation HCP: Hybrid/Cyberphysical S: Simulation
I: Industry −: Information not available

The comparison above shows that most cyber ranges use
proprietary software for administration and their environment
is emulation-based. We have expanded our focus to include
HCP and are the only ones listed to cover the industrial sector.

III. PROPOSED SOLUTION

The proposed platform was created as part of an applied
research project (VI20192022132), whose main goal was to
develop a platform for research, testing, and education in
cybersecurity. In terms of education, our primary focus was to
support teaching for our Information Security study program,
but we also extended our scope to high schools.

Users primarily log in to the application using a Microsoft
account. There is also an option to register a new account using
any email address, such as for invited guests who do not have
a university account. All users are further divided into groups,
typically by study courses or organization, to determine which
game scenarios are available to them.

All scenarios have a maximum number of players and can
also be limited by time. If an administrator starts a scenario
(it is disabled by default), a user can only join if there is an
available slot and can only run one scenario instance until they
finish or run out of time. Players complete individual tasks
and take a final test to verify their knowledge. Once the test is
completed, the player’s current ranking is displayed along with
their total score. Players can also view a scoreboard and table
of other players in the scenario during and after the game.
Additionally, the administrator can remove a user instance at
any time, view a log of incorrect answers for a given scenario,
or view the scoreboard of all users’ scores.

A. High-Level Architecture

The BUTCA platform consists of 3 components: application
server, database, and Ansible AWX1. All of these components
run in a virtual machine (VM) on top of the main part, which
is the OpenStack cloud computing platform. The deployment
and communication flow of all components are illustrated in
Figure 1. Communication between the client’s web browser
and the application server is based on the Model-View-
Controller (MVC) architectural pattern.

Client

Browser

Applicaton server AWX

OpenStack

SQL

Database

Service

Interaction
SQL query

Virtualization

Automation

MVC

Fig. 1: High-level diagram of key components

B. Implemented Platform

We host all components of the BUTCA platform ourselves,
including the web application for users and administrators,
logging and monitoring, and the educational scenarios that we
have created. One of the key advantages of our solution is
the easy creation of scenarios and their gamification (story
with prologue and epilogue, competitions, etc.). Our goal was
to simplify the entire process for all users, so we developed
a unified interface that allows administrators to manage all
scenarios from a single application. Each game instance for
connected users is composed of several tasks in a predefined
linear scenario. Each task has a specific assignment that is
either educational (more instructional) or part of the gamifi-
cation story (more challenging). Tasks contain hints, the use
of which may be penalized by the loss of points for the given
task, and the last hint reveals the correct answer, but with a
loss of 100% points. Furthermore, additional resources can
be attached to the task, such as PDF files, multimedia files,
ZIP archives, etc. The primary objective of each task is to find
the flag, which represents the correct answer, similar to classic
CTF (Capture the Flag) games. The user interface components
described above are shown in Figure 2.

1The automation of complex processes is handled by the Virtualization
Stack project in Ansible AWX, which is an open-source automation task
engine with API (Application Programming Interface) developed by Red Hat.
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Fig. 2: User interface of the BUTCA (left – scenario instances, right – main dashboard)

IV. TESTING AND EVALUATION

In total, the following 6 playtests with students were orga-
nized from Dec. 2021 to Dec. 2022:

1) 47 students, FEEC Brno University of Technology.
2) 10 students, Secondary Technical School in Třebı́č.
3) 28 students, Brno Grammar School, tř. Kpt. Jaroše.
4) 60 students, FEEC Brno University of Technology.
5) 42 students, Secondary Technical School in Třebı́č.
6) 29 students, Tampere University (TAU).
During all playtests, logging and monitoring were conducted

to track the following: incorrect answers, hints used, time taken
to complete each task and scenario, final test points, overall
scores of students, and feedback provided.

Based on the testing results, the difficulty was appropriately
set and did not require any modifications in the future. Most
of the students completed the tasks with at least one hint.
However, one task needed a correction in the correct answer,
which was a Base64 decoded string. According to the recorded
incorrect answers, most of the students entered the correct
result but in the wrong format, such as using lowercase instead
of uppercase or subtracting spaces. The reason for these errors
was that the students used different decoding tools, and some
of them decoded the string differently than its original version.
Therefore, the encoded string was modified to a single word
consisting of only numbers and a special character to avoid
such variations when using different tools.

Furthermore, we have established research cooperation with
Tampere University to collect feedback based on the Attention,
Relevance, Confidence, Satisfaction (ARCS) model [29]. For
a better perspective of the collected feedback, we use the
Reduced Instructional Materials Motivation Survey (RIMMS)
version of the Keller’s original survey, validated by [30], in
which we have modified the survey items to fit our context.
In the post-survey, students also assess how various CTF
properties and CTF tasks affected their satisfaction, and how
meaningful these properties and tasks were for their learning.

In addition, they also assess how their general interest in
cybersecurity changed due to these tasks and properties, which
provides valuable feedback for teachers.

Surveys conducted during the playtesting with educational
institutions investigate the interest in the BUTCA platform and
cybersecurity in general, as well as the difficulty and quality of
each task customized for particular scenarios. As an example,
one result from a survey completed by 31 students from
Secondary Technical School in Třebı́č is shown in Figure 3.
Charts in the figure indicate that students would welcome
more playing sessions at the BUTCA, and a higher number
of students would be satisfied if the playing sessions could
take place on their campus without the need to commute to
the Brno University of Technology.

96.8%

Yes

3.2%

No

(a)

77.4%

Yes

22.6%

No

(b)

Fig. 3: Would you be interested in taking part in further testing
of the BUTCA at (a) Secondary Technical School in Třebı́č /
(b) Brno University of Technology in the future?

In the future, we plan to include Czech students in research
with Tampere University that focuses more on evaluating the
effectiveness of cybersecurity education using cyber ranges
in comparison to conventional teaching and learning, such as
common lab tasks using VirtualBox or VMware.
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V. RESULTS AND DISCUSSION

From a technical point of view, our solution has passed
all the tests successfully. However, there were some issues
related to the user interface (UI) and user experience (UX)
based on feedback from the involved students. Specifically,
these include the organization of the help section, multi-level
user access to the platform, and more detailed description
of scenarios in the main menu. We will take all of these
suggestions into account in the future development and focus
on improving the UI and UX of the BUTCA.

Although the originally proposed solution was focused on
supporting cybersecurity teaching at FEEC BUT, the idea of
expanding educational scenarios to high schools arose during
the platform development. Additionally, the user interface of
BUTCA has been translated into English, opening up potential
international collaborations, such as the current collaboration
with the Tampere University. With increasing interest from
other universities and high schools, we plan to redesign the
current architecture of BUTCA to meet the CRaaS (Cyber
Range as a Service) model, enabling students to play CTF sce-
narios directly from their university or high school. Our multi-
level approach to cybersecurity education does not require any
significant technical changes, and its implementation involves
only creating scenarios with appropriate difficulty levels for
the targeted level of study.

Based on the results achieved, new questions and sugges-
tions for improving the current state of our solution have
arisen. Future research and development will require further
testing. By expanding the target group to include high schools,
we can carry out testing with more subjects. In addition, estab-
lishing long-term cooperation with the Tampere University can
help to continuously improve BUTCA, obtain more feedback,
and collect research data.
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Abstract—This work has developed a network toolkit in
Python to automatically carry out several network attacks and
security vulnerability testing when operating IPv6. Specifically,
the program can be used to launch specified practical types
of attacks according to the user’s direction such as DoS
(Denial of Service), dumping servers, spoofing or bypassing the
firewall. The essence of these attacks is based on the inherent
vulnerabilities of Extension headers, and protocols such as
ICMPv6 (Internet Control Message Protocol), DHCPv6 (Dynamic
Host Configuration) Protocol, which are the most important
protocols in the IPv6 network operation. In addition, the analysis
and illustrations have been presented, which can help network
analysts to have a clearer understanding of the potential dangers
that could arise from implementation of IPv6. From there,
they can propose appropriate solutions to eliminate or mitigate
damage when attacks occur.

Index Terms—IPv6, ICMPv6, Toolkit, Network security,
Attack, Python, Kali Linux, Scapy

I. INTRODUCTION

IPv4 recently reached its limit in terms of the number
of addresses. There are also many limitations that cannot
be completely overcome when working with protocols under
IPv4. Therefore, IPv6 has been and is being widely deployed
in the infrastructure facilities of many internet service
providers (ISP) and also content delivery networks (CDN). As
a matter of course, the novelty of IPv6 can pose difficulties
for security systems as well as network analysts in detecting
and preventing potential security vulnerabilities or attacks. The
potential threats have prompted the development of tools that
can simulate network attacks. From there, network experts
can analyze, acquire experiences, and take countermeasures
to protect the system from service disruption or loss of
information data or unscheduled costs.

To run this toolkit, it is necessary to have Python 3.x and
the latest version of Scapy library (obtained from GitHub link
[1]). Scapy is a Python-based packet manipulation library that
allows users to create, send, and capture network packets.
It provides a simple and powerful interface to interact with
different layers of network protocols, including Ethernet, IPv6,
ICMPv6, DNS (Domain Name System), TCP (Transmission
Control Protocol) and UDP (User Datagram Protocol). Kali
Linux, which is a popular and powerful Linux-based operating
system, is used for sending packets created by this Python

network toolkit and capturing messages due to specific
purposes.

There are several IPv6 toolkits available that are specifically
designed to help with IPv6 network testing and analysis such
as Thc-IPv6 [2], Chiron [3] and Ipv6-toolkit [4]. These tools
have some limitations. For example, when performing flooding
attacks, Thc-ipv6 only has a low packet sending rate per
second. This leads to the fact that it does not really disable
victims or make them unresponsive in many cases. Chiron
only runs on the Python 2.7 platform, so it is not widely used
due to lacking many language features, community support,
and compatibility with modern systems today. IPv6-toolkit is
probably too complicated in the way of inserting parameters,
which requires users to thoroughly research each detail if they
want to use it properly.

The newly designed network toolkit is planned to fix
some weaknesses of above mentioned tools and provide some
additional functionalities in particular cases. Specifically, this
designed toolkit can launch DoS attack with the maximum
rate 70000 packets/second (compared to 20000 packets/second
with the same type and size in case of Thc-IPv6). Moreover,
user can easily observe the possible responses and attacking
results shown in the terminal when running the toolkit. This
feature is not available at all other mentioned toolkits even
though they are more complicated for user to launch. The
toolkit is still being further developed and its current source
code is available at https://github.com/vafekt/IPv6-toolkit.

II. BASIC DESCRIPTION OF THE DEVELOPED NETWORK
TOOLKIT

At present, this network toolkit is comprised of the
following modules, which can be used for specific purposes
such as sending, sniffing, detecting and attacking:

• ping.py: A tool that sends ICMPv6 Echo Request
messages from specified source to destination. Users are
able to define how many packets to send, the size of data,
option to send the file and the Ping Flood attack.

• routing header.py: A tool that sends ICMPv6 Echo
Request messages from specified source through defined
intermediate hops to the destination. The Flood attack is
included to slow down every hosts on the way to the
destination.
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• destination header.py: A tool that sends SYN or
ICMPv6 packet with several options of Destination
Option header such as 1x Destination Option header;
1x Destination Option header with hidden data; 3x
Destination Option headers; 100x Destination Option
headers and 200x Destination Option headers for
checking abilities to bypass the firewall.

• fragment header.py: A tool that sends SYN or ICMPv6
packet with several options of Fragment header including
1x atomic fragment (with same id and different id);
3x atomic fragment (with same id and different id);
100x atomic fragment (with same id and different id);
tiny fragments and overlapping fragments. It is used for
checking abilities to bypass the firewall.

• redirect.py: A tool that sends Redirect message to a
victim host, causing it to update its routing table with
a new, incorrect route to a destination host. The flooding
option is also included to cancel the legitimate routing
permanently.

• mldv2 query.py: A tool that sends several types of
Multicast Listener Discovery version 2 (MLDv2) Query
message to discover multicast listeners in the network or
pretend to be the multicast router. It also has the option
of flooding attack to make the target unresponsive.

• mldv2 report.py: A tool that sends Multicast Listener
Discovery version 2 (MLDv2) Report message to inform
routers about the multicast groups that have active
listeners on a network segment, add or delete multicast
listeners. DoS is included as option flooding attack.

• covert channel.py: A tool that performs hidden
communication between two specified entities by using
Covert Channel in Extension headers. It has option
to encrypt the file with AES (Advanced Encryption
Standard) or DES (Data Encryption Standard).

• detect alive.py: A tool that detects active hosts on the
attached local link, including their IPv6 addresses and
link-layer addresses.

• detect new.py: A tool that detects new hosts joining the
attached local link based on Duplicate Address Detection
(DAD) process.

• neighbor solicitation.py: A tool that sends Neighbor
Solicitation message to specified target for resolving
link-layer address and status of that victim, together with
option to flood it.

• neighbor advertisement.py: A tool that answers every
Neighbor Solicitation message with a falsified Neighbor
Advertisement message for spoofing address resolution.

• router solicitation.py: A tool that sends arbitrary Router
Solicitation message to specified target, with option to
flood.

• router advertisement.py: A tool that sends arbitrary
Router Advertisement message to specified target with an
aim to spoof attack, changing the default router, creating
bogus IPv6 prefix on the link or poisoning routing entries.
The option to flood is included to cause DoS on the target.

• prevent autoconfiguration.py: A tool that prevents

every host on the local link from auto-configurating
its global IPv6 addresses. Therefore, these hosts cannot
communicate with the external network.

• implant mtu.py: A tool that implant the Maximum
Transmission Unit (MTU) to a specified target, so the
victim can only transfer data up to this defined MTU.

• smurf.py: A tool that triggers smurf attack to flood a
specified target.

• flood dhcpv6.py: A tool that kills all DHCPv6 servers
with enormous falsified DHCPv6 Solicit messages and
option Rapid Commit.

• dhcpv6 server.py: A tool that operates as a fake
DHCPv6 server.

To launch the program properly, users must access to
the directory of the toolkit, choose one of the tools and
run it as root. When starting the module, it is necessary
to insert specific parameters (users must define at least the
network interface to use). At any time when needing help,
users can run the particular tool with -help switch for more
information, which is shown in Fig. 1 for the case of tool
router advertisement.py.

Fig. 1: Manual page of router advertisement.py tool.

III. BRIEF DESCRIPTION OF THE TESTING ENVIRONMENT

The testing is implemented in the virtual machine
environment powered by GNS3. There are overall 7 devices
including 2 Cisco routers; 1 Ethernet switch; 1 Kali Linux
PC with version 2022.4; 1 Windows 10 Home PC and 2
Ubuntu PCs with version 22.04.1 LTS (Long-term Support).
The network topology is depicted below in Fig. 2.

Router R1 and R2 are the legitimate default routers
on their network segments (2001:db8:abcd:1::/64
and 2001:db8:abcd:3::/64, respectively). These two
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Fig. 2: The testing network topology with address specification (/64 prefix used in all subnets).

routers provide Router Advertisement to clients for address
auto-configuration. The PCs from number 1 to number 3 reside
on the local link of router R1, while PC4 locates on the
network of router R2. All PCs are the clients in the model,
and PC1 (Kali Linux) takes on the job of being an attacker in
specific situations, which will be mentioned later.

In the scope of the article, two tools including
detect alive.py (section IV) and neighbor advertisement.py
(section V) from the toolkit are presented briefly to see how
they impact victims and/or the network operations.

IV. BRIEF DESCRIPTION OF THE DETECT ALIVE.PY TOOL

Before executing any type of attack, it is essential to get
information about active hosts on the attached link and about
the target. Ping sweep or similar brute force scans is usually
applied in IPv4, but conducting this type of scan of all IPv6
addresses is impractical due to the vast address space of IPv6
subnets. Instead, this stage can be carried out by transmitting
ICMPv6 Echo Request messages (or similar packets) to the
all-nodes multicast address.

However, not all nodes respond to the normal ICMPv6 Echo
Request (notably, machines running Windows system often
ignore this type of packet). Therefore, the idea of sending an
additional type of packet, which is called malformed ICMPv6
Echo Request, is implemented. In this packet, an unknown
option of Destination header is inserted (depicted in the yellow
frame of Fig. 3) to make hosts unable to process the packet.
Then, all hosts should send a Parameter Problem response
(shown as the red frame of Fig. 3) back to the attacker. This
has been defined in specification RFC 4884 [5]. As a result,
information such as IPv6 address and MAC address of victims
are exposed.

That is what the tool detect alive.py performs. In the
scenario (Fig. 2), it is taken into account that all devices are
in active mode. From PC1 (Kali Linux), which is the attacker,

Fig. 3: Illustration of captured malformed ICMPv6 Echo
Request packet and its responses.

Fig. 4: The operation and result of detect alive.py tool after
running.

the tool is launched as shown in the Fig. 4. The toolkit sends
ICMPv6 Echo Request packets using both IPv6 link-local and
global source addresses in order to get the link-local and global
ones from victims.
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After launching the attack, there are 3 hosts found on the
local link (Fig. 4). In the local network containing attacker’s
PC1, there are 3 hosts including Router R1, PC2 (Windows),
and PC3 (Ubuntu). The red frame contains address information
about PC2, the yellow frame is from PC3, and the blue frame is
from router R1. Therefore, the program has operated correctly.
Obtained addressing information could be used when using
other tools.

V. BRIEF DESCRIPTION OF THE
NEIGHBOR ADVERTISEMENT.PY TOOL

This tool executes Neighbor Advertisement spoofing
attack. Specifically, if the attacker (PC1) responds to a
Neighbor Solicitation (NS) message with a falsified Neighbor
Advertisement (NA) that contains his own link layer address,
he can disrupt the process of resolving link layer addresses.

Since the victim (router R1, PC2 or PC3) accepts this NA
packet, it will start sending all data link frames to the MAC
address of the attacker. If the attacker goes a step further and
uses a falsified NA message to spoof the destination node, he
can carry out a man-in-the-middle attack, which allows him to
intercept and read all data transmitted between the two parties
involved in the conversation, as depicted in Fig. 5. The attack
in progress is shown in Fig. 6.

Fig. 5: Illustration of Neighbor Advertisement spoofing attack
in the scenario.

Fig. 6: The running program of detect alive.py tool.

In this scenario, when first communicating with PC3,
PC2 sends Neighbor Solicitation message for achieving
the link layer address of PC3. The attacker PC1 spoofs
the PC2, as the result is described in Fig. 6. The attacker
then pretends to be PC3. By allowing traffic forwarding
(sysctl -w net.ipv6.conf.all.forwarding=1)
in Kali operating system, the attacker now becomes
man-in-the-middle, which means PC2 cannot communicate

directly with PC3 but the PC1 (attacker) will receive the data
from PC2 and forward it to PC3.

Besides, it is worth noting that this attack can occur in two
directions, meaning that PC1 (the attacker) spoofs PC3 in the
opposite direction and pretends to be PC2. As a result, the
entire information exchange process between the two PCs is
completely interfered by the attacker. Similarly, we can use
this attack to pretend to be legitimate default gateway of the
network and become man-in-the-middle for whole network.

As can be seen from the Listing 1, the neighbor cache
of PC2 (Windows) are observed to change as soon as PC2
and PC3 start sending messages to each other. The same
thing happens to the neighbor caches of PC3. After the
attack happens, the link layer address of PC3 changes from
the real one (00:0c:29:97:c6:bc) to a new address
(00:0c:29:8c:0b:0d), which is actually the link layer
address of the attacker PC1. This allows the attacker to redirect
all IPv6 connections through his machine.
# Before the attack
C:\WINDOWS\system32>netsh interface ipv6 show neighbor

Internet Address Physical Address
------------------------------------ -----------------
2001:db8:abcd:1::1 ca:01:11:f5:00:08
2001:db8:abcd:1:1a4:2296:7e2c:8941 00:0c:29:8c:0b:0d

2001:db8:abcd:1:1f0a:2e5c:cb6:ddf4 00:0c:29:97:c6:bc

# After the attack
C:\WINDOWS\system32>netsh interface ipv6 show neighbor

Internet Address Physical Address
------------------------------------ -----------------
2001:db8:abcd:1::1 ca:01:11:f5:00:08
2001:db8:abcd:1:1a4:2296:7e2c:8941 00:0c:29:8c:0b:0d

2001:db8:abcd:1:1f0a:2e5c:cb6:ddf4 00:0c:29:8c:0b:0d

Listing 1: The neighbor cache in PC2 (Windows) before and
after the happening attack (outputs shortened).

CONCLUSIONS

The structure of the network toolkit for exploiting IPv6
security vulnerabilities has been briefly described with
concrete modules. The toolkit is still under development, yet,
it has removed some drawbacks of other available attacking
toolkits. Two modules (section IV and V) have been briefly
presented to prove the workability of the toolkit. In the future,
this toolkit is continuing to be developed with more features
(types of attack, related options) and to be more user friendly.

REFERENCES

[1] P. Biondi, Scapy, [online] Available: http://www.secdev.org/
projects/scapy.

[2] M. van Hauser. THC IPv6 Attack Toolkit, [online] Available:
http://www.thc.org/thc-ipv6/

[3] Chiron, [online] Available: https://www.secfu.net/tools-scripts/
[4] IPv6-toolkit, [online] Available: https://www.kali.org/tools/ipv6-toolkit/
[5] Extended ICMP to Support Multi-Part Messages, [online] Available:

https://www.rfc-editor.org/rfc/rfc4884
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[7] Kurose, J. F., Ross, K. W., Computer networking: a top-down approach.

7th global ed. Essex: Pearson, 2017, 852 s. ISBN 978-1-292-15359-9.

128



NXP Semiconductors se zabývá vývojem a výrobou mikroprocesorů a analogových

součástek pro automobilový a spotřební průmysl, počítačové sítě a bezdrátové 

technologie. V České republice je společnost NXP Semiconductors zastoupena 

vývojovými centry v Rožnově pod Radhoštěm a v Brně. Nově jsme otevřeli i 

kanceláře na UTB Zlín a VŠB TU v Ostravě.

NXP je světová špička v oblasti NFC technologií, Wireless charging či 

Automotive Electronics. Kariéra ve firmě NXP Czech Republic znamená příležitost 

spolupracovat s těmi nejlepšími odborníky, v přátelském R&D prostředí.

V moderních laboratořích pracuje mezinárodní tým, čítající více než 400 embedded

software odborníků, z oblastí Wireless charging, Motor Control, Security and 

Connectivity, Functional safety, Operating Systems, Analog Products, Customer 

Support, Software Validation and Verification, Industrial Connectivity, Pricing a 

Marketing a v neposlední řadě zákaznické centrum spolu s technicko-obchodním

oddělením.

https://nxp.wd3.myworkdayjobs.com/careers?Location_Country=fc078443155c4ad294201ecf5a61a499


www.nxp.com/czechrepublic

Hledáme talentované STUDENTY

Studentům nabízíme:

• Spolupráci s kapacitami svého oboru
• Práci na reálných projektech, technický 

mentoring
• Výborné mzdové ohodnocení a časovou 

flexibilitu
• Pomoc s bakalářskou, diplomovou či disertační 

prací
• NXP Cup – soutěž autonomních autíček 

s hlavní cenou 10 000 USD

Jak se zapojit?

Přihlaste se na 
studentské či 
absolventské 

pozice skrze QR 
kód výše, nebo nás 

kontaktujte na:

josef.halamik@nxp.com

mailto:Josef.halamik@nxp.com
https://nxp.wd3.myworkdayjobs.com/careers?Location_Country=fc078443155c4ad294201ecf5a61a499


Blood pressure estimation using smartphone
1st Jan Šı́ma
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Abstract—This paper presents an experimental cuff-less mea-
surement of systolic (SBP) and diastolic blood pressure (DBP)
using smartphone. A photoplethysmographic signal (PPG) mea-
sured by a smartphone camera is used to estimate blood pres-
sure (BP). This paper contains comparison of several machine
learning (ML) methods for BP estimation. Filtering the PPG
signal with a band-pass filter (0.5-12 Hz) followed by feature
extraction and using Random Forest (RF) methods separately
or as a weak regressor in adaptive boosting (AdaBoost) or boot-
strap aggregating (Boosting) reached the best results according
to Association for the Advancement of Medical Instrumentation
(AAMI) and British Hypertension Society (BHS) standards
among all regression ML models. The mean absolute error
(MAE) and standard deviation (SD) of Bagging model were
4.532±3.760 mmHg for SBP and 2.738±3.032 mmHg for DBP
(AAMI). This result meets the criteria of the AAMI standard.

Index Terms—blood pressure estimation, cuff-less measure-
ment of blood pressure, machine learning

I. INTRODUCTION

Cardiovascular diseases (CDC) are currently the leading
cause of death in the world. For example, in 2019, 17.9 million
people died from CDC (32 % of all global deaths) [1].
The main cause is neglected prevention and early detection
of symptoms leading to CDC. Some of the symptoms of CDC
cannot be revealed at a routine check-up at the doctor’s
office. Therefore, there is a need for continuous long-term
monitoring. Common and important predictors of CDC include
hypertension. Its symptoms are high heart rate (HR), severe
palpitations, fatigue, shortness of breath, etc. The diagnosis
of hypertension is confirmed after a sustained blood pressure
(BP) above 140/90 mmHg [2].

Therefore, the solution to this global problem is to increase
CDC prevention globally by using smart wearable devices that
can sense and analyze a given biological signals continuously.

In recent years, research and development in the field
of BP measurement have focused on sensing and analyzing
biological signals using smartphones and smartwatches. Their
biggest advantage is that they are user-friendly and affordable.
Plus, they are widespread and comfortable, because the BP
measurement is cuff-less.

There were 6.26 billion smartphone users in 2021, the ma-
jority of the world’s population [3]. If every smartphone user
could monitor their BP it would significantly improve CDC
prevention or at least early diagnosis.

This paper describes an experimental measurement of BP
using a smartphone and a comparison of the application of ma-

chine learning (ML) methods for estimating systolic blood
pressure (SBP) and diastolic blood pressure (DBP). The bio-
logical signals that can be sensed by a smartphone to estimate
BP is photoplethysmographic signal (PPG) and phonocardio-
graphic signal (PCG).

Smartphones or watches are exactly the devices that are
suitable for non-invasive, cuffless pressure monitoring. Re-
cently, PPG signals have been used to estimate BP. When
a LED-illuminated finger is videorecorded, the change in tissue
volume is captured in the resulting video frames by varying
the brightness of the image. Current BP influences the strength
of pulse wave and its morfology. Methods for estimating BP
from PPG signals can be divided into mathematical approaches
and ML approaches. In this paper, only ML approaches are
used.

The chapter II describes the entire experimental mea-
surement procedure and analysis. As an experimental data
for cuffless BP estimation, PPG and PCG signals were sensed
using smartphone in-built sensors. Reference BP was sensed
with a certified medical device. Furthermore, preprocessing,
datasets description, signal quality estimation, feature ex-
traction, and ML methods that were used to estimate SBP
and DBP are presented in this chapter. In chapter III, the re-
sults of BP estimation using different ML approaches are
compared. Error assessment of the regression models was per-
formed based on standard of Association for the advancement
of medical instrumentation (AAMI) and standard of the British
hypertension society (BHS).

II. DATA AND METHODS

A. Experimental measurement

The aim of the experimental measurements was to ob-
tain quality data from the mobile phone (PPG and PCG)
and the reference device (BP).

A Samsung Galaxy S7 smartphone was chosen to capture
the video recording (PPG) with simultaneous audio recording
(PCG). The camera of the smartphone was set to full high
definition (FHD) resolution (1920×1080 px) and sampling rate
60 fps. When measuring, the finger of the right hand is placed
on the camera lens on the back of the phone. The LED is lit
during the recording for better data quality.

The whole experimental measurement was carried out
at the Department of Physiology, Faculty of Medicine,
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Masaryk University (MUNI). As a reference for BP mea-
surement, a medically certified device Finapres NOVA was
used. This device sensed the reference BP by the Penaz
method from the middle finger of the left hand. In addition,
electrocardiogram (ECG), respiration, HR and pulse oximetry
signals were also measured with the Finapres NOVA.

For further use/research, a recording from an Empatica
smart bracelet was taken on the right wrist. Empatica allows
to record accelerometer data (ACC), PPG, HR, patient tem-
perature and electrodermal activity (EDA).

Figure 1 illustrates the placement of all sensors on the body
during experimental measurement.

Fig. 1. Illustration of the placement of all sensors on the body during
experimental measurement.

All measured subjects gave their informed consent. The ex-
perimental measurements were approved by the Ethical Com-
mittee Faculty of Electrical Engineering and Communication
Technology (FEEC) For Biomedical Research Brno University
of Technology (BUT).

The experimental measurement protocol is shown in Fig-
ure 2.

Fig. 2. The experimental measurement protocol.

During the measurements, various tasks were included
to invoke changes in BP. The length of the protocol was
set to 20–22 min as a compromise between comfort (e.g. finger
is heated by the LED) and achievable data quality on the one
hand and sufficient variability of BP data on the other hand.

Significant variability in BP values is required for reliable
training of ML model.

B. Preprocessing

For this study, it was necessary to have synchronized PPG
signal from smartphone and reference BP values from Finapres
NOVA. Nevertheless, the synchronization was done using PCG
signal from smartphone and ECG signal from Finapres NOVA.
Accurate synchronization is possible due to the temporal
alignment of the electrical activation of the ventricles (R peak
in ECG) and the mechanical activation of the ventricles
(S1 heart sound in PCG).

The PPG signal was filtered by a 2nd order band-pass But-
terworth filter with two different cutoff frequencies. The first
dataset (D1) with cutoff frequencies of 0.5 Hz and 8 Hz [4].
The second dataset (D2) with cutoff frequencies of 0.5 Hz
and 12 Hz. Everything below 0.5 Hz can be attributed to base-
line wander, while everything above 12 Hz is high frequency
noise [4].

Loading and synchronization were implemented in the Mat-
lab programming environment.

C. Pulse wave detection

To detect individual PPG waves, almost all frequency
components need to be suppressed except for the region
around the 1st harmonic component (HR). This component
is approximately between 0.5 Hz and 3 Hz. The PPG was
filtered by finite impulse response (FIR) bandpass filter which
cutoff frequencies were set to 0.5 Hz and 3 Hz and the length
of impulse response to 2311 samples.

Individual PPG peaks were not detected, but the minima
between them (hereafter referred to as ”onsets”) were detected.
This was achieved in the Matlab environment by detecting
local minima which minimum distance was set to 0.4 s.

D. Pulse wave quality assessment

To determine the quality of individual PPG waves, 5 con-
ditions were used. A quality pulse wave was included
in the dataset if:

• The calculated HR value was between 30 bpm
and 180 bpm.

• The peak of the pulse was between 0.075 s and 0.35 s
from the start of the pulse wave.

• Peak width was in 90 % of PPG wave height was less
than 0.3 s.

• The start or end point after normalization was less than
40 % of the amplitude of the PPG wave.

• The correlation coefficient [%] between the PPG wave
and the reference pulse wave was greater than a specified
threshold. (90 % or 99 %, specified in Table I for both
datasets).

E. Dataset

A total of 13 subjects, 8 males and 5 females, participated
in the experimental measurement. Before each measurement,
a questionnaire was completed with the volunteer. Based
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on this questionnaire, basic features such as age, weight, height
and some health features were extracted.

The average age of measured volunteers was 39 years,
the youngest participant was 20 years old and the oldest was
74 years old. The mean height was 173 cm with a standard
deviation of 9 cm, with the shortest participant of 160 cm
and the tallest participant measuring 194 cm. The mean weight
was 82.7 kg with a standard deviation of 23.5 kg. The woman
with the lowest height of 160 cm also had the lowest weight
of 52 kg and the tallest man of 194 cm weighed 127 kg.

Among the subjects, there were three volunteers who were
treated for high BP and took medication to control it. We
were even able to capture data from a volunteer who was
currently treated for coronary artery disease (male, 74 years
old) and a volunteer who had a cardiac arrhythmia, specifically
ventricular extrasystole (female, 70 years old).

The measured dataset contains about 15,000 PPG pulses,
which were subsequently processed and their quality was
determined. Based on the quality features, only those pulses
that met certain criteria were selected for feature extraction.

Statistical summary of SBP and DBP for both dataset
is shown in Table I. For clarification, e.g., the dataset name
D2 99 refers to the dataset with band-pass (0.5-12 Hz) filtered
signals with quality threshold of 99 %.

TABLE I
DATASETS STATISTICAL SUMMARY OF SBP AND DBP.

Datasets BP Mean[mmHg] SD[mmHg] Range[mmHg]

D1 90 SBP 122.63 20.54 164.68
(N = 8084) DBP 67.96 17.33 165.48

D2 99 SBP 113.45 12.04 135.61
(N = 1107) DBP 66.73 9.05 70.09

F. Feature extraction

The measurement involved the collection of health data
in the form of a questionnaire. These data were also used
as features for training the regression model [2] [5].

To properly train ML models, it is useful to have a large
enough parameter space. The features should not correlate
with each other and should have high variability.

In this paper, PPG from a smartphone was used to estimate
BP. In the time domain, in each beat a few features were
extracted (described below). Moreover, HR was extracted
from each two adjacent PPG peaks [5].

Due to artifacts in PPG signals, the pulse amplitude can
vary significantly and therefore cannot be used as a feature
for BP estimation.

Each pulse was first normalized using max-min normaliza-
tion. It is then divided into an anacrotic and a catacrotic part,
from which the temporal features were extracted.

The extraction of time domain features includes intervals
from the filtered pulse wave, its first derivative and second
derivative. Thus, a total of 66 features including HR were
extracted from the time domain [2] [6].

Figure 3 shows an example of a measured pulse wave
PPG, where S/D denotes the systolic and diastolic regions
and the number represents the percentage of the peak height.

Fig. 3. PPG pulse wave with extracted features (S/D - systolic and diastolic
area, number - percentage of the peak height).

10 qualitative features were also added to the feature
field. These are the aforementioned correlation coefficients
for the reference median pulse wave and average pulse wave,
mean square error (MSE) between the reference pulse waves
and the extracted PPG waves, entropy, etc. The total number
of features was 95.

G. Regression approaches
The Python programming environment was used to imple-

ment the ML methods. Specifically, the PyTorch library was
used.

Here is a list of ML regression approaches. Information
about model parameters is added where appropriate.

Linear regression model (LRM), k–nearest neighbors
(k–NN) algorithm with 5 nearest neighbors, decision tree
(DT) with maximum depth 40 and mean absolute error
(MAE) criterion, random forest (RF) with maximum depth
40, support vector regression (SVR) model with radial basis
function (RBF) as kernel type of degree 3, ridge regular-
ization (LRMR) with alpha parameter 1, adaptive boosting
(AdaBoost) with weaker RF regressors (N=88), bootstrap
aggregation (Bagging) with weaker RF regressors (N=100)
and artificial neural network (ANN) with 1 hidden layer (100
perceptrons).

The special solution was a convolution neural network
(CNN) with 2 convolutional layers (50 filters), 2 max pool-
ing blocks, batch normalization and 2 fully connected (FC)
layers (4520 and 2500 perceptrons). The input was the nor-
malized PPG signal, its 1st derivative and 2nd derivative.
These were concatenated in sequence. The FC layer received
input from the health features (described above) and output
from the convolutional layers.

80 % of the dataset was used to train the ML models
and 20 % of the dataset was used to test the models.

III. RESULTS AND DISCUSSION

Tables II and III summarize the SBP and DBP estimation
results of the both datasets for the aforementioned ML ap-
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proaches. In the tables, the columns are labeled for evaluation
according to the AAMI standard and the BHS standard.
The best results are highlighted in bold.

TABLE II
RESULTS OF BP ESTIMATION ALGORITHMS ACCORDING TO AAMI

AND BHS STANDARD ON DATASET D1 90.

Methods BP AAMI [mmHg] BHS [%] BHS

MAE SD ≤ 5, 10, 15 mmHg Grade

LRM SBP 7.411 ±7.348 48.4 74.6 88.9 C
DBP 5.034 ±5.293 64.1 87.8 95.7 A

k-NN SBP 6.621 ±6.935 54.1 79.8 90.3 B
DBP 4.666 ±5.528 70.5 89.5 95.6 A

DT SBP 6.792 ±7.332 52.1 79.6 90.0 B
DBP 4.587 ±5.431 69.9 90.3 95.5 A

RF SBP 5.874 ±5.710 56.0 82.6 93.5 B
DBP 3.983 ±4.641 75.3 92.6 96.5 A

LRMR SBP 7.372 ±7.329 48.6 75.1 89.0 C
DBP 5.021 ±5.296 64.4 87.8 95.7 A

SVR SBP 7.271 ±7.798 51.3 76.2 90.0 B
DBP 4.911 ±5.656 67.0 88.3 95.6 A

AdaBoost SBP 5.887 ±5.481 55.7 83.4 93.8 B
DBP 4.025 ±4.432 74.7 92.5 97.1 A

Bagging SBP 5.939 ±5.744 55.1 82.4 93.4 B
DBP 3.971 ±4.539 75.2 92.4 96.9 A

ANN SBP 6.688 ±6.553 51.2 78.4 90.3 B
DBP 4.417 ±4.891 70.5 90.6 96.4 A

CNN SBP 7.503 ±7.488 48.2 73.4 88.3 C
DBP 6.053 ±5.619 52.8 82.8 94.4 B

TABLE III
RESULTS OF BP ESTIMATION ALGORITHMS ACCORDING TO AAMI

AND BHS STANDARD ON DATASET D2 99.

Methods BP AAMI [mmHg] BHS [%] BHS

MAE SD ≤ 5, 10, 15 mmHg Grade

LRM SBP 4.919 ±4.162 61.7 86.9 97.8 A
DBP 3.069 ±3.219 82.0 96.9 99.6 A

k-NN SBP 5.824 ±6.192 60.8 82.0 94.1 B
DBP 3.112 ±3.642 80.6 95.1 99.1 A

DT SBP 6.056 ±4.556 47.8 82.0 95.5 B
DBP 4.157 ±4.186 69.8 94.1 97.8 A

RF SBP 4.428 ±3.988 63.5 88.7 98.2 A
DBP 2.760 ±3.088 85.1 98.2 99.6 A

LRMR SBP 4.842 ±4.044 60.8 86.9 97.8 A
DBP 2.947 ±3.137 84.2 97.2 99.6 A

SVR SBP 4.917 ±3.997 62.2 87.4 97.8 A
DBP 2.979 ±3.173 82.9 97.2 99.6 A

AdaBoost SBP 4.494 ±3.812 63.9 90.1 98.2 A
DBP 2.772 ±3.126 86.9 97.8 99.1 A

Bagging SBP 4.532 ±3.760 64.0 89.6 99.1 A
DBP 2.738 ±3.032 86.0 97.8 99.7 A

ANN SBP 4.891 ±4.144 61.3 88.3 97.3 A
DBP 3.217 ±3.339 79.3 96.9 98.7 A

CNN SBP 6.277 ±6.110 55.9 77.5 90.1 B
DBP 4.232 ±4.672 73.9 91.0 96.0 A

Both European and American standards exist to assess
whether the BP estimation approach is valid. Here are the two
most common assessment standards [7]:

a) BHS standard: In fact, the BHS standard rates pres-
sure measurement systems according to the cumulative per-
centage of errors below three different thresholds, i.e. 5, 10
and 15 mmHg. Based on this, the BP estimation approach
is rated grade A (60 %, 85 % and 95 %), B (50 %, 75 %
and 90 %) or C (40 %, 65 % and 85 %) [7].

b) AAMI standard: The BP estimation method meets
the standard if the MAE is within 5 mmHg and the standard
deviation (SD) is within 8 mmHg [7].

Although more pulse waves were included in D1 90
(N=8084) than in D2 99 (N=1107), only less than 20 %
of them are of high quality. This is reflected in the estimation
of the BP results, which depend on the quality of the selected
PPG waves as shown in Tables II and III. The D1 90 dataset
is more general (larger range of BP values), therefore Table II
shows more realistic results than Table III.

According to AAMI and BHS, all models for both datasets
produce a lower estimation error for DBP.

IV. CONCLUSIONS

There is no significant difference in BP estimation re-
sults between the compared ML approaches. The best model
on both test sets was the RF method alone or the use of RFs
as weaker regressors in AdaBoost or Bagging.

The results of the Adaboost model with RF on the D1 90
test data set were 5.887±5.481 mmHg for SBP
and 4.025±4.432 mmHg for DBP (AAMI). The results
of the Bagging with RF model on the D2 99 test data set
were 4.532±3.760 mmHg for SBP and 2.738±3.032 mmHg
for DBP (AAMI). According to the BHS, all 4 estimates
for the D2 99 dataset were classified as grade A.

However, the dataset cover only 13 subjects who enter both
the training and test sets, and therefore the ML model is
overfitted. In future work, we plan to measure more subjects
to make the dataset bigger and more variable. Moreover, we
plan to use combination of PPG and PCG signal to estimate
BP even better.

BP measurement using the smartphone is promising
for the future, as it is a cuffless, portable, non-invasive,
comfortable and widespread.
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Abstract—This paper focuses on quantification of blood-brain-
barrier (BBB) opening induced by focused ultrasound. Dynamic
contrast-enhanced MRI (DCE-MRI) with two different pharma-
cokinetic models, 2CX and ETK, is used to evaluate BBB opening.
The ETK model is commonly used in BBB-opening studies. We
propose use of a more advanced model, 2CX, that provides more
accurate estimation of the BBB permeability. The accuracy of the
models is compared using simulated and real data. The results
demonstrate similar performance of the 2CX and ETK models in
the brain region with a highly permeable BBB, but the ETK has
proven unable to correctly detect low level of permeabilization.
Thus, the 2CX model is more suitable for the studies of BBB-
permeability dynamics.

Index Terms—DCE-MRI, perfusion analysis, simulation, fo-
cused ultrasound, BBB opening

I. INTRODUCTION

The blood-brain barrier (BBB) is a semipermeable mem-
brane that controls the transport of molecules between blood
and brain tissue. This membrane protects the brain from
harmful substances but also prevents entry of many ther-
apeutic agents. Focused ultrasound (FUS) allows transient,
noninvasive and local opening of the BBB, and thus, targeted
delivery of drugs. [1] This technique has shown promise
for the treatment of a variety of brain disorders, including
Alzheimer’s disease, Parkinson’s disease, and brain tumors [2]
[3].

FUS is applied after intravenous administration of a mi-
crobubble contrast agent (CA). Acoustic waves cause oscil-
lation of microbubbles in the vasculature, which results in
disruption of tight endothelial junctions of the BBB, thus
increasing its permeability. This effect persists for several
hours, up to 24 hours [1].

This work was supported by Czech Science Foundation (GA22-10953S);
computational infrastructure and MR instrumentation of the ISI-MR facility
of the Czech-BioImaging infrastructure was funded by grants LM2018129
and LM2023050 of the MEYS CR.

Although there are reported clinical studies using FUS-
induced BBB opening for drug delivery [2] [3], preclini-
cal studies gauging safety, efficiency and precision prevail.
The level of BBB opening might be evaluated by dynamic
contrast-enhanced magnetic resonance imaging (DCE-MRI).
This technique is based on capturing T1-weighted images
before, during and after the intravenous administration of a
gadolinium-based CA. BBB opening enables the passage of
particles with diameters up to 65 nm; thus magnetic resonance
(MR) CAs with sizes typically between 1 and 60 nm [1] are
suitable for permeabilization evaluation.

Passage of the CA results in contrast enhancement in images
corresponding to concentration of the CA in the tissue at the
given time c(t), which can be modeled as

c(t) = I(t) ∗ ca(t), (1)

convolution of the impulse residue function I(t) and the CA
concentration in plasma of the feeding artery ca(t), also known
as the arterial input function (AIF). The time curves c(t)
and ca(t) can be measured, the unknown of this equation
is only the signal I(t), which can be obtained by fitting of
(1) to the measured concentration curves [4]. The parameters
of the model of I(t) are the perfusion parameters, such as
plasma flow Fp, plasma volume vp, extravascular extracellular
volume ve or permeability-surface product PS, depending on
the chosen pharmacokinetic (PK) model. In FUS experiments,
PS is the most important parameter to be estimated as it
quantifies the level of BBB opening.

FUS-induced BBB-opening studies using DCE-MRI to as-
sess the permeabilization of the BBB usually employ the
Tofts model [5] [6] or more commonly the extended Tofts
model [7]–[9], often denoted as the extended Tofts-Kety (ETK)
model. The ETK model is defined by the following impulse
residue function:

I(t) = vpδ(t) +K transe−tK trans/ve . (2)
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Therefore, the primary perfusion parameters derived from this
model are vp, ve and K trans. Here, K trans reflects the influx
of the CA from plasma into the interstitium and is used as
a measure of permeabilization in BBB-opening studies. The
problem is that K trans is a perfusion parameter that includes the
effects of both Fp and PS. Only in the permeability-limitted
case (high Fp and low but nonzero PS), K trans is assumed to
be approximately equal to PS [4].

In contrast to the ETK, selection of a so called advanced
PK model, that describes the CA pharmacokinetics more real-
istically (at the cost of higher complexity and parametrization
by more perfusion parameters), allows separation of Fp and
PS from K trans and should represent the BBB opening more
accurately. One of the eligible advanced PK models is the two-
compartment exchange (2CX) model, with impulse residue
function

I(t) = Fp(Ae
αt + (1−A)eβt), (3)

where A, α and β are model parameters that are directly used
to compute vp, ve and PS [4]. To the authors’ knowledge, this
model has not been applied for quantification of BBB opening
in FUS applications so far. One reason for this might be
high demands of advanced PK models on temporal resolution
of the DCE-MRI acquisition. Here, we are overcoming this
problem by using compressed-sensing approach, including
radial golden-angle acquisition and spatially-regularized image
reconstruction [10].

In this study, we assess the accuracy of the permeabilization
estimates using the commonly used ETK model and a the 2CX
model. First, the models are compared using simulated DCE-
MRI data, which allows comparison to the ground truth. The
observed results are then illustrated using a real dataset.

II. METHODS

A simulator designed at the Institute of Scientific Instru-
ments of the Czech Academy of Sciences was used to generate
the synthetic DCE-MRI data. The input for the simulation is
a tissue-structure rat phantom composed of segmented tissue
regions in an axial slice of the head. Each tissue was assigned
perfusion parameters based on literature or on real perfusion-
analysis results, parametrization of the PK models was chosen
as {Fp, E, ve, Tc}, where E is the extraction fraction and Tc

the mean capillary transit time. The simulator generates the
concentration curves using a predefined PK model and AIF
for each region of interest and converts it to signal intensity
(SI, intensity in the MR image) based on fast low-angle shot
(FLASH) acquisition. A synthetic image sequence with high
temporal and spatial resolution is then created from the SI
curves and the tissue-structure phantom, and weighted by coil
sensitivities supplied as an input. MR echo signals are then
generated by transformation of the synthetic image sequence
to the k-space. The simulator allows both Cartesian and radial
sampling of the k-space.

Perfusion analysis of both synthetic and real data was
performed using the PerfLab software [11] designed for quan-
titative DCE-MRI analysis. This software performs voxel-by-

voxel perfusion analysis using various PK models, providing
estimates of perfusion parameters.

A. Concentration curves analysis

To evaluate the performance of the chosen PK models under
ideal conditions and confirm their suitability for this applica-
tion, perfusion analysis based only on simulated concentration
curves was performed. The signals were generated for various
values of PS that may be induced by FUS. Other perfusion
parameters were considered unaffected by sonication and kept
at constant values expected in the healthy brain, i.e. Fp = 0.8
ml/min/ml, ve = 0.1 ml/ml and Tc = 0.01 min. The value of
E was calculated using the equation for compartment models
[4]

E =
PS

Fp + PS
. (4)

PS was sampled in the interval < 0, 0.2 > ml/min/ml with a
step of 0.01 ml/min/ml. This range covers the expected values
that might be induced by FUS, which could be up to 0.06
ml/min/ml [5] [6], and also values induced after exceeding
the safe FUS parameters.

The concentration curves were modeled using the 2CX
model (3), and then subsampled to achieve four different sam-
pling periods of the signals, Ts = {0.5, 1, 2, 3} s. Perfusion
analysis of the simulated curves using the PerfLab software
with the ETK and 2CX models was performed to obtain K trans

and PS estimates, respectively.

B. Synthetic-dataset analysis

The next step involved simulation and analysis of a complete
synthetic dataset. First, the input tissue-structure data of the
simulation software had to be modified to accurately represent
the FUS-induced BBB opening. Therefore, the FUS region
was added to the tissue-structure phantom (Fig. 1 left) with 4
levels of permeabilization defined by PS = {0.2, 0.4, 0.5, 0.6}
ml/min/ml. These values were assigned based on our previous
perfusion analysis of a real DCE-MRI dataset obtained shortly
after the FUS application. Similar to the concentration curve
analysis, the extraction fraction E was calculated according to
(4) and the remaining perfusion parameters were considered
to be unaffected by FUS.

Fig. 1. Tissue-structure rat phantom (left), gray segments correspond to the
added FUS region. Measured sensitivity of the FUS coil (right).
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Another modification to the current simulation software
resided in the sensitivity estimation of the coil used in the FUS
experiments. This was performed by measuring MR images
using a homogeneous phantom. The most representative slice
near the center of the coil was selected from the obtained data.
The image was adjusted according to the tissue-structure phan-
tom geometry and parameters, resulting in the coil sensitivity
estimate shown in Fig. 1 right.

The parameters of the simulated 2D radial golden angle
data were based on a possible real acquisition: repetition time
TR = 8 ms, echo time TE = 1.445 ms, flip angle FA = 15°,
38400 radial projections and matrix size of the reconstructed
images 128×128. Precontrast multi-FA scans were simulated
with the parameters FA={1, 3, 5, 10, 15, 20, 25, 30}° and 2880
projections. DCE-MRI image sequences were reconstructed
from the simulated k-space dataset using the BART recon-
struction toolbox [12]. The reconstruction was performed with
L1 wavelet spatial regularization and temporal total-variation
regularization, with weights set appropriately according to our
previous experience. The temporal resolution was set to 0.768
seconds and the resulting image series was processed using
the PerfLab software with the ETK and 2CX models.

C. Real-dataset analysis

The results obtained from the synthetic-data analysis were
validated by processing a real dataset of BBB opening induced
in a rat (approved by the National Animal Research Authority).
The application of FUS was immediately followed by MR-CA
administration and measurement of DCE-MRI data on a 9.4T
Bruker BioSpec MRI GmbH preclinical scanner. Radial 3D
golden angle stack-of-stars acquisition [10] was used with the
following parameters: TR = 8 ms, TE = 1.475 ms, FA = 15°,
40000 projections and matrix size of the reconstructed images
128×128×8. The sampling period of the reconstructed data
was 0.96 seconds and the dynamic sequence was processed
using the PerfLab software with the ETK and 2CX models.

III. RESULTS

A. Concentration curves analysis

A comparison of the permeabilization estimates of both
models with the ground truth (GT) PS for four different
sampling periods is shown in Fig. 2. The results show different
behaviors of the models for higher and lower values of PS.
For higher PS, K trans estimates deviate from the GT values
of PS by underestimating them. This inaccuracy seems to be
temporal sampling indepedent for the ETK model. The PS
estimates of the 2CX model deviate from the GT with increas-
ing PS to a larger extent than for the ETK model, and in a
different direction (overestimating them). This overestimation
is more severe with increasing sampling period. The effect of
the sampling period is known from literature as the problem
of discretized convolution integral [13].

Although the ETK model outperforms the 2CX model in
this range of permeability values, safe FUS-induced perme-
abilization would be lower than approximately 0.06 ml/min/ml
[6], hereby not so significantly affected by this phenomenon.
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Fig. 2. Estimated permeability by the 2CX model (green) and the ETK model
(red) compared to the ground truth (black) for various induced permeability
levels and various sampling periods of the simulated signals.

In the range of low PS values induced by FUS, both models
show higher accuracy in their permeability estimates. The 2CX
model fits accurately over the entire range of BBB opening
values with less apparent influence of the sampling period.
On the contrary, the ETK model failed to estimate the absence
of permeabilization, and this inacurracy was increasing with
higher temporal resolution. Based on this observation, a finer
sampling of low PS values was realized to see the model’s
behavior for close-to-zero PS, with values in the range of
< 0, 0.005 > ml/min/ml with a step of 0.00025 ml/min/ml,
and the experiment was repeated for these values. The results
are shown in the insets of the graphs in Fig. 2. The ETK
model showed this inaccuracy also for nonzero PS GT values,
whereas the 2CX model fitted exactly the GT.

B. Synthetic-dataset analysis

The results of the synthetic-dataset perfusion analysis using
both models compared with GT PS are shown in a close-up
view of the phantom in Fig. 3. The 2CX model provides an
overall accurate estimation of PS for all tissues compared with
the GT. A minor overestimation is apparent in the FUS area.
K trans given by the ETK model significantly underestimates
vessel permeabilization level for most tissues due to the
influence of blood flow as the permeability-limitted conditions
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Fig. 3. Perfusion maps of the ground truth PS, the 2CX model estimate of
PS and the ETK model estimate of K trans for the synthetic dataset.

135



TABLE I
MEAN ABSOLUTE ERROR OF THE PK MODELS’ PERMEABILITY ESTIMATES

IN THE FUS AND BRAIN REGIONS.

MAE 2CX ETK
FUS 0.0100 ml/min/ml 0.0084 ml/min/ml
Brain 0.0615 ml/min/ml 0.1333 ml/min/ml

of the ETK model do not hold outside of the FUS region. A
slight underestimation was also observed in the FUS region.

Considering only the brain, which is the region of interest
in the BBB-opening study, the obtained results confirmed the
phenomena observed in the previous analysis (Fig. 2). For
the FUS region and unaffected brain, the mean absolute error
(MAE) was determined. The results are summarized in Table
I. In the area of BBB opening, the 2CX model showed slightly
worse performance with MAE = 0.01 ml/min/ml compared to
0.0084 ml/min/ml in the case of ETK. The difference between
the models was more significant for the brain tissue unaffected
by sonication, where the real PS is zero because of the intact
BBB. In this area, the ETK model showed more than two times
higher MAE than the 2CX model, with 0.1333 ml/min/ml
compared to 0.0615 ml/min/ml.

C. Real-dataset analysis

The results of the perfusion analysis on a real dataset are
shown in a close-up view of the brain in Fig. 4. The obtained
perfusion maps correspond with perfusion analysis executed
on the synthetic dataset, that is, significant overestimation
of the ETK model in the brain with an intact BBB. The
differences between the models in the level of BBB opening in
FUS-exposed region have proven negligible, mainly owing to
acquisition and reconstruction noise. The ETK model shows
a slightly larger BBB opening area in the K trans map. This
might be an effect of the model’s overestimation observed for
small levels of permeabilization, as shown in Fig. 2.

IV. CONCLUSION

This study focused on comparing the commonly used ETK
model quantifying the level of FUS-induced BBB opening
with the K trans rate constant and an advanced PK model,
2CX, separating plasma flow Fp and permeability-surface
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Fig. 4. Perfusion maps of the 2CX model estimate of PS and the ETK model
estimate K trans for the real dataset.

product PS, thus allowing a more accurate description of
permeabilization.

In the range of PS values induced by FUS, both models
showed accurate estimations with ETK performing slightly
more accurately. Real-dataset analysis confirmed the results;
both models provided similar estimations of the BBB opening
level, and the differences between the 2CX and ETK models
were negligible.

The major difference between these models appeared for an
intact BBB with zero PS and for small, close-to-zero values
of PS. Perfusion analysis with the ETK model resulted in
a significant overestimation of permeabilization and provided
an incorrect estimation of PS for the majority of brain tissue.
In contrast, the 2CX model estimation was mainly accurate,
with only a few false estimates. These mistakes are most likely
caused by incorrect local extrema found during optimization
in PK modeling.

The false estimates produced by the ETK model in regions
with low vessel permeabilization might lead to misinterpre-
tation of the results obtained during BBB closure. Thus, the
2CX model has proven to be more suitable for evaluation of
the BBB-closure dynamics.
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Abstract — This paper deals with the possibilities of non-invasive 

determination of blood glucose from photoplethysmographic signals. 

Monitoring blood sugar is the most important part of managing 

diabetes. Diabetes is one of the world’s major chronic diseases. 

Untreated diabetes is often a cause of death. 

Two datasets have been created by recording the 

photoplethysmographic signals of 16 people using two smart devices 

(a smart wristband and a smartphone), along with their blood 

glucose levels measured in an invasive way. The 

photoplethysmographic signals were preprocessed, and suitable 

features were extracted from them. The aim of the work is to propose 

methods for glycemic classification and prediction.  

Various machine-learning models were created. The best model 

for classifying blood glucose into two groups (low blood glucose and 

high blood glucose) is random forest, which achieves an F1 score of 

84% and 80% on two different test sets obtained from two smart 

devices. The best blood glucose level prediction model is also based 

on random forest and achieves an MAE of 1.02 mmol/l and 1.17 

mmol/l on both testing datasets. 

Keywords — PPG, glycemia, diabetes, smartphone, smart 

devices, classification, prediction 

I. INTRODUCTION 

Diabetes is one of the world’s major chronic diseases. The 
cause of this disease is a relative or absolute lack of insulin. The 
International Diabetes Federation (IDF) reports that 
approximately 537 million people in the world, aged 20–79 
years, suffer from diabetes. Untreated diabetes is often a cause 
of death. [1] 

Blood glucose monitoring is critical for diabetics to keep 
their blood glucose levels (BGL) within the target range. In the 
current clinical field, only an invasive blood glucose detection 
method is used. However, it has many disadvantages. Patients 
suffer from physical and mental pain, and there is a high risk of 
infection in this invasive method. [2] 

For these reasons, this paper focuses on the possibility of 
determining BGL non-invasively from the 
photoplethysmographic (PPG) signal obtained using smart 
devices such as a smart wristband (Empatica) or a smartphone. 
The use of smart devices in healthcare is cheap, user-friendly, 
on-the-spot, and suitable for long-term self-monitoring at 
home. It allows remote sharing of measurement records and 
results with medical doctors.  

II. MATERIALS AND METHODS

A. Data Recording

For the purpose of this experiment, two databases of PPG 
signals were created. One database contains data measured 
by the Empatica wristband. The other database contains PPG 
signals recorded by a smartphone (Samsung Galaxy Note 20). 

Sixteen subjects willingly took part in the experiment 
(11 female and 5 male, ages 22 to 79), of whom 5 were 
diagnosed with diabetes or prediabetes. Informed written 
consent was obtained from all probands. The measurement was 
approved by the Faculty of Electrical Engineering and 
Communication ethics committee. 

The measurement scheme is in Fig. 1. Each measurement 
lasted 15 minutes. The PPG signal was recorded by Emaptica 
wristband throughout the measurement period. During the 
measurement, PPG signal of one minute duration was recorded 
three times using the smartphone, as shown in Fig. 1. 

Smartphone PPG is extracted from video. Video is recorded 
from the subject's fingertip by the smartphone's rear camera. 
The fingertip is illuminated by camera LED flash to enhance 
the quality of the signal. At the same time, the reference blood 
glucose value was measured. It was measured three times, as 
shown in Fig. 1. For this purpose, certified glucometer Fora 
Diamond Mini was used. Probands diagnosed with diabetes 
were measured twice. 

B. Preprocessing

To obtain more data for classification and prediction, the 
15-minute PPG signals recorded by the Empatica wristband
were divided into three 5-min segments, one for each of the
three reference blood glucose levels. If the reference value is
greater than the chosen threshold (7.2 mmol/l), the 5-min
segment is reduced to 4.5 min. Otherwise, it was shortened to
2.5 min. Subsequently, the segments were divided into 10-
second segments (Fig. 1). The threshold value was determined
according to the manual of the glucometer, which displays a
specific blood glucose value and also classifies the given value
according to the threshold of 7.2 mmol/l into normal blood
glucose and elevated blood glucose.

The video measured using the smartphone camera was 
converted to a PPG signal. The red video channel was selected, 
and then each video frame was averaged to get a single 
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value. The PPG signals obtained from the smartphone were also 
divided into 10-second segments. 

Fig. 1. Scheme of data measurement and dataset preprocessing 

Low-quality PPG signals measured by the smartphone were 
removed using an algorithm proposed in [5]. However, some 
poor-quality signals were not removed by the algorithm, thus 
manual quality annotation was additionally performed.  

All 10-second signals were inverted, filtered using 
a second-order Butterworth bandpass filter (0.6–3.6 Hz), 
and then max-min normalization was performed (Fig. 2). 

Fig. 2. PPG signal obtained from a smartphone before and after preprocessing 

C. Feature extraction

Twenty-seven different features were extracted from the 
PPG signals. Some features are based on heart rate variability 
(HRV) analysis, others on the morphology of the signal itself. 

 Features were standardized using the Z-score, outliers were 
replaced, and statistical analysis of features was performed: 

• Kolmogorov-Smirnov test (test of normality)

• Mann-Whitney U test (nonparametric test)

• Unpaired t-test

The Kolmogorov-Smirnov test is used to test the null 
hypothesis that a dataset comes from a normal distribution. If 
the feature has a normal distribution, an unpaired t-test was 
used for further analysis. Otherwise, the Mann–Whitney U test 
was used. The Mann–Whitney U test and the unpaired t-test are 
statistical tests that determine whether there is a difference 
between two unrelated groups (low and high blood glucose). 
As a result of these tests, 12 features were excluded from 
further analysis. Then the Sequential Forward Selection (SFS) 
method was used to select the best combination of features 
using a Random Forest (RF) classifier. The method chose 
9 features (TABLE I.). These features were used for both 
classification and prediction tasks. 

TABLE I. DESCRIPTION OF SELECTED FEATURES 

Feature Description 

kurtosis 
describes the distribution of a dataset around the 

mean and tells us whether the data is distributed 
symmetrically or not 

skewness 
is a measurement of the distortion of 

symmetrical distribution or asymmetry in a data set 

peak to RMS 
returns the ratio of the largest absolute value in 

signal to the root-mean-square (RMS) value of signal 

RMSSD 
root mean square of successive differences 

between normal heartbeats 

average PP interval 
average time interval between two adjacent PPG 

peaks from a 10-s PPG signal 

SD1/SD2 
ratio of short-term variability of PP intervals 

SD1 and long-term variability of PP intervals SD2 

IQR 
the interquartile range of the signal that shows 

the difference between the 75th quantile and the 25th 
quantile 

shortest PP interval shortest distance of PP intervals 

standard deviation 
of the 1st derivative 
of the PPG signal 

standard deviation of the 1st derivative of the 
PPG signal 

D. Train-Test split

The aim of this paper is to propose methods for glycemic 
classification and prediction. Both training and testing took 
place on the dataset from the Empatica smart wristband. Data 
from different subjects are used for training and testing. The 
proposed algorithms were subsequently verified on 
a completely independent dataset containing data from 
the smartphone. The division of data into training and testing 
sets and the representation of data in individual groups are 
shown in TABLE II. 

TABLE II. TRAINING AND TESTING SETS 

Number of 
10-s records 

Low glycemic 
level 

High 
glycemic level 

Training set 
(Empatica) 

784 400 384 

Testing set 
(Empatica) 

341 149 192 

Testing set 
(smartphone) 

129 60 69 

The BGL in the datasets were in the range of: 4.3–13.2 
mmol/l (Training set), 5.2–9.7 mmol/l (Testing Set, Empatica) 
and 4.3–13.2 mmol/l (Testing set, smartphone). 
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E. Classification of glycemia

The first main goal of this paper is to classify PPG signals 
into two groups – low glycemic level and high glycemic level 
(threshold 7.2 mmol/l). For this purpose, selected features are 
used. Three models are proposed for the classification task – RF 
classifier (number of estimators = 60, minimum sample 
leaf = 17), Support Vector Machines (SVM) classifier 
(kernel = polynomial), and K-Nearest Neighbors (KNN) 
classifier (k = 11).   

F. Prediction of blood glucose level
The second main goal of this paper is blood glucose level 

prediction. Three models were proposed to predict blood 
glucose from the PPG signal – RF regressor (number of 
estimators = 50, minimum sample leaf = 3), SVM 
(kernel = Radial Base Function (RBF)), and KNN (k = 11). The 
same data sets as for the classification task were used for both 
training and testing.  

III. RESULTS

As can be seen from TABLE III, the classification models 
achieve very similar results. Accuracy and F1 scores are lower 
on the smartphone dataset than on the data from the Empatica 
wristband. This fact was assumed since the entire dataset comes 
from another device and was not used in the training phase. 

TABLE III. CLASSIFICATION RESULTS 

Classification RF SVM KNN 

Set Acc F1 Acc F1 Acc F1 

Training set 
(Empatica) 

87% 87% 82% 84% 84% 84% 

Testing set 
(Empatica) 

82% 84% 82% 83% 82% 84% 

Testing set 
(smartphone) 

75% 80% 76% 80% 78% 82% 

Fig. 3 shows the area under the receiver operating 
characteristic (ROC) curve for individual models on the testing 
set from the Empatica device, according to which RF is the best 
model for classification. 

Fig. 3. AUCs for the testing data obtained from the Empatica wristband 

However, on the smartphone testing set, RF and KNN 
models performed equally well according to the area under the 
ROC curve (Fig. 4). The SVM model performed slightly worse 
on both testing sets. 

Fig. 4. AUCs for the testing data obtained from the smartphone 

Furthermore, models for predicting BGL were evaluated. 
The mean absolute error (MAE) for individual models is in 
TABLE IV. RF achieves the best results. 

TABLE IV. PREDICTION RESULTS 

Prediction RF SVR KNN 

Set MAE [mmol/l]  MAE [mmol/l] MAE [mmol/l] 

Training set 
(Empatica) 

0.48 0.85 0.83 

Testing set 
(Empatica) 

1.02 1.64 1.33 

Testing set 
(smartphone) 

1.17 1.66 1.37 

IV. DISCUSSION

The proposed RF models for both classification and 
regression tasks achieve results comparable to those of other 
authors. Zhang et al. [4] used PPG signals acquired from 
smartphones for the classification of the glucose level (normal, 
borderline, and warning) with an accuracy of over 80%. Islam 
et al. [3] created a model that can predict the actual glucose 
level with an error of less than 20 mg/L (1.11 mmol/l). The 
effectiveness of the proposed models to classify and predict 
BGL can be limited by the number of measured subjects and 
the range of the measured BLG (4.3–13.2 mmol/l). However, 
the results of this experiment confirm the usefulness of the 
smart device based noninvasive estimation of BGL. 

V. CONCLUSION

The paper deals with the classification and prediction of 
blood glucose level from PPG signals obtained from two smart 
devices – Empatica wristband and smartphone (Samsung 
Galaxy Note 20). The measured data were preprocessed, and 
appropriate features were extracted from them. Subsequently, 
various models were created for both classification and 
prediction tasks. 
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The best model for classifying blood glucose into two 
groups (low blood glucose and high blood glucose) is RF 
(number of estimators = 60, minimum sample leaf = 17). 
It achieves an F1 of score 84% and 80% on both testing sets 
(the testing set from Empatica and the testing set from the 
smartphone). 

The best blood glucose level prediction model is based on 
RF (number of estimators = 50, minimum sample leaf = 3). 
It achieves an MAE of 1.02 mmol/l and 1.17 mmol/l on both 
testing datasets. 

The proposed RF models for both classification and 
regression tasks achieve results comparable to those of other 
authors. The results of this experiment confirm the usefulness 
of the smart device based noninvasive estimation of BGL. 
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This paper presents a design for a nested neutral point piloted 

(NNPP) converter. The proposed design incorporates redundant 

control of each power stage and additional sensing and control 

circuitry required to implement a fault tolerant operation. 

Additionally, an active capacitor voltage balancing technique is 

proposed and implemented to enhance the converter's volumetric 

density and improve the output harmonics by mitigating capacitor 

voltage imbalance. Simulation results validate the effectiveness of 

the proposed design. Hardware prototype is designed and is 

currently being assembled. 

I. INTRODUCTION

Multilevel converters offer advantages over conventional 
two-level converters in terms of output voltage quality, such as 
lower harmonic distortion and over voltage values on the output 
terminals. However, each topology has its own advantages and 
disadvantages. While diode-clamped converters are simple and 
reliable, they require many clamping diodes. Flying capacitor 
converters are less complex but suffer from voltage balancing 
issues and when a cascading design is used also a number of 
capacitors and more complex control strategy. Comparison of 
frequently used converter topologies is shown in Table I. 

TABLE I. COMPARISON OF CONVERTER TOPOLOGIES [1] 

Two-level 
Converter 

Three-Level 
Converter 

Five-level 
SMC 

Output 
Voltage THD 

THD 

71.9 % 43.3 % 26.3 % 

Output 
Current THD 

THD 

15.6 % 10.0 % 3.8 % 

Max Over-
Voltage Value 

2300 V 1700 V 1300 V 

Stacked Multicell Converter topology is theoretically 
infinitely scalable without major control algorithm 
modifications, the control algorithm developed as a part of this 
research paper allows for N-level converter to be implemented, 
where 13-level converter was simulated. 

II. CONVERTER DESIGN

A. Selecting a Topology

A Stacked Multicell Topology as shown in Fig. 1. was
selected due to being infinitely scalable without major 
modifications to the power stage nor the algorithm. This 
topology consists of a cell that makes it possible to share the 

voltage constraints on several switches, making it ideal for use 
in medium and high voltage inverters with wide bandgap 
semiconductors. 

Fig. 1. Five-Level Stacked Multicell Converter topology 

B. Design of the control algorithm

Compared to a conventional three phase two-level converter

where a Half-bridge topology is used to control the output 

voltage, there are, based on the output level switching state 

analysis up to 729 different possible output combinations [2], 

some of which are redundant and have the same effect on the 

output voltage but are crucial due to their effect on the voltage 

balance on the capacitors. Which in turn have great effect on 

the output voltage harmonics as well the possible use of the 

redundant states in fault tolerant algorithms. 

TABLE II. SWITCH COMBINATIONS OF A FIVE-LEVEL SMC CONVERTER 

Sx1 Sx2 Sx3 Sx4 Sx5 Sx6 Sx7 Sx8 Vox Ifx1 Ifx2 Ix0 

1 1 1 1 1 0 0 0 E 0 0 0 

1 0 1 1 1 1 0 0 E/2 -Iox 0 0 

0 1 1 1 1 0 0 0 E/2 Iox 0 Iox 

1 0 1 0 0 1 0 1 0 - Iox - Iox 0 

0 0 1 1 1 1 0 1 0 0 0 Iox 

0 1 0 1 1 0 1 0 0 Iox Iox 0 

0 1 0 1 1 0 1 0 -E/2 0 Iox 0 

0 0 0 1 1 1 1 0 -E/2 0 -Iox Iox 

0 0 1 1 0 0 0 1 -E 0 0 0 

Table II. shows the effect of each of the switch combinations 

on the output voltage and capacitor current.  
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Selection of the voltage space vector that is used in a switching 

sequence is based  on a function which takes into account the 

output voltage, based on which the magnitude of the output 

level (in this case five levels, but can theoretically expanded as 

shown in Fig. 2.) is selected, when the selected level is 

redundant, the algorithm also takes into account the voltage of 

each of the flying capacitors as well as the DC-link capacitors. 

(a)                                                       (b) 

Fig. 2 Space vectors (a) for a 9-level converter (b) in a single 60° sector [3] 

The use of Space Vector Modulation (SVM) on the converter 

power stage allows the output voltage to be as much as 15.15 

% greater when compared to a tradition Sinusoidal Pulse Width 

Modulation (SPWM). [4] Further details about this algorithm 

are beyond the scope of this paper. 

C. Simulation of the converter

For the proposed control algorithm to be developed a

simulation model of the converter with approximate parameters 

was designed. PLECS by Plexim simulation platform was 

chosen due to the powerful tools available. Such as the 

capability to perform Hardware in Loop tests with the real 

converter power stage and the ability to comprehensively 

analyze the output. Fig. 3. Shows an output of the simulation of 

the converter design. 

(a)                                                       (b) 

Fig. 3. Output of the prototype simulation (a) Line to Line (b) Phase A 

The same software along with a component library was used to 

estimate the switching and conduction losses of the converter 

during operation. This information was then used to calculate 

the heat dissipation solution for both the power switches and 

capacitors. 

III. PROTOTYPE DESIGN

A. Design parameter selection

The selection of the components used for the real-world

tests of the converter were based on requirements which were 

derived from the possible use cases of such converter i.e., 

medium voltage high speed motor drives and high voltage 

direct transmission line converters. The voltage and power used 

in a prototype was limited to 600 volts and 15 kilowatts 

respectively. This was done due to safety reasons and costs 

associated with high voltage components as well as the 

availability of a suitable power supply and a load for testing. 

TABLE III. OVERVIEW OF THE CONVERTER DESIGN PARAMETERS  

Converter Parameter Value 

DC-link voltage 600 V 

Power rating 15 000 W 

DC-link capacitance 140 μF 

Floating capacitance 20 μF 

Load resistance 5 Ω 

Load inductance 1.8 mH 

Fundamental frequency 1300 Hz 

Switching frequency 50 000 Hz 

Based on requirements shown in Table 3. and budget 

considerations the main components were selected. The power 

switch used is a Silicon Carbide (SiC) N-Channel Power 

MOSFET Microsemi MSC035SMA070B4. Each phase of the 

converter contains 16 power switches, where every switch is 

isolated and controlled individually. Each switch also contains 

a voltage and current measurement circuitry, which is to be 

used as an input for the fault tolerant operation algorithms. Both 

the DC-link as well as the flying capacitors have a voltage 

rating of 500 volts DC, such a high value has been chosen to 

ensure safe operation even if an error occurs during the testing 

of active capacitor voltage balancing algorithms. 

B. Power board design

First an analysis of the commutation loop of the converter

was performed, this ensures the minimization of the effects of 

electromagnetic interference as well as the possibility of 

voltage overshoot and the inherent damage of the components. 

The schematic as well as the layout of the power stage, which 

is shown in Fig. 4. of the converter including a separate gate 

driving circuitry was done in Altium Designer 22. Block design 

approach was used, which allows for a simplified future 

expansion of the stacked levels as well as the possibility to use 

any of the blocks in a different converter topology. 

Fig. 4. Rendering of a single-phase power stage board 

C. Control board design

The algorithm is to be run on a digital signal processor

(DSP) from Texas Instruments, specifically DSP on the control 
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card TMDSCNCD28379D shown in Fig. 5. for which a 

daughter board is designed. The limited number of input and 

output capabilities of the DSP only allow for operation of the 

converter using a reduced PWM control scheme, which is 

sufficient for the purposes of tests of the converter hardware 

design, but not sufficient for full fault tolerant capabilities, in 

the future a FPGA will be used for this purpose. Such a 

controller was chosen due to the ease of integration as well as 

native support of the PLECS Processor in Loop (PiL) module, 

which allows for rapid testing process.  

Fig. 5. Texas Instruments TMDSCNCD28379D 

The control board is to be connected to the power stage using 

IDC cable, the design also allows for connection with DSPACE 

controller. 

D. Sic MOSFET Driver board module

Due to the limited area on the power board caused by the

need to minimize the commutation loop, there is not enough 

space for a MOSFET driver with the necessary additional 

circuitry, such as a dual isolated power supply, gate driver and 

gate driving resistors. 

Fig. 6 Rendering of the SiC Gate driver module 

A separate board shown in Fig. 6. is designed. It is then 

connected to the main power board via pin headers. This driver 

board can be used in future revisions of the converter, saving 

resources, and accelerating prototyping.  

IV. FAULT TOLERANT PROPOSAL

Due to the increased complexity in terms of number of 

switches used in a stacked multicell topology, the converter is 

inherently less reliable when using a control algorithm without 

a fault tolerant operation implemented. However, with a fault 

tolerant algorithm used, the converter is very robust and can 

resist situations, which would make a tradition two level 

topology stop operating. This property is particularly useful in 

devices of high importance, where a malfunction could result 

in endangerment of lives, such as loss of propulsion of an e-

plane powertrain or extreme financial losses, such as a 

downtime of a high-power transmission line or a fault in a 

satellite antenna pointing system motor controller. 

Fig. 7 Fault tolerant algorithm output waveform [5] 

The algorithm uses window comparators to detect a fault in the 

circuit. This allows for a fast response and modification of the 

control strategy. Fig. 7. shows an example of a response to a 

fault on a seven level SMC converter, fault occurred at the time 

of 44 milliseconds. 

V. CONCLUSION

This paper presents a design for a Nested Neutral Point Piloted 

Converter with Active Capacitor Voltage Balancing. The 

proposed design features redundant control of each power 

stage, an active capacitor voltage balancing technique, and 

additional sensing and control circuitry to implement a fault-

tolerant operation. The simulation results validate the 

functionality of the proposed algorithm, a hardware prototype 

is currently being assembled. The Stacked Multicell Topology 

is selected for its scalability, making it ideal for use in medium 

and high voltage inverters with wide bandgap semiconductors. 

The control algorithm developed allows for N-level converters 

to be implemented, with a 13-level converter being simulated. 

The proposed design improves output harmonics, enhances 

volumetric density, and mitigates capacitor voltage imbalance, 

making it a promising solution for medium and high voltage 

applications. 
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Abstract—The work address the indoor air quality monitoring
enabling to monitor the well-being and comfort of occupants.
A monitoring system is able to measure room temperature,
humidity, barometric pressure, CO2, luminosity, and dust pollu-
tion using chip sensors. The measurement devices are connected
wirelessly via ZigBee 3.0 technology enabling mesh network
topology and the measured data is collected into a database.
The data will be then processed and presented using a cloud
application enabling advanced control and alarm management,
when a value exceeds the health limits. The measurement system
comprises of measurement devices and a gateway. The measure-
ment device is designed as a sandwich architecture comprising
sensor and communication module. The created sensor module
is interfaced with Adafruit Feather interface in order to use
any available Adafruit SoC kit as the communication module.
The conducted results also suggest that ESP32-H2, which is
now in pre-production phase, operates as ZigBee 3.0 SoC in
an embedded device.

Index Terms—Indoor air quality, ZigBee 3.0, ESP32-H2,
NRF52840, Smart Home, IoT

I. INTRODUCTION

Indoor air quality (IAQ) is an issue on which many com-
panies and health-care researcher are focusing to improve
user’s health and well-being in a space. The purpose of a
monitoring system is to provide data based on biological,
physical, and chemical sensors to improve maintenance and
management strategies enabling also other benefits like energy
reduction. [12]

IAQ monitoring system is traditionally designed as a star
topology system comprising of measuring devices and edge
device (gateway) transmitting data to a cloud service. The
communication could be achieved by a local area network
technology; in order to reduce the power consumption of a
device, ZigBee technology (moreover, offers mesh network
topology) could be selected. [13]

To integrate the ZigBee technology in a MCU-based device,
SoC chips ensure small footprint while sufficient computa-
tional power. Among the leading market chips, nRF52840 and
CC2530 could be highlighted. Other manufactures try to enter
the market, such as Espressif with ESP32-H2 chip, which is
now in the pre-production phase. Another way implementing
ZigBee into a device rests in use of XBee module or its
derivatives [14].

The purpose of the work is to create a measurement system
for various room variables using COTS (Commercial off-the-
shelf) devices to collect IAQ data. Another purpose rests in the

validation of the use of ESP32-H2 (as the begin to market SoC)
and ZigBee 3.0 technology. The sensor module was designed
and created. The communication module firmware was also
designed and created in order to validate the proper selection.
After it is integrated into a system comprising cloud database
and web data application, the measurements will be conducted
and the system could be validated. Due to the validation
of the system architecture, database and visualization were
implemented only locally and tested separately.

Our work contributes several innovations, which other in-
door monitoring systems could benefit from. Our measurement
device architecture allows to combine different sensor and
communication module which follow Adafruit Feather inter-
face; thus, a commercially available communication module is
able operate with our sensor board. Moreover, the sensor board
could be replaced to measure a different set of variables. We
could also highlight the use of dust pollution and luminosity
sensor. Another outcome of the work rests in the one of the
early applications of ESP32-H2 as the ZigBee communication
SoC.

II. SYSTEM ARCHITECTURE

The system can be divided into four parts. There are two
hardware parts (sensor unit and communication module based
on SoC), which create together the whole measurement device
as it is shown at the figure 1, and two software parts (database
and visualization).

The measurement devices (acting as ZigBee end devices)
are periodically awaken from sleep mode to perform a mea-
surement; then, the data is transmitted via a ZigBee network
into the gateway (Windows OS based machine acting as
ZigBee coordinator) and stored in the database running on the
machine. The same machine hosts visualization which scrapes
data from the database.

The used database is the InfluxDB enabling time series stor-
age architecture which is suitable for periodic measurement
collection. As a visualization software, a lot of commercial
and open-source software can be used, which InfluxDB 2.0 or
Grafana application could be suitable candidates from. Grafana
has been selected to favor micro-services architecture against
a centralized solution. In the integration phase of the project,
the cloud option of database and visualization will be adopted.
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Fig. 1. Block diagram of the monitoring system

Fig. 2. ZigBee mesh topology

A. ZigBee

ZigBee is wireless communication protocol invented in
1998 by ZigBee Alliance (In nowadays CSA - Connectivity
Standards Alliance). This communication standard is designed
to have low consumption requirements in battery powered
devices. The standard has been built on top of the wireless
standard IEEE 802.15.4 for low-rate wireless personal area
networks.

The ZigBee usage enables a mesh topology which is shown
at figure 2. In this topology there are devices connected
between each other except of the end devices that makes the
topology self-healing which means that even when the link to
the device is down, the new different route to the device can
be established if there exists one.

In ZigBee network, devices can play three roles:
• coordinator (star - Fig. 2, 3) - manages the network and

runs an application
• routers (blue - Fig. 2, 3)) - makes routes to target devices

and runs an application
• end devices (green - Fig. 2, 3)) - runs an application

1) Link Quality Indicator: Link Quality Indicator (LQI) is
characterization of strength and quality of received packet.

255

255/255

0xf4ce367992d903ec

0x f 8f 4f0bd9710

Fig. 3. ZigBee test network with maximal LQI (real distances = 1m)

This measurement should by done for every received packet (
[10], page 63). This indicator can acquire 0 to 255.

The figure 3 shows small test network which has been
created with nRF52840 SoC (blue) acting as a router device
and ESP32-H2 (green) acting as a end device. Above the
links to coordinator there is displayed LQI, because of the
short distances (1 m each, without obstacles) the LQI reached
maximal value 255.

2) Security: Security of a ZigBee network is based on link
and network keys. The keys have size of 128 bits. Link keys
are for unicast communication and broadcast communication
uses network key shared with every device in the network. (
[11], page 400)

III. DESIGN OF MEASUREMENT DEVICE

This chapter describes design of measurement device.
Embedded sensors enable temperature, humidity, barometric
pressure, CO2, luminosity, and dust pollution measurement.
Communication between sensors and SoC is via I2C, UART,
or AD converter.

The Communication Module and the Sensor Module are
designed to have compatible bus with each other and they are
Adafruit Feather compatible. This design makes measurement
device modular in built-in sensors and in data transfer used
technology. Figure 4 shows the design and integration of the
sensor module.

Fig. 4. Sensor module visualization

Fig. 5. The created sensor module (units in cm)
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A. Communication Module

The communication module contains SoC and components
with power management and there should be for example USB
to UART bridge for direct firmware upload from computer.
Also there should be battery power management with battery
level monitor circuit.

The figure 3 shows connection of different SoCs used in
ZigBee network. The blue node in the picture is nRF5240
acting as a ZigBee router and the green node is a ESP32-H2
acting as a ZigBee end device.

B. Sensor Module

The sensor module is designed and created to measure lot
of variables while small dimensions are achieved. The module
is powered from battery, which has power management on
the communication Module. On Sensor Module board there
is step-up for 5 V so there are 3.3 V and 5 V busses which
means both voltage level sensor types can be used.

For communication between sensors and SoC there are two
busses - I2C and UART. Also AD converter pin and PWM
is embedded if needed in another combinations of sensor
communication module.

Although level-shifters and other converters need to be used,
the created sensor module gives a reference sensing module
that is compatible with COTS communication modules.

IV. INDOOR ENVIRONMENT RECOMMENDATIONS

This chapter summarizes recommendations for indoor envi-
ronment from different standards for variables that are being
monitored by the system. This recommendations can be used
in analysis, for alerts, or as a target value of actuators where
the actual value is given by this monitoring system.

A. Temperature and humidity

The temperature and humidity are the most common com-
fort parameters which can be easily determined by a human
perception.

Thermal comfort can be determined and interpreted of
thermal comfort using calculation of PMV (predicted mean
vote). In European standard ISO 7730 [1] there could be found
for example the operative temperature for single office should
be 24.5 ± 1 °C at summer and 22 ± 1 °C at winter.

B. Light intensity

Another important parameter for well-being is the light
intensity. For specific activities, there is a need for certain
level of the light intensity; the values are described in Table
I.

C. Carbon Dioxide

Carbon dioxide (CO2) can be in high concentration for hu-
man even mortal invisible gas. So it is good to adjust it’s level
in the room at reasonable concentration. The concentrations
are in Table II.

TABLE I
TABLE LIGHT INTENSITY AND SPECIFIC ACTIVITIES ( [2], PAGE 355)

Type of the space, task and activity Light intensity [lx]
archive 200

reception 300
document storing, copying and so on 300

writing, reading, data analysis 500
CAD working station 500

conference room 500
technical drawing 750

TABLE II
POTENTIAL DANGER OF CO2 CONCENTRATION [3]

Description CO2 [ppm]
average outdoor concentration 400

typical indoor concentration with good air flow 400 – 100
poor air quality 1000 – 2000

headache, sleepiness, lost of concentration 2000 – 5000
health problems 5000

immediate life danger in lack of oxygen >40000

D. Dust

Breathing a dust particles can lead to respiration issues.
Limits are described in Table III.

V. SENSOR DEVICE PARAMETERS

Following chapter describes used sensors and relations
between the real world value and measured value.

A. Temperature and humidity

The temperature and relative humidity sensor is measured
by I2C SMT chip HTU21D with parameters: [5]

• 3.3 V
• humidity 12 bit resolution
• temperature 14 bit resolution
• humidity: 0–100 %, temperature: -40 – 125 °C range

B. Light intensity

Light intensity is measured by the SMT chip based on I2C
communication BH1750 with parameters: [6]

• 3.3 V
• humidity 16 bit resolution
• 0–65535 lx range

TABLE III
DUST PARTICLES LIMITS FOR SAFETY OF HUMAN LIFE [4]

Particle size [µm] Average time Limit [µg ·m3]
10 24 h 50
10 1 year 40
2.5 24 h 25
2.5 3 years 20
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C. Carbon dioxide

CO2 sensor embodies a MH-Z19B chip. It uses non-
dispersive infrared (NDIR) principle for measurement. The
output options are UART which provides direct CO2 con-
centration or PWM which needs a calculation to get CO2
concentration. Chip parameters: [7]

• 5 V
• 5000 ppm range
• accuracy ±(50 ppm + 5 % reading value) ppm

D. Dust

Dust particles sensor uses optical principle for measurement.
It is the SHARP GP2Y1014AU0F sensor. The dust density
is given by the linear dependency of output voltage. Chip
parameters: [8]

• 5 V
• 0.5 mg/m3 range
• accuracy 0.5 V/(0.1mg/m3)

E. Barometric pressure

Sensor for barometric pressure is BME280 which combines
pressure, humidity and temperature sensor. The additional
temperature and humidity sensor allows more accurate mea-
surement for this values: [9]

• 3.3 V
• relative humidity

– 0 – 100 % range
– accuracy ±3 %

• pressure
– 300 – 1100 hPa range
– accuracy ±1.7 hPa

VI. FUTURE VISION

When the system is implemented in a real environment, the
data will be gathered to form a dataset. From the dataset, a
model could be created to analyze the air properties in a room
while daytime and season are changed; a preliminary research
was conducted by [15].

The data and model could be helpful to estimate properties
of an air quality for room appliances, such as an air condition-
ing system (HVAC), which could be then controlled based on
the data in an advanced way to reduce the energy consumption;
a preliminary research was conducted by [16].

CONCLUSION

The article presents the design of an indoor air quality
monitoring system for well-being, which should alert in case
of any of the monitored value is out of the comfortable limit.
The crucial part of the system is a measurement devices,
which provides data to the server via a gateway using ZigBee
3.0 technology enabling mesh network. The measurement
device is designed to provide a possibility to combine com-
mercially available communication module with the created
sensor module via Adafruit Feather interface. Besides the
standard monitored variables, the sensor module is equipped

by chips to measure luminosity and dust pollution. The results
also suggest that ESP32-H2 communication module, which is
now in the pre-production phase, is suitable for ZigBee 3.0
embedded devices.
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Abstract—This contribution deals with the design of an 

electromagnetic field 3D scanner and its basic electromagnetic 

probes. The design of the scanner was done in SOLIDWORSK 

2022. The movements of the 3D scanner are realized along the 

XYZ axes by step motors. To scan the electromagnetic field, E and 

H probes were designed in ANSYS HFSS. The scanner controlled 

by a personal computer is able with a spectrum analyzer to sense 

the electromagnetic field up to 10 GHz.  

Keywords—3D scanner of electromagnetic field, E-probe, H-

probe, near-field measurement 

I. INTRODUCTION

A 3D scanner of electromagnetic (EM) field is used to 
measure radiating near field of a device under test (DUT). On 
the market, two types of devices are emerging. One device 
involves measurement using a robotic arm (manufacturer: 
Sensitivity in Frequency APREL type EM-ISight-4 [1]), while 
the other device looks similar to the 3D printer (manufacturer: 
EMAG TECHNOLOGIES INC. type NEOSCAN® [2]).  

The basic requirements for the presented 3D scanner are the 
following: 

• the ability to measure devices up to the size of A4,

• the probe proximity to the measured device at 1 mm,

• the weight of the tested object should not exceed 1.5 kg,

• the scanner’s design should be reconfigurable,

• the ability to measure from several kHz up to 10 GHz,

• minimal impact of the scanner’s construction on
electromagnetic measurement,

• a cheap yet robust implementation.

Due to these requirements, the 3D scanner concept of the 3D 
printer was chosen for implementation. 

Based on the above requirements the 3D EM fields is 
designed for measuring DUT by a spectrum analyzer or vector 
network analyzer. The scanner is controlled by a personal 
computer (PC). After the measurement, the software for the 
scanner is able to depict the measured field by 3D graphs and 
the measured data can be further processed using relevant 
software. The 3D graphs can provide better image of the near-
field radiation. For the measurement by the scanner, E-field and 

H-field coaxial probes were designed in ANSYS HFSS. They
are based on the open ended or loop ended coaxial line.

II. CONFIGURATION OF 3D EM FIELD SCANNER

The design of the scanner was done in SOLIDWORKS 2022
with the aim to be cost-effective and reconfigurable, with 
minimal influence on the measured results. The proposed 
construction of the scanner is depicted in Fig. 1. The scanner 
composes from several basic parts: 

• Aluminum profiles (drawn by grey in Fig. 1): They
assure stability and reconfigurability of the scanner.

• Step motors (drawn by red in Fig. 1): They assure
spinning of the trapezoidal thread, which allow
movement of the placement plate, elevator, and platform.

• Guide rods and bearings (drawn by grey in Fig. 1): They
assure stability and minimize friction during the
movement.

• Other parts (drawn by green in Fig. 1) they assure the
correctness of the functionality, these parts are printed on
the 3D printer.

Fig. 1. Configuration of the proposed 3D EM field scanner. 

The basic design of the scanner includes four step motors: 
the one for moving the placement plate in the Y axis, two for 
moving the probe in the Z axis to approach or move away from 
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the placement plate, and one for moving the measuring platform 
in the X direction. There is an option to add a fifth motor to rotate 
the probe. 

The minimum load of the step motors was calculated. 
However, in order to assure good operation of the step motors, 
the chosen step motors can be loaded at least three times more 
that the calculated values. The result of this evaluation is 
summarized in Table I [4]. 

TABLE I. CALCULATED AND CHOSEN MOTORS 

Name Calculated 

(Nm) 

Dimension Chosen 

(Nm) 
Type 

Placement plate 0.0108 15x 0.17 NEMA 17 

Elevator 0.4407 3x 1.24 NEMA 23 

Platform 0.0124 13x 0.09 NEMA 17 

The principle of the scanning is depicted in Fig. 2. A 
personal computer controls the scanner and reads the measured 
data from the spectrum analyzer measured by a probe. In the 
computer, the measured data are stored and further processed. 
Three step motors of the scanner allow moving of the probe in 
the X, Y and Z direction. The probe in XY plane moves in a 
meander way as depicted in Fig. 3 to scan desired area. The 
movement of the Z axis allows the probe to move closer or 
further away from the measured object. The step of the probe 
movement in the X, Y and Z direction is defined before the 
scanning by a user. 

Fig. 2. The principle of measuring electromagnetic fields and storing data. 

Fig. 3. The principle of moving probe. 

The 3D scanner is designed to measure objects of A4 size. The 

overall dimensions of the scanner are set to be 640 mm in length, 

477 mm in width, and 340 mm in height. The total weight of the 

scanner does not exceed 15 kg. 

III. DESIGN OF PROBES

We only get measured results from the near field testing with 
probes. The test can show where the radiation is stronger and 
weaker and what type of field is dominant. This gives us the 
ability to modify the device or isolate the problem and thus solve 
the problem. 

There are two types of probes: electrical field probes and 
magnetic field probes. The simplest probe to measure the 
electric field is the open end of the coaxial cable, where we 
measure the electric field caused by the voltage. [5] They are 
mainly used for measuring PCB traces leading to high 
impedance logic. The sensitivity of the open end of coaxial cable 
as a probe is insufficient, it can detect an electric field of around 
5 mV/m. 

To measure the magnetic fields, the simplest type is a loop 
from a coaxial cable. [5], [6] Compared to the electric probe, it 
is more sensitive to field detection, and is able to detect the 
current at about 5 µA. We get the maximum output through the 
probe when the loop is aligned with the leading current and is in 
close proximity to it. Thanks to the directional properties, the 
user can trace the electrical path with excessive radiation. 
Rotating probes can cause large differences in the measured 
amplitude of the given magnetic field. 

Fig. 4. (a) Electric field probe and (b) magnetic field probe. 

Both types of probes were modeled in the ANSYS HFSS. 
The probes were designed from Semi-rigid coaxial cable, which 
has the parameters listed in Table II [3]. The length of the probes 
is 10 cm. 

TABLE II. THE PARAMETRS OF THE SEMI-RIGID COAXIAL CABLE 

Inner Conductor Isolation Outer Conductor 

Material SPWC PTFE Copper/Tin 

Radius 0.46 mm 1.49 mm 1.79 mm 

To simulate the transmission coefficient in the ANSYS 
HFSS, it is necessary to create identical probes next to each 
other. The distance between the centers of the probes is 1 cm. 
These basic probes were simulated in the frequency range from 
1 kHz to 10 GHz. The simulation results are depicted in the 
figures Fig. 5 and Fig. 6. 
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Fig. 5. Transmission coefficient betweem two  electric field probes. 

Fig. 6.  Transmission coefficient betweem two of magnetic field probes. 

IV. UTILITY PROGRAM

The 3D EM scanner is controlled by the PC. A graphical user 
interface (GUI) was created in the MATLAB environment. In 
order to control the scanner, it is possible to use the NUCLEO 
development board from the STM32 company, because 
MATLAB has the capability to interface with STM32 through 
an extension module [7]. Motors connected to the NUCLEO are 
controlled thought a GUI. A spectrum analyzer or vector 
network analyzer sends data to the PC, and this data can be 
displayed in 3D graphs in the GUI once the measurement is 
complete. 

The GUI also includes options such as interrupting the 
measurement, returning to the default position and zooming 
in/out with the probe. 

V. CONCLUSION

The 3D scanner of electromagnetic field was designed in 
SOLIDWORKS 2022. The operation principle of the scanner 
was explained. Motors for the XYZ axis movements were 
calculated and dimensioned. In addition, the principles of the 
electromagnetic field measurement and data storage from the 
spectrum analyzer or the vector network analyzer were 
explained. Furthermore, the principle of probe movement was 
described. 

Two types of basic measuring probes, the electric field probe 
and magnetic field probe, were designed and simulated in 
ANSYS HFSS. The transmission coefficient was simulated in 
the frequency range from 1 kHz to 10 GHz. The magnetic field 
probe is more suitable for measuring fields at lower frequencies. 
In contrast, the electric field probe is more suitable for 
measuring higher frequencies. 

The control program for the 3D scanner will be created using 
the MATLAB. To control the scanner, it is necessary to connect 
MATLAB to a PC with the NUCLEO development board from 
STM32. 

The scanner is currently being implemented, and it is 
expected to be operational during the student conference EEICT. 
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Abstract — Polyamines are known to be functionally involved 

in plant responses to stress conditions. Despite a large amount of 

physiological and genetic data, the mode of action of polyamines, 

especially putrescine, at the molecular level still remains unclear. 

An increasing number of studies point to a role of putrescine in 

stress defense of plants due to influencing the formation of reactive 

oxygen species (ROS) in cellular stress conditions. Moreover, 

putrescine has been found to modulate abscisic acid (ABA) 

biosynthesis at the transcriptional level in response to low 

temperature, revealing a novel mode of action of polyamines as 

regulators of hormone biosynthesis. This study presents a new 

holistic approach towards the analysis of putrescine metabolism 

using genome-wide association studies and the calculation of 

genetic risk scores extended by Boolean analysis in metabolites 

network as well as data mining from available databases and 

literature.  It can lead to a better understanding of biological 

processes involved in adaptation of plants to environmental 

changes. 

Keywords — Diversification, GWAS, Genetic Risk Score, 

The 1001 Genomes Project, Reactive Oxygen Species 

I. INTRODUCTION 

Putrescine belongs to polyamines known to accumulate in 
response to stress and are known as small aliphatic amines, 
which can be found in all cells [1]. Putrescine is accumulated in 
response to stress and convincing evidence suggests a protective 
role for polyamines in cell immunity systems. A recent study by 
Liu and Alcázarby states that the polyamine putrescine (Put) 
accumulates during effector-triggered immunity [1].  

A detailed integrated analysis of putrescine under cold stress 
was characterized in the study by Cuevas et. al. [2]. This study 
described in more detail the role of polyamines in response to 
low temperature. The study revealed that putrescine is required 
for plant survival under such limiting conditions by contributing 
to freezing tolerance. 

However, the signalling pathways associated with 
polyamine functions are not yet fully revealed, described, and 
understood. Much needed is a proper description of the available 
data, combined with a computational analysis [3] – which is now 
possible even on huge volumes of data thanks to ever-better 
computing algorithms and resources. Data mining, combined 
with mathematical analysis can lead to an improved 
understanding of the regulators of hormone biosynthesis and the 
functions of putrescine in defence processes, and thus, to an 
improved plant breeding in general. 

Hence, we first focus on the information contained in 
genomic DNA quantified as a prediction score called genetic 
risk score, which has been calculated for putrescine 
concentration obtained under a low-temperature condition of 
6°C. Genetic risk score (GRS) [4] is an estimate of the 
cumulative contribution of genetic factors to a specific outcome 
of interest. This score takes into account the reported effect sizes 
of alleles. It is normalised by adjusting for the total number of 
risk alleles and effect sizes assessed. On the other hand, 
regarding genomic information, there is another approach of 
genomic analysis, which is now much more widespread in plant 
breeding – genome-wide association study (GWAS) [5, 6].  Due 
to the 1001 Genome Project [7], suitable information for this 
type of analysis such as GRS and GWAS is now available. 

Our study focused on the analysis of the plant Arabidopsis 
thaliana. The study by Weiszmann et. al [8] describes the 
metabolic response to changing environmental factors 
(temperature) that differs significantly between ecotypes or 
cultivars of Arabidopsis thaliana. Moreover, we also follow up 
on the study [9], which showed significant differences in 
metabolite genome-wide association studies (mGWAS) from 
the study by Weiszmann et. al. [8] according to two 
temperature-related conditions. However, the present study 
focuses in more details on putrescine and extends it into a more 
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comprehensive view via OMICs such as genomics and 
metabolomics analysis using GWAS [10], GRS [4] calculation, 
data mining in NCBI [11] and AraGWAS [12]  in genomics, 
Boolean analysis and data mining in KEGG [13] 
in metabolomics. 

II. METHODS AND MATERIALS

The study deals with a comprehensive view of putrescine 
metabolism. Therefore, the study compares different approaches 
such as GWAS and GRS with known and available information 
from different databases. This comprehensive view was used to 
investigate the relationship between genetic factors and 
putrescine in A. thaliana to uncover links across different 
OMICs levels. An overview of the methodology is shown in the 
followed part of the ‘Unification of known and explore 
information’ section. 

A. Plant materials

The study analyses data obtained for A. thaliana cultivated
under different temperature-related conditions and are taken 
from the study by Weiszmann et. al. [8]. In addition, a dataset 
representing the natural variation of growth rates of A. thaliana 
and which was monitored together with dynamics of primary 
metabolites under moderate (16°C represented wild-type (WT)) 
and low (6°C) temperatures [9] was used, which we are 
extending with a more detailed focus on putrescine metabolism. 

B. Genome-wide association study

As a follow-up to [8, 9], the basic GWAS function from
package R/ rrBLUP [15] was used for the calculation of 
putrescine-GWAS. The main core is based on calculating 
maximum-likelihood solutions for mixed models of the form:  

𝑦 =  𝑋𝛽 + 𝑍𝑔 + 𝑆𝜏 +  𝜀, (1) 

where X, Z, and S present incidence matrices. X is of n×m size 
with unphased genotypes for n lines and m biallelic markers, 
coded as {-1,0,1}. β is a vector of fixed effects that model 
environmental factors. The variable 𝑔  presents the genetic 
background of each line as a random effect, τ is the additive 

significant single nucleotide polymorphisms (SNPs) effect,  is 
the residual error. [15] 

C. Genetic risk score

GRS [4] is the most common approach to evaluate the
cumulative effect of many genetic factors with small effects. 
It can estimate the probability (or risk) for the manifestation of 
an outcome of interest based on genetic variants. GRS-
calculation to choose a number k of independent genetic variants 
with a strong association as risk predictors is a straightforward 
method [4]:  

𝐺𝑅𝑆 =  ∑ 𝛽𝑖𝑁𝑖
𝑘
𝑖=1 , (2) 

where 𝛽𝑖  is from logistic regression analysis with additive
genetic effect, multiplied by the number of risk alleles and 𝑁𝑖 is
for each locus. 

The prediction accuracy of GRS is most often assessed by 
measuring the area under the receiver operating characteristic 
(ROC) curve (AUC) [4] but there are AUC limitations to 

consider. The potential accuracy [4] is known if all genetic 
factors are known, i.e.: (1) determination by the trait heritability 
and the correlation between the GRS and true genetic risk, and 
(2) determination by the quantity of genetic data and selection
of genetic variants for prediction.

To calculate the GRS, a R script was implemented using 

R/PredictABEL [16] package. This was modelled by logistic 

regression and the prediction scores of the models were 

calculated as a function of each allele across all 241 natural 

accessions. 

D. Boolean analysis in metabolomics

Boolean analysis such as Boolean network modelling can be
extremely useful for the analysis an amount of qualitative data 
at the molecular level about individual components and 
revealing their possible unknown interactions [18, 19]. 
Nowadays, this understanding of experimental data is heavily 
involved in challenge regarding to the big data mining. 

This study unified the biosynthesis of putrescine and the 
polyamines pathway taken from [17], expanded by the 
contribution of putrescine to defense in A. thaliana from [1]. 
It leads to simplifying and verifying the correctness of the 
pathway using the KEGG [13] database (pathway – map00330), 
see Fig. 1. 

Fig. 1. Biosynthesis of putrescine and the polyamines taken from [17] 

expanded by new knowledge (highlight by blue) about the contribution of 

putrescine to defense in A. thaliana from [1].  

The network shown in Fig. 1 was analysed using the Aeon 
tool [20]. The following two different situations were modelled. 
The first situation does not assume a negative effect of ROS in 
the form of feedback loop that can influence system stability. 
The second situation takes into consideration the possibility of 
the input value can be changed from logical 1 (true) to logical 0 
(false) due to ROS-related feedback. 

E. Unification of known and explore information

Intraspecific genetic variation is already able to explain a
partial proportion of the metabolite-related phenotypes [21]. 
However, it is important not to underestimate the complex view 
as a whole of different processes across OMICs so called 
panomics [21]. Therefore, this study brings the unification of 
knowledge and computational analysis in genomics with 
available information and Boolean network modelling in 
metabolomics. The whole concept is shown in Fig. 2.  
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Fig. 2. A comprehensive methodology for metabolite analysis of putrescine 

linked to genomics information incorporated into the scheme of the central 

molecular dogma included steps from analysis such as computational analysis 

(CA) and data mining (DM).  

Fig. 2 is based on basic knowledge of the central dogma of 

molecular biology, which is shown as a combination of the 

computational analysis and data mining process for a 

comprehensive analysis of putrescine. The diversification 

influenced DNA and radical oxygen species (ROS) – is known 

that putrescine elicits ROS-dependent activation [14] – have the 

potential for feedback to gene expression and genotype. Thus, 

influence the input parameters for metabolomic processes 

(simulated by us using simplified Boolean analysis). 

III. RESULTS AND DISCUSSION

A. Genomics information for putrescine process in

A. thaliana

Firstly, GWAS related to metabolism of putrescine was 
performed (Fig. 3 and TABLE I.  Fig. 3 includes results from 
computational analysis, which is expended by available data 
mining from NCBI and AraGWAS summarized in TABLE I.  

Fig. 3. (A) shows BLUP model constructed using rrBLUP package (B) is 
Manhattan plot based on the mixed model, with a significant change on the first 

and fifth chromosome. Each dot represents a SNP where light blue is the even 

number of a chromosome, dark blue is ann odd number of chromosomes. 

Fig. 3(A) includes a red square highlighting the region of 

candidate for significant SNPs. However, in Fig. 3(B) is shown 

that the significant significance was not detected, so the study 

focused on the five best-ranked SNP by GWAS scores. 

TABLE I includes the six the highest value of GWAS score. 

Surprisingly, the highest GWAS score relates to the SNPs that 

are located in an untranslated region (UTR 3’). Therefore, we 

can assume that a similar mode of regulation as described in 

current studies of polyamine function in mammalian cells [22] 

may also occur in the plant kingdom. 

TABLE I.  THE SIX SNPS WITH THE HIGHEST GWAS SCORES CONNECTED TO 

PUTRESCINE 

ID gene GWAS Score Chromosome 
Data mining in 

AraGWAS 

AT5G39560 4.29 5 UTR 3’ 

AT1G53520 4.11 1 Intron 

AT5G07410 3.64 5 UTR 5’ 

AT5G65210 3.58 5 UTR 3’ 

AT1G53420 3.58 1 Synonymous coding 

AT4G12030 3.57 4 UTR 3’ 

Regarding GRS, no significant predictive ability of a single 

allele was found, too. Total predictive value for all alleles in 

6°C was calculated by 0.55 and for all alleles in 16°C was 

calculated by 0.45. The GRS-based predictive ability for 

putrescine at temperature-related 6°C was almost 10% higher 

than the GRS-based predictive ability at temperature-related 

16°C. It can reflect easier prediction due to changes under cold 

stress conditions related to putrescine [2]. 

B. Biosynthesis of putrescine given boolean network analysis

Boolean analysis has shown the importance of feedbacks
loops that can be across different level of OMICs (such as from 
metabolomics to genomics levels) due to ROS. Overall, we 
modelled two cases using Boolean analysis that were exported 
into SBML standardized format. 

Firstly, Fig. 4 (A) shows the example of a simplified model 
without incorporation of ROS knowledge. In this case, there is 
possible 35 behaviour classes representing various possibilities 
of attractors. Secondly, Fig. 4 (B) shows the example of a 
simplified model which already incorporated ROS as single unit 
which can negatively affect genomic information. In second 
case, there is reduction of possible stable states represented by 
attractors into 15 behaviour classes representing various 
possibilities of attractors. By adding more complex information, 
we narrowed the stable state space of our simplified model 
focusing on metabolism of putrescine. 
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Fig. 4. Boolean networks models two different situation using AEON tool. 

(A) represents simplified boolean models without ROS feedback loop; 
(B) represents simplified boolean models with ROS feedback loop. The gray 

boxes represents nodes as variables in Boolean analysis. Edges represent 

regulations which can be positive (green arrow), negative (red edge) or 

unspecified (grey arrow).

C. Holistic perspective of putrescine analysis

The unification of all partial findings, see Fig. 5, brings the
results of a comprehensive study that can better describe the real 
world. This study focused on the selected SNPs, which has 
scored as the highest in the putrescine-GWAS.  

Fig. 5. Panomics insight into comprehensive putrescine analysis which 

combines genomics and metabolomics information. 

These SNPs are involved in UTR regions such as in position 
15,842,106 on the fifth chromosome or AT4G12030 codes 
protein required for the biosynthesis of methionine-derived 
glucosinolates and involved in the transport of 2-keto acids 
between chloroplasts and the cytosol [12]. Therefore, it seems 

appropriate to incorporate transcriptomic information as part of 
the continuation study as the next steps and inspired by 
polyamine regulation in mammalian cells [22]. 

IV. CONCLUSION

Combining biological knowledge with predictive modelling 
is considered a future cornerstone of systems biology, because 
predictive algorithms can offer detailed mathematical 
description of mechanisms that involve hidden or unknown 
interactions. However, before coming up with an understanding 
of interactions in complex systems resulting from emergent 
properties, it is necessary to understand the main influential 
factors that affect the properties of organisms.  

Genetic variation using different algorithms such as GWAS 
and GRS can help us uncover important mechanisms in cellular 
defense under different stress conditions in plants. The study 
presents a powerful approach to reconnect this different 
panomics field back to its underlying genetics prediction based 
on metabolites such as putrescine. We combine information 
from genomics and metabolomics pathways using Boolean 
network analysis across a component such as ROS, which can 
influence processes across OMICs and thus change the overall 
inputs to metabolism. 

Using a comprehensive view, we uncovered SNPs that are 
associated with the UTR region. Since this is an important area 
of gene expression regulation by alternative UTR regions, we 
can assume that adding transcriptomic information appears to be 
an important next step in analysing putrescine. Thanks to this, 
subsequently uncovering its role in signalling pathways and the 
overall effect on cold stress conditions. 
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Abstract—This paper deals with the measurement of the
conduction velocity of the depolarization wave through the atrial
myocardium. With the increasing number of electrophysiological
procedures performed on people suffering from cardiac arrhyth-
mias, the number of relapses is gradually rising. A reliable tool
to predict these relapses is still being sought. One parameter for
prediction could be the conduction velocity of the depolarization
wave, which could reflect the degree of myocardial damage.

Data from pediatric patients were used to measure it.
With knowledge of the electrode placement on the intracardiac
catheter and detection of atrial activity in the measured leads,
the average myocardial conduction velocity along the catheter
was calculated (v = 143.77 ± 21.08 cm/s).

This method brings simplicity and time saving to the whole
process of measuring line speed. The results of this method should
also be tested on an adult population where relevant models exist
for comparison.

Index Terms—Intracardiac electrogram, Atria, Conduction
velocity, Depolarization wave, Coronary sinus catheter

I. INTRODUCTION

In recent years, there have been major developments in the
field of electrophysiology. With the advent of more advanced
diagnostics and the miniaturization of catheters used for atrial
and ventricular ablation, the number of patients undergoing
this treatment, which is a full-fledged alternative to long-
established drug therapy, is increasing [1]. As the number of
patients ablated increases, the number of arrhythmia recur-
rences due to patients previously undergoing the procedure
also increases. Reliable prediction of patient relapses is one
of the current challenges. To date, there is no 100% reliable
parameter that directly relates to the likelihood of arrhythmia
relapse. [2]

Myocardial conduction velocity could be one predictor of
future relapses. The basic hypothesis is that in intact my-
ocardium the conduction velocity of the depolarizing wave is
higher than in myocardium affected by arrhythmias, ischemia
or other degenerative influences [3]. The aim of this study
is to develop and present a reliable method that will use the
information commonly available from catheters to calculate
conduction velocity in electrophysiological operations. Previ-
ously published work used whole atrial mapping or cellular

models to calculate conduction velocity ( [4], [5], [6], [7]).
Despite higher accuracy, these methods are disproportionately
more challenging. The method presented in this work creates a
competitive model that allows real-time measurements during
electrophysiological procedure.

II. METHODS

A. Data

Records from twenty patients from the previously measured
database [8] were selected for this study. The patients were
aged 12-17 years. They underwent electrophysiological pro-
cedure at the Children’s Hospital, University Hospital Brno,
Brno, Czech Republic. The measurements were performed
with the approval of the ethics committee. During the proce-
dure, in addition to a 12-lead surface ECG, they had a 5-lead
intracardiac ECG measured using a catheter inserted into the
coronary sinus. The advantage of this database is that the atrial
activity is annotated. Recordings, where only sinus rhythm was
present, were used for this work. The recordings are therefore
free of other arrhythmias or stimulation artifacts.

A 10-polar catheter was used for signal acquisition along
with a St. Jude WorkMate 4.2 EP system with a sampling
rate of 2000 Hz and a voltage resolution of 78 nV/LSB. The
system incorporates a notch filter with a cutoff frequency of
50 Hz and an upper pass filter with a cutoff frequency of 0.1
Hz. The catheter used has electrodes arranged in a 2-8-2 mm
configuration and the width of one electrode is 1 mm as can be
seen in figure 1. As mentioned earlier, the catheter was placed
in the coronary sinus whose orifice is located in the right
atrium (see figure 2). This vein runs in the sulcus coronarius
and runs around the perimeter of the left atrium. Due to this
anatomical position, the depolarizing wave propagates along
the catheter from its proximal to its distal end.

The electrodes placed on the catheter form five pairs from
which bipolar leads are measured. These are designated in the
records as cs1-2, cs3-4, cs5-6, cs7-8, cs9-10. The electrodes
are numbered from the distal end of the catheter. The order
of the leads and their spacing will be crucial for subsequent
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Fig. 1. Diagram of electrode placement on the intracardiac catheter with
indicated spacing.

Fig. 2. Placement of coronary sinus catheter in the heart. Catheter comes
via inferior vena cava (VCI), through right atrium (RA), it is inserted to
another vein - coronary sinus (CS), which runs around the left atrium (LA).
The location of the leads is shown on the catheter.

analysis and calculation of the conduction velocity of the
depolarizing wave through the atrial myocardium.

The signal from the catheters measured during physiological
sinus rhythm can be seen in the figure 3. The signal can
be divided into three parts. The first is the isoelectric line,
which is present for most of the cardiac cycle. It begins
approximately with the end of the S wave in the surface ECG,
continues during the T wave, and ends during the P wave.
During the P wave, high-frequency activity can be found in the
intracardiac leads during the surface P wave. This corresponds
to the course of the depolarization wave. This is followed by
a low-frequency wave corresponding to the depolarization of
the ventricles. This wave may not be present in all intracardiac
leads. Moreover, its frequency composition may overlap with
atrial activity and therefore its filtering may be difficult.

B. Atrial activity Detection

The main aim of the study is to determine the velocity of
the depolarization wave propagating along the atria along the
catheter placed in the coronary sinus. The aim of the work
with the measured signal will be mainly to correctly localize
the peaks of high-frequency activity in the five leads measured
by this catheter. The signal analysis is based on two important
facts:

1) The depolarization wave appears in the leads gradually
from the proximal end of the catheter to its distal part.

2) The character of the signal during ventricular activity
has a frequency maximum below 50 Hz.

Fig. 3. Comparison of intracardiac signal vs surface ECG. The atrial activity
(AA) in CS leads corresponds with the second half of P wave in surface
ECG. The image shows a cutout 1.25 s long. Leads from the top: V6, cs1-2,
cs3-4.cs5-6, cs7-8, cs9-10. Depolarization propagates from the lead cs9-10 to
cs1-2. The signal was plotted using SignalPlant v.1.2.7.9 [9].

The first step in the processing of intracardiac signals
is filtering in order to highlight the atrial component and
to suppress as much as possible the ventricular activity or
possible noise caused most often by electric network noise. For
filtering, a wavelet transform was chosen to divide the signal
spectrum into a predefined number of octave bands [10].

To suppress the low frequency components, it is sufficient
to obtain the first band in which the frequencies from fs/4 to
fs/2 are captured. This step reliably removes from the signal
most of the chamber activity that may be present in the signals.
However, depending on how far in the coronary sinus the
catheter is inserted, it is possible that the distal end is already
too close to the left ventricle and therefore high frequency
ventricular activity may be present in the signal. Therefore,
after filtering, two peaks may occur in the signal close together.
Their resolution will be subsequently addressed.

The next step was to create the envelope of the filtered
signal. Using the Hilbert transform, an analytical signal was
obtained whose magnitude is the envelope of the signal [11].
This was then smoothed with a low-pass filter to remove as
many local outliers as possible. In this way, an envelope was
created for each of the five signals. The result of this step is
shown in the figure 4.

From the generated envelope, it is already possible to detect
local maxima in each signal. Since the depolarizing wave
propagates along the catheter from its proximal end, it is
possible to start with peak detection in lead cs9-10 and adjust
the detection in subsequent leads. Two conditions have been
chosen that the peak must satisfy to be detected:

1) It must be greater than one-sixth of the maximum value
taken by the signal envelope.
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Fig. 4. Intracardiac signal procedure. From top to bottom: a) scaling the
voltage values of the raw signal to an interval from 0 to 1, b) filtering using
a wavelet transform in order to highlight the high-frequency component of
the signal, c) creation of an envelope of filtered signal (blue) from which the
peaks (red lines) were detected.

2) Two adjacent peaks must be at least 0.45 s apart.

The first condition is based on empirical adjusting of the
detection threshold. The second condition is based on the fact
that the heart rate in children during sinus rhythm may be
higher than in adults, but still should not exceed 130 bpm.

From the set of detected positions, those whose distance
from two adjacent positions was less than one and a half times
the standard deviation of the differences subtracted from the
mean value of the differences were removed. This reduced the
number of false positive detections that could bias the final
conduction velocity calculation.

In subsequent leads, the detection of envelope peaks was
modified so that in each subsequent lead the peak was searched

for in a local neighborhood defined by the position of the
previous peak. The neighborhood was defined from -15 to
+35 milliseconds from the previous peak. Again, a local en-
velope maximum was found in this region. The neighborhood
also considers the short signal segment before the preceding
peak for the reason that cardiac tissue is not an isotropic
environment for the propagation of the depolarizing wave and
thus deviations from the expected propagation direction may
occasionally occur.

C. Velocity Estimation

The position of atrial activity across the five leads in the
intracardiac ECG detected in the previous section, together
with the knowledge of the electrode placement on the catheter,
is used for the final calculation of the conduction velocity of
the depolarizing wave through the myocardium. Despite the
possible presence of anatomical variations, we will assume
that the catheter runs around the surface of the atria, with
all electrodes insistent on the myocardium. Because of this,
we can consider the distances of the leads on the catheter to
correspond to the distance between the measured sites on the
atrial wall.

Fig. 5. Regression model for one cardiac cycle. The individual points
represent the position of the maximum in each of the five leads. The leads
are spaced one centimeter apart. The slope of the obtained line corresponds
to the propagation speed of the depolarization wave for this case which is
approximately 110 cm/s. The high value of the R2 parameter indicates that
the linear regression model explains most of the variability captured in the
data and is therefore appropriate for this case.

One position obtained from each lead was always used to
calculate the velocity. The position from catheter cs9-10 was
marked as point [0,0]. The other leads were followed one
centimeter at the lead. From the five points plotted on the
distance-time graph, the coefficients of the line were obtained
by linear regression. The slope of this line corresponds to the
propagation velocity of the depolarizing wave in cm/s. This
procedure was repeated for each cardiac cycle within a single
signal. The resulting velocity for each patient is given by the
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average of the all velocities. An example for one cardiac cycle
is shown in the figure 5.

III. RESULTS

The outcome of the entire conduction velocity measurement
depends on the accuracy of the detection of atrial activity in
the intracardiac recordings. This was assessed using standard
parameters such as sensitivity (true positive rate, TPR), posi-
tive predictive value (PPV) or F1 score [12]. The calculation
of these parameters is summarized in equations (1), (2) and
(3). As a ground truth detection, the position annotations from
the database were taken.

TPR =
TP

TP + FN
, (1)

PPV =
TP

TP + FP
, (2)

F1score =
2 ∗ TP

2 ∗ TP + FN + FP
, (3)

where true positive (TP) is the number of correctly detected
atrial activity episodes, false positive (FP) is the number of
detected atrial activity episodes not presented in the signal and
false negative (FN) is the number of atrial activity episodes
present in the signal, but not detected by the algorithm.

Table I summarizes these calculated parameters. As can be
seen, the chosen procedure has a relatively high sensitivity and
a 100% positive predictive value. Thus, almost all episodes
present in the signals were detected correctly. The algorithm
did not detect any false positive episodes. False negative de-
tections could be further eliminated by adjusting the detection
thresholds.

TABLE I
ACCURACY PARAMETERS OF PEAK DETECTION IN INTRACARDIAC LEADS

Attribute Value
Number of true positive 228
Number of false positive 0
Number of false negative 21
True positive rate [%] 91.57
Positive predictive value [%] 100.00
F1 score [%] 95.60

For each of the twenty patients tested, the conduction
velocity of the depolarizing wave through the myocardium was
calculated. These results are summarized in table II. Because
of the variability in heart rate, the number of cardiac cycles
from which the velocity was calculated was also different for
each patient. The table also captures other descriptive statistics
such as the mean and the standard deviation of the velocities.

The calculated velocities have a normal distribution
(143.77 ± 21.08 cm/s), as can be seen in figure 6, where
the result of the Shapiro-Wilk test is mentioned. Along with
this, the result of the student’s one sample t-test against the
velocity value found in the available literature (52.7 ± 25.3
cm/s [5], 91.0 ± 44 cm/s [13]) was significantly different. The

TABLE II
DESCRIPTIVE STATISTICS OF THE OBTAINED RESULTS

Attribute Value
Number of subjects 20
Mean number of heart cycles per patient 11.4
Minimal conduction velocity [cm/s] 95.26
Maximal conduction velocity [cm/s] 198.81
Mean conduction velocity [cm/s] 143.77
Minimal standard deviation of conduction velocity [cm/s] 3.17
Maximal standard deviation of conduction velocity [cm/s] 46.60
Mean standard deviation of conduction velocity [cm/s] 21.08

result of [14] showed that the conduction velocity can reach
up to 150 cm/s. However, this work focused on the His bundle,
not the atrial myocardium.

On the other hand, in papers [4] and [15] the con-
duction velocity in some patient groups reached up to
150 cm/s ± 50 cm/s. Such conduction velocities are already
close enough to the values measured in the presented way
(p = 0.366).

Fig. 6. Quantile-quantile plot of conduction velocities within the measured
dataset. The data have a normal distribution, which was also verified using
the Shapiro-Wilk’s test (W = 0.96, p-value = 0.7).

IV. CONCLUSION AND DISCUSSION

In this paper, a new method for measuring the conduction
velocity of the depolarizing wave through the atrial muscu-
lature is described. The main advantage of this method lies
in the use of data measured with a catheter placed in the
coronary sinus. The method is simple, fast and uses signals
that are commonly measured. This catheter is commonly used
in electrophysiological procedures aimed at removing foci
of cardiac arrhythmias by applying radiofrequency energy.
This work is also unique because of the data used, which
comes from the child population. However, this fact is also a
weakness of the work because to the best of our knowledge no
similar study has been conducted in children, so the measured
conduction velocity can only be compared to results on the
adult population.
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Compared to conduction velocity measured on hearts from
adults, the rate measured by this method is significantly higher
compared to some of the literature. This could be due to
several factors:

1) Age of the measured patients. The heart, like all organs,
is subject to more wear and tear with increasing age.
Taking this fact into account, one may consider the pos-
sible higher myocardial conduction velocity in children
compared to adults who already have a heart affected to
some extent. This hypothesis is also supported by the
fact that experiments on isolated hearts have shown that
as the ischaemia-affected cardiac wall is progressively
remodelled, the conduction velocity through the affected
area also decreases. To clearly confirm or refute this
hypothesis, a group of adult patients undergoing electro-
physiological procedures would also need to be tested.
This data is not currently available. If the hypothesis
were verified, conduction velocity could be considered
as a marker of myocardial damage.

2) Number of patients studied. The number of patients
whose data was used for this work is limited by the
size of the available database and the fact that it is
primarily a database of arrhythmias. Pure sinus rhythm
records are also present but are not the main domain.
Thus, it is possible that the twenty patients selected
do not adequately capture the variability in the entire
pediatric population. An option to broaden the patient
selection could be to select certain types of regular
arrhythmias (such as atrioventricular nodal tachycardia,
atrioventricular tachycardia, atrial flutter, etc.) and adjust
the peak detection parameters for these specific cases.
Another option would be to include recordings with
paced rhythms. However, these recordings are problem-
atic for two reasons. The first is that the stimulation is
often performed with the catheter being used. While this
pinpoints the exact moment in time when the wave is
generated, it also creates an artifact that is reflected in
other leads and can complicate detection in them. The
second problem is that any electrode on the catheter can
theoretically be used for stimulation. If electrodes other
than the outermost electrodes are used for stimulation,
the depolarizing wave would propagate to both ends
of the catheter, reducing the accuracy of the resulting
velocity measurement.

In the two papers mentioned, the conduction velocity was
close to the measured value presented in this paper. This was
mainly in the control groups of patients. The children whose
recordings were used for this work could also be considered
as otherwise healthy control subjects, because the main reason
for performing the electrophysiological procedure was struc-
tural malformations, especially accessory pathways leading to
WPW syndrome. If we focus on the atrial myocardium itself,
it can be assumed that the structural damage to it was not very
high given the young age.

The reason for the relatively high variability in velocities

could be anisotropy of cardiac tissue. The cardiac musculature
does not form a unit in which the conduction velocity is
the same in each direction. It is therefore possible that the
average propagation velocity will be lower, but equally there
may be areas of muscle where conduction will be faster.
This hypothesis could be tested by measuring with multipolar
catheters that would map both atria and then calculate specific
velocity values in different directions.

The age of the patients, number of patients and high
variability caused by anisotropy of cardiac tissue are probably
the biggest issues that would lead to a refinement or at least
verification of the correctness of the method used. The hy-
pothesis that conduction velocity could be used as a predictive
factor to determine arrhythmia relapse in patients cannot be
reliably confirmed. However, there is certainly room for further
investigation of this idea.
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Abstract—In recent years, computer techniques for clinical im-
age analysis have been improved significantly, especially because
of the pandemic situation. Most recent approaches are focused
on the detection of viral pneumonia or COVID-19 diseases.
However, there is less attention to common pulmonary diseases,
such as fibrosis, infiltration and others. This paper introduces the
neural network, which is aimed to detect 14 pulmonary diseases.
This model is composed of two branches: global, which is the
InceptionNetV3, and local, which consists of Inception modules
and a modified Vision Transformer. Additionally, the Asymmetric
Loss function was utilized to deal with the problem of multilabel
classification. The proposed model has achieved an AUC of 0.8012
and an accuracy of 0.7429, which outperforms the well-known
classification models.

Index Terms—deep learning, multilabel classification, chest X-
ray images, Vision transformer, InceptionNetV3

I. INTRODUCTION

With a growing amount of information in the clinical field,
it is getting more difficult to process it in time. Especially,
with the beginning of the COVID-19 pandemic people used
to utilize the health system much more frequently. In most
cases, patients had health problems related to pulmonology,
consequently, these departments of hospitals were mostly
crowded.

One of the most common ways how to examine patients
is to analyze their X-ray images. In recent decades, a lot of
techniques for image analysis in the clinical field have been
developed, including the application of deep learning (DL)
methods [1]. Many researchers focused on the detection of
pneumonia or COVID-19 and propose a lot of approaches
using DL methods [2]. Here effectiveness of artificial intelli-
gence (AI) was proved: it can find relations in a large amount
of data and correctly detect disease. However, last 3 years
there was not so much attention to other pulmonary diseases
which still can appear, even as a consequence of COVID-19,
for example, fibrosis or nodule.

This work focuses on the design of the neural network,
which would detect 14 pulmonary diseases in X-ray images
using a combination of InceptionNetV3 and a modified Vision
Transformer by adding convolutional layers. For this aim, the
large-scale dataset, ChestX-ray14 [3], was utilized.

To prove the effectiveness of our architecture, a comparison
with well-known architectures for classification task is also
provided.

The main contributions of this paper are:
• The architecture of a neural network for the detection of

pulmonary diseases from X-ray images is proposed.
• The problem of multilabel classification is taken into

consideration and the specific loss function is used for
this task – Asymmetric Loss function.

The rest of this paper is structured as follows. Some recent
works are introduced in Section II. The proposed architecture
of the neural network is described in Section III. Section IV
provides the results and discussion. Section V concludes the
work.

II. RELATED WORKS

A. Pulmonary diseases classification using Deep learning
Nowadays, pulmonary disease detection and classification in

X-ray images is an active area of research. Currently, most ap-
proaches are aimed to detect COVID-19 and pneumonia, how-
ever, some works focus on the detection of other pulmonary
diseases. For example, work [4] introduced the architecture,
based on DenseNet-169, which is aimed to classify X-rays
into COVID-19, Pneumonia, Tuberculosis and normal. The
achieved accuracy is 91%.

The well-known classification models were also trained
in approach [5] for COVID-19 detection – EfficientNetB1,
NasNetMobile and MobileNetV2, which achieved an accuracy
of 96.1%, 94.81% and 93.96% respectively.

Another possible solution is the utilization of feature ex-
traction. Approach [6] used ResNet50 as the backbone. Addi-
tionally, the authors applied a shuffle attention module, which
is supposed to focus on discriminative features of abnormal-
ity. The achieved results are promising – 96% accuracy for
COVID-19 detection.

Also, the work [7] uses pretrained EfficientNetB0, Efficient-
NetB1, and EfficientNetB2 as multichannel feature extraction.
After that, the feature fusion module processes the extracted
features and the final classification is provided by the stacking
ensemble approach.

One of the recent works [8] introduced the modified Mo-
bileNetV2 for more accurate detection of pulmonary diseases.
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AUC metric was used as the main performance measure, and
the model achieved 0.923.

B. Transformers in medical image processing

In recent years, transformers are getting very popular in
the research area. Initially, this architecture was applied for
Natural Language Processing (NLP), but with the introduction
of Vision Transformers (ViT) [9], transformers found a place
in image processing, including in the medical field of research.

In this way, work [10] utilized and modified ViT for the
detection of pulmonary diseases in chest X-ray images. The
modification was inspired by the architecture of the ResNet
model where some skip connections are used. The proposed
architecture was aimed to classify images into COVID-19,
Pneumonia, and normal.

Another approach [11] for the detection of COVID-19
is based on Data-Efficient Image Transformer. The model
consists of three main blocks: an embedding layer, a Siamese
encoder, and a decoder. The overall accuracy of the model is
94.62%.

The multilabel classification of chest X-ray images using a
pyramid Vision Transformer was also considered in work [12].
The model can capture short and long-range visual information
using self-attention. The achieved AUC score is 94.6% on the
Catheter dataset.

The combination of ResNet18 and ViT is used in [13].
ResNet18 architecture extracts features which are encoded by
Transformer. The final classification is performed with Multi-
Layer Perceptron (MLP).

III. METHODOLOGY

A. Data preprocessing

For this experiment, the large well-known dataset, ChestX-
ray14 [3], is used. The first step is cropping the image to
the area of interest, which is the part with the lungs. It was
performed using a pre-trained U-Net for lung segmentation.
The next step is resizing to 384px × 384px. The total number
of training images in the dataset is 36,024, and testing –
15,735. The validation set is 20% of the training set. The
total number of classes is 14 and it is important to note, that
one image can contain one or more diseases, which is why the
dataset is prepared for a multilabel problem. The information
about class distribution is presented in Table I. Finally, before
feeding into the neural network, the image was augmented
(horizontal flip, height and width shifting, rotation, and zoom).

B. Baseline

To evaluate the effectiveness of the proposed model, well-
known architectures, such as DenseNet121 [14], Efficient-
NetB4 [15], ResNet101 [16], VGG16 [17] and Inception-
NetV3 [18], are also trained. These models are used as feature
extractors and the final classification is performed with three
dense layers with 64, 32, and 14 units. The last layer has a
sigmoid activation function. The used loss function is binary
cross-entropy (BCE), and an optimizer is AdamW with a
learning rate – 0.0001, and weight decay – 0.00001.

TABLE I
DISTRIBUTION OF CLASSES.

Pathology Train set Test set Total
Infiltration 13782 6112 19894
Effusion 8659 4658 13317
Atelectasis 8280 3279 11559
Nodule 4708 1623 6331
Mass 4034 1748 5782
Pneumothorax 2637 2665 5302
Consolidation 2852 1815 4667
Pleural Thickening 2242 1143 3385
Cardiomegaly 1707 1069 2776
Emphysema 1423 1093 2516
Edema 1378 925 2303
Fibrosis 1251 435 1686
Pneumonia 876 555 1431
Hernia 141 86 227

C. Proposed architecture

The proposed model is aimed to deal with multilabel classi-
fication with 14 labels, taking into consideration the imbalance
of the dataset. The model consists of two branches: global and
local. The general scheme of the proposed model is introduced
in Figure 1.

The global branch is represented by InceptionNetV3. Be-
cause of its structure, it is possible to extract features of
different sizes. After feature extraction by InceptionNetV3,
the Global Max Pooling layer and Dense layer process the
extracted information.

The local branch consists of Inception modules, modified
ViT and Global Average Pooling. Three inception modules
extract the local information from an input image and reduce
the dimension of extracted feature maps. The next step is
performed with a modified Vision Transformer. Firstly, the
extracted features are encoded. After that, 8 Transformer layers
process them. Figure 2 shows detail of a local branch, includ-
ing the Transformer layer. This layer is composed of Layer
Normalization, Convolutional, Multihead Attention and Add
layers. The main difference from the original ViT transformer
layer is added Convolutional layers after Layer Normalization.
The last part of Transformer layers is MLP. This one consists
of Dense layers with 64 and 32 units and Dropout layers
with a drop rate of 0.2. After that, the output is processed
by Layer Normalization, Global Average Pooling and Dropout
and following MLP, which also has Dense layers 64 and 32
units and Dropout layers with a drop rate 0.2.

The final part of the proposed model is the concatenation
branch composed of Dense and Dropout layers. The last layer
is dense with 14 units and a sigmoid activation function [19],
which can produce results in the range of 0 to 1.

As it was mentioned, the solved problem is multilabel
classification. Because of that, the specific loss function was
used – Asymmetric Loss (ASL) [20]. Mathematically, ASL
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can be described as:

ASL =

{
L+ = (1− p)γ+ log(p),

L− = (pm)γ− log(1− pm),
(1)

where L+ and L− are the positive and negative loss parts,
p is an output probability from the network, pm is a shifted
probability, γ is a focusing parameter. The set up parameters
are γ− is 5, γ+ is 1, clip is 0.001. The hyperparameters are:
number of epochs – 50, steps per epoch – 1000, an optimizer
is AdamW with a learning rate – 0.0001, and weight decay –
0.00001.

IV. RESULTS AND EVALUATION

A. Metrics

To evaluate the performance, some metrics are used: accu-
racy, sensitivity, specificity, precision, and F1. Their definitions
are defined as:

Accuracy =
TN + TP

TP + TN + FP + FN
, (2)

Precision =
TP

TP + FP
, (3)

Sensitivity =
TP

TP + FN
, (4)

Specificity =
TN

TN + FP
, (5)

F1 = 2 · Precision ·Recall

Precision+Recall
, (6)

where TN – True Negatives, TP – True Positives, FP –
False Positives, FN – False Negatives.

B. Results and discussion

Table II summarizes the achieved results by the proposed
model and models used for baseline. It can be seen, that
our model outperforms other architectures with the following
achieved results: AUC – 0.8012, specificity – 0.7452, accuracy
– 0.7429, precision – 0.2627, F1 – 0.3554.

The models in baseline perform well for different metrics:
VGG16 is better for AUC (0.7797), precision (0.2433), F1
(0.3357), and Sensitivity (0.7427), EfficientNetB4 is the best
according to specificity (0.7221), accuracy (0.7223).

More detailed results with AUC metric are introduced in Ta-
ble III and Figure 3. Compared to other models, the proposed
neural network has the best results for almost all diseases:
Atelectasis – 0.7635, Cardiomegaly – 0.8825, Consolidation
– 0.6907, Edema – 0.8310, Effusion – 0.8114, Emphysema –
0.8988, Hernia – 0.9065, Infiltration – 0.7054, Mass – 0.8098,
Nodule – 0.7692, Pleural Thickening – 0.7666, Pneumonia –
0.6926, Pneumothorax – 0.8671. EfficientNetB4 has achieved
better results for Fibrosis – 0.8263.

Here can be concluded, that the most problematic diseases
for detection are: Consolidation, Infiltration, and Pneumonia.
On the other hand, Hernia, Cardiomegaly, Emphysema and

Fig. 3. ROC-AUC for the proposed neural network.

Pneumothorax are easily detected and classified by a neural
network.

Also, it is worth mentioning, that it is possible to compare
the results of pure InceptionNetV3 and a combination of this
model with modified ViT using ASL. Here it is obvious,
that the results are more accurate: AUC is better for 0.05,
sensitivity – 0.02, specificity – 0.06, accuracy – 0.06, precision
– 0.03, F1 – 0.04. Table III also proved the effectiveness of
the proposed model compared with InceptionNetV3.

V. CONCLUSION

This work introduced the model of the neural network,
which detects 14 pulmonary diseases. This model captures
global and local features from input X-ray images using
InceptionNetV3 and a modified Vision Transformer model.

The proposed model was compared with some other clas-
sification models: DenseNet121, EfficientNetB4, ResNet101,
VGG16, and InceptionNetV3. It achieved the following results
on the testing set: AUC – 0.8012, specificity – 0.7452,
accuracy – 0.7429, precision – 0.2627, F1 – 0.3554. Taking
into consideration the achieved results, there can be concluded,
that application of a Vision Transformer with convolutional
layers can give more accurate results than pure classification
models, which are frequently used in this field of research.
Additionally, the application of ASL can improve the accu-
racy of predictions, since this loss function is proposed for
multilabel classification.

In future work, the model can be extended by experimenting
with different optimizers, loss functions and modifications of
the Vision Transformer. Additionally, some other techniques
in preprocessing step can increase the accuracy of disease
detection.
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TABLE II
RESULTS FOR ALL METHODS.

Method AUC Sensitivity Specificity Accuracy Precision F1
DenseNet121 0.7667 0.7169 0.6965 0.7022 0.2324 0.3234
EfficientNetB4 0.7772 0.7079 0.7221 0.7223 0.2419 0.3324
ResNet101 0.7520 0.7011 0.6917 0.6975 0.2320 0.3232
VGG16 0.7797 0.7427 0.6930 0.6978 0.2433 0.3357
InceptionNetV3 0.7522 0.7073 0.6869 0.6864 0.2314 0.3171
Proposed 0.8012 0.7272 0.7452 0.7429 0.2627 0.3554

TABLE III
ROC-AUC FOR ALL METHODS.

Pathology DenseNet121 EfficientNetB4 ResNet101 VGG16 InceptionNetV3 Proposed
Atelectasis 0.7325 0.7421 0.7450 0.7587 0.7379 0.7635
Cardiomegaly 0.8513 0.8594 0.8518 0.8684 0.8423 0.8825
Consolidation 0.6635 0.6663 0.6665 0.6890 0.6614 0.6907
Edema 0.8208 0.8187 0.8128 0.8253 0.7902 0.8310
Effusion 0.7886 0.7858 0.7944 0.8058 0.7815 0.8114
Emphysema 0.8313 0.8490 0.8088 0.8673 0.8147 0.8988
Fibrosis 0.7921 0.8263 0.7983 0.7888 0.7999 0.8213
Hernia 0.8549 0.8910 0.6222 0.7860 0.7138 0.9065
Infiltration 0.6791 0.6850 0.6762 0.7035 0.6727 0.7054
Mass 0.7797 0.7803 0.7865 0.8073 0.7773 0.8098
Nodule 0.7306 0.7442 0.7427 0.7541 0.7216 0.7692
Pleural Thickening 0.7011 0.7222 0.7181 0.7258 0.7138 0.7666
Pneumonia 0.6632 0.6644 0.6594 0.6786 0.6684 0.6926
Pneumothorax 0.8446 0.8461 0.8455 0.8576 0.8346 0.8671
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Abstract—This article deals with measuring magnetic azimuth 

using inertial sensors. It introduces the steps in this process and 

obstacles that need to be solved in order to achieve more precise 

results. The magnetic azimuth can be determined using one 

magnetometer; however, the precision in such measurement is 

limited. Therefore, this article also introduces measurement of 

relative azimuth acquired by the gyroscope. The essential part of 

precise measurement is the calibration of the mentioned inertial 

sensors, which is described in detail. The process of calibration is 

supported with equations, graphs, and tables. The measurement 

itself consists of an output from the magnetometer. The relative 

azimuth acquired from the gyroscope is then combined using a 

complementary digital filter with magnetic azimuth from more 

accurate magnetometer. The final results show the improvement 

obtained with the presented method. The article also contains 

information on a compact device designed for simple calibration 

and measurement with the mentioned sensors. 

Keywords—magnetic azimuth, relative azimuth, magnetometer, 

gyroscope, calibration 

I. INTRODUCTION

The magnetic azimuth represents the tilt from north, in 
degrees. This information is used, for example, in aviation, 
telephones, space applications, or geographic applications [1]. 
Magnetic azimuth can be obtained relatively easily from one 
magnetometer. From the output of the magnetometer, it is 
possible to determine the magnetic azimuth with the use of 
trigonometric functions. However, this is not the only step in the 
process, as acquired values would not make sense this way. 

The relevance of measuring magnetic azimuth depends on 
several factors. These are effects of surroundings, accuracy of 
calibration, uncertainty of measuring sensor. The surroundings 
of magnetometer consist of forces that are desirable for the 
particular application and of forces caused by other magnetic 
materials that generate magnetic field on its own. Therefore, the 
magnetometer measures the magnetic field surrounding it, but 
with unwanted fractions. These segments need to be eliminated 
during calibration, otherwise they can cause drift of measured 
results. Using the right calibration, the undesirable effects of 
surroundings can be avoided and they became non-essential. 

The uncertainty of the magnetometer depends on the specific 
type of sensor, which therefore has to the be chosen in relevance 
to specific requirements of the given application. However, this 
means that the results depend on these uncertainties and cannot 
be improved anymore with calibration, unless some other means 

of measuring are incorporated into the process. For such 
purpose, it is possible to use gyroscope due to its complementary 
features. It is possible to obtain relative azimuth from gyroscope 
output with the use of integration. The precision of measurement 
depends on calibration, uncertainty of gyroscope, and precision 
of derivation. 

The relative azimuth alone does not bear any significance in 
determining the tilt from north. However, with the use of a 
proper digital filter, it can improve the precision of magnetic 
azimuth gained from the magnetometer. For the purpose of this 
specific application, the linear complementary filter was chosen. 
It allows one to combine results in the same units from two 
different sensors with complementary properties. This paper 
covers in detail the issue of calibration and measurement of 
azimuth with magnetometer and gyroscope. It also presents 
device that was measured for such measurement. 

II. METHODS OF CALIBRATION AND MEASUREMENT

A. Calibration of Magnetometers

The magnetometer is a device capable of measuring a
permanent or temporal magnetic field surrounding it. The output 
of the magnetometer provides information about the direction 
and force of the magnetic field. From this the magnetic azimuth 
can be determined with the use of trigonometric functions. 
However, before the initiation of measurement, the calibration 
should be executed, otherwise the data would not be relevant for 
further processing. During calibration, the influence of 
unnecessary parts of magnetic field is removed. The calibration 
should take place at the exact same spot where the measurement 
will take place. The sensor environment contains hard and soft 
magnetic materials, from which calibration is called hard ironing 
and soft ironing [2]. The calibration here is performed in two-
dimensional space. 

If the magnetometer is in the place without interference, it 
observes the same absolute value of magnetic force in all 
directions with the centre in zero. Therefore, in an ideal situation 
without the effect of hard and soft magnetic materials, the data 
measured by magnetometer create a perfect circle with the 
centre at the origin of the coordinate system set by the coordinate 
x and y [3]. This is the desired shape of the measured values that 
is to be obtain after calibration. 

The hard and soft magnetic materials have different effect on 
the shape of the circle. The hard magnetic materials create a 
permanent magnetic field around them, which causes the 
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constant offset from the origin of the coordinate system. That 
means that the circle still has the same shape; however, its centre 
is shifted. In order to eliminate this effect, the constant value of 
offset has to be subtracted from measured values in each axis. 
This offset is specific for given axis and therefore must be 
determined separately [3]. 

The process of hard ironing, respectively, the removal of 
constant additive distortion caused by hard magnetic materials, 
consists of turning the sensor around one axis at least once. For 
each axis, the maximum and minimum must be found. The 
offset is given as average of the maximum and minimum values 
of the axis. The example of an equation for the axis x is in: 

xMag_offset =
xMag_max + xMag_min

2
, (1) 

where xMag_offset is permanent offset on axis x, xMag_max is 
maximum value, and xMag_min is minimum value on axis x. This 
offset is then subtracted from the new measured values from the 
magnetometer. This way the centre of circle can be shifted to the 
origin of coordinate system, as desired. 

The soft magnetic materials can influence the magnetic field 
around them, even though they do not create their own field. 
They flatten the circle and warp it. The circle then changes its 
shape to an ellipse. In application like this project the warp is 
undesirable and distortion is the main part that has to be 
removed. To eliminate this, the distortion factor needs to be 
determined. This factor is different for each axis, similarly to 
hard ironing process. It is better to initiate soft ironing after hard 
ironing, because the centre would be in the origin.  

Soft ironing works with values that have undergone hard 
ironing. The same process must be done on every axis. From the 
maximum and minimum in the axis x their delta is determined, 
as in: 

xMag_delta =
xMag_HI_max − xMag_HI_min

2
, (2) 

where xMag_delta is the desired delta, xMag_HI_max is the maximum 
value on the axis x after hard ironing, and xMag_HI_min is the 
minimum value on the axis x after hard ironing. The next step 
requires the knowledge of this delta for all used axes. Therefore 
yMag_delta in the following equation is the desired delta for the axis 
y. From deltas, the average avgMag has to be enumerated as:

avgmag =
xMag_delta + yMag_delta

2
. (3) 

The distortion factor is determined for the axis x and the axis 
y separately and is given as: 

fMag_x =
avgmag

xMag_delta

, (4) 

where fMag_x is the distortion factor specific for axis x. The new 
values that have undergone hard ironing are multiplied by the 
distortion factor for the given axis. The whole calibration against 
both hard and soft magnetic materials is then: 

xMag_cal = (xMag_new − xMag_offset) ∙ fMag_x, (5) 

where xMag_cal is the fully calibrated x-value and xMag_new is the 
newly measured x-value from magnetometer. 

B. Calibration of Gyroscopes

The gyroscope is an inertial sensor that can measure the
change in angular velocity. From this change in angular velocity, 
it is possible to acquire the change in angle using integration [2]. 
However, this brings additional problems caused by the drift of 
the gyroscope. Due to the integration, even small drift or noise 
of the device propagate itself significantly in time. For these 
reasons, it is impossible to use gyroscope for determination of 
azimuth on its own, and it is usually combined together with 
other inertial sensors. The calibration has to be completed before 
the actual measurement, the same as it is with magnetometers. 

Gyroscope calibration is simple and does not require as 
much mathematical processing as is needed with 
magnetometers. During the calibration the gyroscope should be 
laid still on a flat surface. This way there is no change of forces 
that would affect the gyroscope. Therefore, the values in the 
gyroscope output should ideally be zero. However, these data 
show certain value of the change in angular velocity. These 
values present the offset from zero. The calibration consists of 
taking a sufficient number of samples and enumerating the 
average from them for each axis individually, as in: 

xGyr_offset =
∑ xGyr_k

i
k=1

i
, (6) 

where xGyr_offset is the offset in axis x, k is the index of measured 
sample, i is the number of samples and xGyr_k is the measured 
sample in axis x. The offset is then subtracted from newly 
measured data, and the calibrated values are given as: 

𝑥𝐺𝑦𝑟_𝑐𝑎𝑙 = 𝑥Gyr_new − 𝑥Gyr_offset, (7) 

where xGyr_cal is the calibrated x-axis value and xGyr_new is the 
newly measured value on the axis x. The same process should 
be applied to all axes. The values after calibration will still not 
be perfect zero due to the noise of the device. 

C. Measurement of Magnetic Azimuth

The magnetic azimuth obtained from the magnetometer
provides information about the north. For the purpose of this 
paper, the magnetic azimuth is defined in the plane given by the 
x and y axis. The calibrated output value of the magnetometer is 
labelled as Mx for the axis x and My for the axis y. The magnetic 
azimuth acquired from magnetometer is labelled as ψMag; this is 
the sign of the azimuth around the axis z commonly used in the 
literature [4]. The value of magnetic azimuth can be determined 
as [3]: 

ψMag = tan−1 (
Mx

My

)  [°]. (8) 

The arctangent function of (8) gives output values from −90° 
to 90°. However, this is not sufficient range for representation 
of the whole circle around the axis z, respectively, from north. 
In order to fully express the tilt from the north in degrees, the 
range needed is from −180° to 180°. Moreover, the zero value 
of My is not defined in this function. The adjusted equation is 
the solution for the problems mentioned: 

ψMag = atan2 (
Mx

My

) . (9) 
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The result from (9) is in radians and needs to be converted to 
degrees. The range now is from −180° to 180°, as desired. This 
range can be further optimised using simple addition or 
subtraction, for example, from 0° to 360°. Similarly, the north 
can be set in any desired angle and other directions would be 
recounted accordingly. 

D. Measurement of Relative Azimuth

The azimuth obtained from the gyroscope is relative. That
means that it gives information about angle from a certain 
starting point. Without the information about this staring point, 
the angle does not make sense alone for the detection of north or 
the tilt from north. The calibrated output value of the gyroscope 
is labelled as Gz for the axis z and the relative azimuth acquired 
from the gyroscope is ψGyr. The relative azimuth can be 
calculated with a simple use of integration. This means that the 
newly measured value from the gyroscope can be multiplied by 
the time passed from the previous measurement and added to the 
angle from the previous measurement as: 

ψGyr = ψprev + Gz ∙ Δt, (10) 

where Δt is the time passed between two measurements. There 
are several methods of integration that can result in different 
precision of measurement. However, the difference in this 
application would be insignificant. 

E. Digital Filter

The outputs from magnetometer and gyroscope can be
combined with the use of an appropriate digital filter. The ideal 
filter for combining these two is the linear complementary filter. 
It incorporates the high-pass and low-pass filter [5]. There the 
complementary properties of magnetometer and gyroscope are 
advantageous. Magnetometers tend to have a better response to 
slowly changing signals. However, when the signal changes 
quickly, it can have a false reading. On the other hand, the 
gyroscopes have better response to quickly changing signals. 
When the change of signal is slow, the force applied to 
gyroscope is smaller and the measurement is more accurate. 
This means that they have complementary dynamic responses 
and are ideal for the usage in linear complementary filter [5]. 
Mathematically, this filter is given as: 

ψFilt = α ∙ ψGyr + (1 − α) ∙ ψMag, (11) 

where ψFilt is the magnetic azimuth obtained from the 
application of the linear complementary filter and α is a 
weighted factor with value in the range <0; 1>. 

III. RESULTS

A. Designed Device

The device designed for the measurement of different
movements in space, including magnetic azimuth, contains two 
magnetometers, an inertial measurement unit (IMU), and 
processing microcontroller. The magnetometers used are 
MMC5633NJL [6], further marked MMC, and BM1422AGMV 
[7], further marked BM. The IMU IIM-42652 [8] contains an 
accelerometer and gyroscope, although though in this paper only 
gyroscope is used. The device mounted on the base for 
calibration is depicted in Fig. 1. 

Fig. 1. Designed device mounted on the calibration base. 

The device can operate with battery as power supply while 
saving measured data to its external memory. However, this 
operation is restricted due to the limited space in memory. In the 
second type of operation, the device is connected to the 
computer, which is also the power supplier at that moment. The 
device communicates through a terminal. The user can send 
prepared commands and the device executes the appropriate 
function. There are functions for calibrations of all present 
sensors and for measurement. Every calibration lasts a given 
time until it ends. The measurement functions continue until the 
appropriate command is received. 

B. Calibration of Sensors

In the case of this particular application, the calibrated
magnetometer was turned 360° around axis z. The data in this 
part are from the calibration of magnetometer MMC. The output 
data from this magnetometer before calibration can be seen in 
Fig. 2. They were obtained with the same motion as is done 
during calibration. It is obvious that the centre is not in the origin 
of coordinate system and that the shape is not circular. 

The Fig. 3 shows the output data after hard ironing with blue 
colour and after soft ironing with orange colour. The hard 
ironing helped to move the centre of the circle to the origin of 
the coordinate system. The soft ironing then helped with the 
elliptical shape and converted it to the circle. 

The offset and distortion of the circle before calibration is 
also obvious from the Table I. and Table II. In the first table are 
values of maximum, minimum, offset, and distortion before the 
calibration. In Table 2 are these values after calibration. It is 
shown that after calibration, the minimum and maximum have 
the same absolute value, their centre is almost in the origin, and 
their distortion was fixed. 
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Fig. 2. The measured data from magnetometer MMC while turning around 

360°around the axis z. 

Fig. 3. The measured data from the magnetometer MMC after hard ironing 

(blue colour) and soft ironing (orange colour). 

TABLE I. MAXIMUM, MINIMUM, OFFSET, AND DISTORTION BEFORE 

CALIBRATION 

Maximum Minimum Offset Distortion 

xMMC [-] -500 -846 -673 1,0748 

yMMC [-] 134 -267 -66 0,9314 

TABLE II. MAXIMUM, MINIMUM, OFFSET, AND DISTORTION AFTER 

CALIBRATION 

Maximum Minimum Offset Distortion 

xMMC_cal [-] 186,75 -186,75 0 1 

yMMC_cal [-] 186,28 -187,22 -0,47 1 

The gyroscope was places during calibration intact on the 
flat surface and 500 samples were collected. Fig. 4 depicts the 
data before and after calibration. The blue colour is for the axis 
x before calibration, the orange colour is for the axis y before 
calibration, the red colour is for the axis x after calibration, and 
the yellow colour is for the axis y after calibration. This also 
supports Table III. with values of offsets before calibration for 
the axes x and y. The values after calibration are accumulated 
around zero. 

Fig. 4. Measured data from magnetometer gyroscope before calibration for the 
axis x (blue colour), axis y (orange colour), and after calibration for axis x (red 

colour), axis y (yellow colour). 

TABLE III. THE OFFSET AND DISTORTION BEFORE CALIBRATION 

Offset 

xIIM_gyro [-] 46 

yIIM_gyro [-] -52 

C. Magnetic Azimuth Measurement

To identify the precision of measurement by magnetometer
MMC alone, the following method was proposed. The device 
was set at defined angles from 0° to 360°. It was set with a 10° 
step and every time the magnetic azimuth was measured. The 
measured values were then compared to the set angle, which was 
considered ideal. The acquired data, marked as azimuthmag, were 
plotted in relation to the ideal set angle, labelled as azimuthset. 
The mentioned graph is shown in Fig.5 in which the blue colour 
is the measured azimuth and the orange colour means the ideal 
theoretical value. It is evident that the magnetic azimuth deviates 
from ideal angles, more visibly in the higher range of angles. 

The improvement of this can be seen in Fig. 6. There is 
measured magnetic azimuth, marked as azimuthfilt obtained after 
application of complementary filter. The measurement has the 
same conditions as the measurement of magnetometer alone. 
The device was set from 0° to 360° angles with 10° step, and 
magnetic azimuth is acquired. From Fig. 6 it is evident that after 
filtration the magnetic azimuth follows the ideal angles more 
precisely. 
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Fig. 5. The magnetic azimuth measured by magnetometer MMC in relation to 

the set angle (blue colour), the ideal angles (orange colour). 

Fig. 6. The magnetic azimuth measured by magnetometer and gyroscope after 

application of digital filter in relation to the set angle (blue colour), the ideal 

angles (orange colour). 

The values of magnetic azimuth after the application of the 
filter overlap more with theoretical values. Therefore, the 
magnetic azimuth with the use of filter is closer to the desired 

precision. This proves that the linear complementary filter is 
helpful for more precise measurement of magnetic azimuth. The 
accuracy could be further improved with the use of external 
crystal, which can potentially improve the accuracy of 
integration used with gyroscope. Furthermore, a different type 
of digital filter could bring new possibilities to this area. 

IV. CONCLUSION

This article describes the process of measuring magnetic 
azimuth and proposes the use of digital filter in order to obtain 
more precise results. It includes detailed information concerning 
calibration of magnetometers and gyroscopes. There are all 
necessary equations for this purpose, and calibration of both 
sensors is supported with graphs and tables. The article also 
presents the device that was used for the purpose of all 
calibrations and measurements, and some of its properties were 
stated. The measurement of magnetic azimuth was done by 
magnetometer alone and using magnetometer and gyroscope 
combined by filter. The measurement proved that the 
combination of inertial sensors helps with the precision of the 
magnetic azimuth. Further improvement in this field could be 
obtained with improvement of integration used in determination 
of relative azimuth, the use of several magnetometers in one 
measurement or the usage of different types of filtering. 
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Abstract—This paper deals with lithium-ion batteries, 

specifically the electrolytes used. The degradation mechanisms of 

lithium-ion batteries are addressed, with a focus on electrolyte 

degradation. A considerable part is then devoted to the 

degradation of lithium hexafluorophosphate, especially after 

exposure to water or moisture. The decomposition of the lithium 

salt is linked to the evolution of hydrofluoric acid, whose influence 

on the electrolyte parameters and methods of fast detection is the 

subject of the experimental section. 
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I. INTRODUCTION

Over the past three decades, lithium-ion batteries have made 
a significant contribution to the energy storage systems. 
Lithium-ion batteries have become the preferred power source 
in consumer electronics and are continuously entering new 
market segments. At the same time this technology is rapidly 
growing in the field of electric vehicles and stationary energy 
storages. This is mainly due to their superior characteristics in 
terms of relatively high energy and power density (both 
volumetric and gravimetric), high energy efficiency, possibility 
of fast charging, adjustable battery size and sufficient safety 
features compared to other types of batteries. [1] 

In general, lithium-ion batteries consist of a positive and 
negative electrode, an electrolyte, a separator and a casing. This 
system works on the intercalation principle, with the negative 
electrode most often made of graphite, and the positive electrode 
made of transition metal oxides such as Lithium Cobalt Oxide 
(LiCoO2, or LCO), Lithium Nickel Manganese Cobalt Oxides 
(LiNixMnyCozO2 or NMC), Lithium Iron Phosphate (LiFePO4, 
or LFP), and others [2]. These electrodes are separated by 
a porous polymer separator that prevents electrical contact 
between the two electrodes, but at the same time allows lithium 
ions to pass between the positive and negative electrode. The 
conductive pathway for the lithium ions is then formed by the 
electrolyte, which is generally a lithium salt dissolved in 
a suitable solvent or a mixture of solvents [2]. The composition 
of electrolytes for lithium-ion batteries is the main focus of this 
paper. 

The limiting factors of a battery are its internal components. 
The electrodes, in particular the positive electrode, is the 
limiting factor in terms of overall battery capacity, energy 
density and cyclability. In contrast, the electrolyte determines 
the maximum current density, time stability and safety. This is 

due to the fact that the electrolyte is in close interaction with all 
other components such as the positive and negative electrodes 
as well as the separator. [3] 

The interface between each electrode and the electrolyte 
determines the requirements for chemical stability, thereby 
greatly limiting the range of usable materials. The chemical 
compatibility of the electrodes with the electrolyte is ensured by 
the formation of passivation layers, referred to as Solid 
Electrolyte Interface (SEI for short). The formation and physical 
properties of these protective layers depend on the nature of the 
electrodes. Thus, more and more attention is being paid to the 
study of the electrolyte composition to ensure the stability and 
durability of the entire battery system. [3] 

II. LITHIUM-ION BATTERY DEGRADATION

Increased demands for lithium-ion batteries not only in 
automotive applications, such as early mentioned increased 
energy density, fast charging capabilities and improved safety, 
are accompanied by phenomena that negatively affect battery 
performance [1]. This so called degradation mechanisms (or 
aging) of lithium-ion batteries are shown on Fig 1 bellow. This 
figure shows the basic structural components of a lithium-ion 
battery and their associated degradation mechanisms. The 
primary degradation mechanisms are marked in green, the 
secondary mechanisms are marked in red [4]. 

Fig. 1. Illustration of degradation mechanisms on basic lithium-ion battery 

components. [4] 

As can be seen in Figure 1, the primary degradation 
mechanisms include particle cracking at the positive and 
negative electrodes, SEI formation and growth (at both positive 
and negative electrodes), structural changes of the positive 
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electrode associated with dissolution of transition metal oxides, 
lithium plating of the negative electrode and associated dendritic 
growth. Secondary degradation mechanisms include binder 
decomposition associated with delamination of the active 
material from the current collector, formation of islands of active 
material due to particle cracking, pore blocking, evolution of 
gases and hydrofluoric acid, and electrolyte decomposition [5]. 
The decomposition of the electrolyte and its susceptibility to the 
presence of moisture in the presence of hydrofluoric acid will be 
the subject of one of the next chapter. 

Battery degradation can generally be described from two 
perspectives. The first is to describe the degradation 
mechanisms in terms of the physical and chemical changes that 
take place inside the battery cell. These mechanisms describe 
degradation in the most detail, but at the same time are very 
difficult to observe directly. In contrast, the observation of 
power loss and usable capacity of a battery cell is relatively 
simple, but at the same time the least accurate for describing 
degradation mechanisms. However, understanding degradation 
mechanisms is crucial in designing cost-effective batteries with 
respect to long life and environmental sustainability. Therefore, 
there is a growing interest in the possibility of direct observation 
of degradation mechanisms during battery operation (in-situ 
measurement). [4] 

III. ELECTROLYTES FOR LITHIUM-ION BATTERIES

Electrolytes for lithium-based batteries in general can be 
divided in to five different groups: 

• non-aqueous electrolytes made out of a lithium salt
dissolved in an suitable organic solvent or mixture of
solvents;

• aqueous solutions consisting of a lithium salt
solubilized in water;

• ionic liquids from organic lithium salts;

• polymer electrolytes (both gel and solid polymers) and

• hybrid electrolytes. [3]

In this paper the attention will be mainly paid to non-aqueous 
electrolytes since most of the electrolyte used in commercial 
lithium-ion batteries are non-aqueous solutions [3]. Focus will 
be paid to basic requirements for these electrolytes, as well as 
the most commonly used materials for non-aqueous electrolytes. 
A considerable part will also be devoted to the already 
mentioned degradation of electrolytes, especially in connection 
with the evolution of hydrofluoric acid after exposure to the 
moisture. 

A. Electrolyte Requirements

The electrolyte is therefore an internal part of the battery
which must be sufficiently stable with respect to the cathode and 
anode material and should not undergo chemical changes during 
battery operation. The ideal electrolyte should therefore meet the 
following criteria [3]: 

• It should be a good ionic conductor as well as an
electrical insulator. A good ionic conductivity is
necessary because of the easy transport of Li+ ions
between the anode and cathode during

charging/discharging, and the insulation resistance is 
necessary to prevent self-discharge and short circuit. 

• It should have a wide potential window meeting the
range of working potentials of the anode and cathode
material to avoid electrolyte decomposition at higher
potentials.

• It should be inert to the other constructional parts of the
battery cell so that, the separator does not dissolve or
the battery cover does not corrode.

• It should be thermally stable over a wide range of
temperatures so that it does not approach the boiling
point or freezing point during operation.

• It must have low environmental toxicity and generally
meet the conditions limiting environmental
contamination.

• It should be made from sustainable materials. In other
words, the electrolyte should not be made from low
abundant elements, and the production process should
have as least impact to the environment as possible. At
the same time, the costs of preparing the raw materials
and the total cost of electrolyte should be as low as
possible. [3]

In addition to the requirements mentioned above, the 
electrolyte plays a very important role in initial cycling. During 
the first cycles, SEI is formed on the negative electrode and CEI 
(Cathode Electrolyte Interface) on the positive electrode [5]. 
This electrode-electrolyte interphases consists of salt/solvent-
based inorganic and organic parts is electrically insulated while 
the ionic conductivity remains [1]. 

B. Electrolyte Composition

Lithium-ion batteries electrolytes are most often composed
of a solution of Lithium Hexafluorphosphate (or LiPF6) in 
mixture of carbon based solvents (or carbonates) [5].  

These carbonates most commonly include Ethylene 
Carbonate (EC), Dimethyl Carbonate (DMC) and Diethyl 
Carbonate (DEC) [7]. Other carbonates and often used solvents 
are listed in Table 1. Mentioned solvents are used because of 
their acceptable stability for use in 4 V cathode systems and their 
stability to the lithiated graphite used for the negative electrode. 
Their other advantageous properties include high polarity, 
relatively good operating temperature range, sufficiently low 
toxicity and acceptable safety. [6] 

TABLE I. BASIC PROPERTIES OF CARBONATE SOLVENTS [6] 

Solvent 
Solvent Properties 

Formula εr 
[-] 

η 
[mPa.s] 

ρ 
[g.cm-3] 

BP 
[°C] 

FP 
[°C] 

Ethylene 
Carbonate (EC) 

C3H4O3 90 1.9 1.32 238 143 

Propylene 

Carbonate (PC) 
C4H6O3 65 2.5 1.20 242 138 

Dimethyl 

Carbonte (DMC) 
C3H6O3 3.1 0.59 1.06 90 17 

Ethyl-Methyl 
Carbonate (EMC) 

C4H8O3 3.0 0.65 1.01 108 23 

Diethyl 

Carbonate (DEC) 
C5H10O3 2.8 0.75 0.97 127 25 
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Table 1 above lists the most commonly used carbonates and 
their basic properties. Among the properties listed are the 
chemical formula, relative permittivity (εr), viscosity (η), density 
(ρ), boiling point (BP) and flash point (FP). All properties listed 
are for 25 °C except for ethylene carbonate, for which the 
properties are listed for 40 °C [3]. 

According to [6], the use of LiPF6 salt is to some extent 
a compromise, as other commercially available lithium salts 
have too many disadvantages. For example, LiAsF6 is 
poisonous; LiClO4 is explosive; LiBF6 exhibits significant 
problems at the negative electrode as it tends to react between 
the BF4

– anion and the negative electrode surface; LiSO3CF3 
exhibits too low ionic conductivity; and LiN(SO2CF3)2 exhibits 
problems at the positive electrode as there is insufficient 
passivation, resulting in corrosion of the aluminium current 
collector. [6] 

C. Advanced Electrolyte Composition to Increase Battery

Pefrormance and Safety

In recent years, there has been a great effort to increase the
overall power that a battery cell can deliver. One way to achieve 
this increase in performance is through the use of new solvents, 
lithium salts and other additives that can affect performance of 
the system [6]. Another much-discussed problem with lithium-
ion batteries is their safety, especially fire safety. In some 
respects, these concerns are preventing further use of this type 
of technology [9]. However, according to [9], most of the fire 
risks are due to the unstable and highly flammable electrolytes 
composed of LiPF6 and carbonate solvents. 

1) Solvents Perspective
According to [6], new solvents include organic sulphur

compounds such as Propylene Sulphite (C3H6O3S), fluorine-
substituted compounds and organo-phosphorous compounds. It 
is further argued in [8] that by using non-flammable phosphate 
compounds such as Dimethyl Methyl Phosphonate (DMMP), 
Triethyl Phosphate (TEP) and Trimethyl Phosphate (TMP) 
instead of conventional carbonate solvents, some degree of 
safety was achieved, but with an impact on performance. In fact, 
the poor reducing stability of these solvents leads to the 
decomposition of the solvents on the graphite electrode, 
resulting in a reduction in the system performance.  

2) Lithium Salts Perspective
It has also been found that safety problems arise due to

a thermally unstable salt, which is most commonly LiPF6. Under 
unsuitable conditions, the heat and by-products generated by the 
decomposition of LiPF6 accelerate a number of exothermic 
reactions. These reactions include the decomposition of the SEI 
layer, which leads to further reactions between the electrode and 
the electrolyte. During these reactions, oxygen evolution and 
heat release occur, which can lead to battery fires. Therefore, 
replacing the LiPF6 salt with a more stable salt appears to be 
a solution to this problem. This was achieved by using Lithium 
bis(fluorosulfonyl)imide (or LiFSI for short) and Lithium 
bis(trifluoromethanesulfonyl)imide (or LiTFSI for short). [7] 

The problem with these salts, however, is the lack of 
formation of passivation layers on the aluminium current 
collector, which leads to its corrosion at potentials higher than 
3.8 V. However, it was found that corrosion of the current 

collector occurs only with weak LiTFSI solutions. In fact, when 
a higher concentration of this salt was used, the collector was 
passivated by a layer of Aluminum Fluoride (AlF3), which 
suppresses surface corrosion. Moreover, by increasing the 
concentration of LiTFSI, the proportion of flammable solvents 
is reduced, which increases the safety of the batteries. [7] 

IV. ELECTROLYTE DEGRADATION AND DECOMPOSITION

The aforementioned LiPF6 dissolved in carbonate solvents 
shows a good compromise between operating temperature, ionic 
conductivity, SEI formation and potential window. However, 
the lack of redox stability leads to degradation mechanisms that 
manifest themselves in electrolyte decomposition. Electrolyte 
aging can be divided into: 

• contribution to interphase formation;

• solvent decomposition and

• salt decomposition. [1]

A. LiPF6 Decomposition

Although the most commonly used lithium salt, LiPF6, is
relatively stable in a dry inert atmosphere up to 107 °C, this salt 
suffers from degradation when exposed to traces of water, 
moisture, or even alcohols [8]. 

In [8] it is shown that the degradation starts with the 
decomposition of LiPF6 according to equation (1). According to 
this equation, LiPF6 decomposes to form Lithium Fluoride (LiF) 
and Phosphorous Pentafluoride (PF5). 

LiPF6 → LiF + PF6 (1) 

PF5 can further react with water (H2O) or moisture to release 
Hydrofluoric Acid (HF) and Phosphoryl Fluoride (POF3). This 
process can be described by equation (2): 

PF5 + H2O → POF3 + 2HF (2) 

The reaction described by equation (1) is almost negligible 
at room temperature. However, in an electrolyte environment, 
the interaction between PF5 and solvent molecules (EC and 
DEC) can shift the equilibrium of the reaction to the right, 
resulting in increased HF formation. Decomposition is not only 
catalysed by elevated temperature or the presence of moisture, 
but is also activated by the release of protons(H+) during LiF 
formation either in the SEI at the negative electrode or in the 
CEI at the positive electrode. [8] 

Li+ + HF ↔ LiF(s) + H+ (3) 

The precipitation of LiF(s) described by equation (3) and 
therefore the lithium ion removal from the solvated system has 
no direct effect on the formation of HF. Released protons may 
further react with LiPF6 molecules to form additional HF which 
is described by the equation (4) and (5). [8] 

H+ + PF6
– ↔ H−F−PF5 (4) 

H−F−PF5 → HF + PF5 (5) 

The HF produced by the reactions described above 
dramatically affects battery life and performance [8]. Thus, the 
moisture content during the battery manufacturing process is 
one of the most important factors affecting the quality of both 
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the electrolyte and the entire battery system. Indeed, even trace 
amounts of water can lead to significant deviations from normal 
behaviour. Figure 2 shows some of the undesirable chemical and 
electrochemical reactions, the most important being the 
degradation of the cathode, anode and electrolyte itself. [9] 

Fig. 2. Diagram showing the effect of water on the electrodes and electrolyte 

degradation [10] 

V. EXPERIMENTAL

In the experimental part the potential window and stability 
of the electrolyte 1M LiPF6 in EC:DMC 1:2 (i. e. 1 mol.l-1 of 
LiPF6 dissolved in mixture of solvents composed from EC and 
DMC in 1:2 ratio) was tested. Furthermore, detection of the 
presence of water and degraded electrolyte was performed using 
fast electrochemical screening methods. For the potential 
window measurements, electrochemical test cells (ECC) from 
El-Cell were used. Their assembly and general handling of the 
electrolyte was carried out in a Jacomex glove box under the 
argon inert atmosphere (both H2O and O2 concentration bellow 
1 ppm). Electrochemical measurements were then performed on 
a BioLogic VMP3 multi-channel potentiostat. 

Potential window and stability measurements were 
performed using four different test cell configurations. Each 
configuration is used to test stability against specific battery 
components: 

• Steel-Steel configuration (empty test cell with
Whatman glass separator) to measure the stability of
the electrolyte against the applied potential and when
in contact with the separator and metal parts of the
battery.

• Li-Steel configuration (lithium metal on one side,
empty measuring cell on the other, Whatman glass
separator in between) for measuring the stability of the
electrolyte in the presence of lithium metal and Li+

ions.

• Li-Cu configuration (lithium metal on one side, copper
disk on the other, Whatman glass separator in between)
for measuring the stability of the electrolyte against the
copper current collector.

• Li-Al configuration (lithium metal on one side,
aluminium disc on the other, Whatman glass separator
in between) for measuring the stability of the
electrolyte against the aluminium current collector.

As part of the electrochemical measurements, the open 
circuit voltage (OCV for short) was first measured for one hour. 
Subsequently, a set of voltametric measurements were 
performed in which the current response to the applied potential 
was measured. As part of these measurements, linear sweep 

voltammetry (LSV for short) and twenty cycles of cyclic 
voltammetry (CV for short). The scan rate of these methods was 
chosen to be 5 mV.s-1. Potential range was chosen from 0.05 to 
5.5 V for the Steel-Steel and Li-Steel configurations, 0.05 to 
2.5 V for the Li-Cu configuration and 2.5 to 5.5 V for the Li-Al 
configuration. These potential ranges were chosen based on 
consultation with the supervisor, taking into account the stability 
of the materials used. 

VI. RESULTS AND DISCUSSION

This section will discuss the measured results on the above 
mentioned test cell configurations. All measurements were 
carried out with a three-electrode configuration. Since there 
were many test configurations and a lot of obtained data, only 
a comparison between pure and H2O contaminated electrolyte 
will be presented here. 

A. Difference in obtained CV curves between pure and

contamined electrolyte

Figure 3 shows the CV curves obtained from measurements
on the Li-Al configuration. The orange colour corresponds to the 
pure electrolyte, the blue colour corresponds to the electrolyte 
contaminated with 250 ppm H2O. The red arrows then indicate 
what happened to the measured curves with increasing number 
of cycles. This colour coding is used for all the following results. 

Fig. 3. CV curves of pure and contaminated electrolyte with 250 ppm H2O on 

Li-Al configuration 

From Figure 3 can be shown, that intense peak at a potential 
of approximately 4.2 V was present in the contaminated 
electrolyte. Furthermore, small micro-short circuits can be 
observed around potential of 3.2 V, which are most likely due to 
damage to the separator caused by etching of fibre glass 
separator. 

Figure 4 shows the CV curves measured on the Li-Cu 
conjugation. Intense peaks at a potential of approximately 1.9 V 
can be observed in these curves which probably correspond to 
the electrolysis of H2O. At lower potentials it is then possible to 
observe small spikes, which are probably due to damage to the 
separator caused by HF. Similarly to Figure 4, in Figure 5, where 
the curves for the Li-Steel configuration are plotted, it is possible 
to observe the appearance of peaks at a potential of 
approximately 1.5 to 2.0 V, which should also correspond to the 
electrolysis of H2O. 
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Fig. 4. CV curves of pure and contaminated electrolyte with 250 ppm H2O on 

Li-Cu configuration 

Fig. 5. CV curves of pure and contamined electrolyte withc 250 ppm H2O on 

Li-Steel configuration 

Figure 6 shows the results obtained from OCV 
measurements on a Li-Cu configuration using a water-
contaminated electrolyte. 

Fig. 6.  OCV measurements on Li-Cu configuration with different time intervals 
from water contamination. 

Figure 6 is based on two reference measurements on pure 
electrolyte, which are plotted in blue and orange. For both 
measurements, the OCV was around 1.85 V. Approximately 
1.5 hours from water contamination, an OCV ranging from 2.0 
to 2.25 V was measured, which is plotted in grey. After 54 hours, 
an OCV of around 3.0 V was measured, on which there are also 

small spikes caused by the breakdown of the separator. This 
measurement is plotted in red. After 96 hours from water 
contamination, the measured OCV was around 3.0 V, but with 
the difference that there are significant voltage drops caused by 
micro-short circuits through the HF-etched separator. These 
results show that the degradation of the electrolyte by the 
presence of water causes an increase in the open circuit voltage 
and also increases the HF concentration. 

VII. CONCLUSION

The electrolytes for commercial lithium-ion batteries most 
often consist of LiPF6 dissolved in carbonate solvents (such as 
EC or DMC). LiPF6 has been found to be very sensitive to the 
presence of water and moisture, as it decomposes to form 
hydrofluoric acid when contaminated. This is why any contact 
with water and moisture during the battery manufacturing 
process must be avoided to ensure long-term reliability and 
service life. Usually the presence of water is detected by Karl-
Fisher titration, which is a relatively complex and time-
consuming method. During our research, rapid electrochemical 
screening methods were used, which can also detect the 
presence of water and degraded electrolyte. 
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As the production of lithium-ion batteries (LIB) is growing 

at a meteoric pace with the advent of electromobility. There will 

be a need for efficient use of recycling processes, which now 

focus mainly on selected metals. Direct recycling is a method 

with great potential due to its simplicity, ecological friendliness, 

and high efficiency. However, this method needs to be improved 

and put into practical use. In this paper, it is focused the 

simulation of LIB aging, composition analysis and then recovery 

of the anode material of Motoma LFP 18650 and Panasonic 

NCR18650B batteries. 

Keywords— Li-ion battery, direct recycling, graphite 

I. INTRODUCTION 

LIBs consist of a cathode material attached to an 

aluminum foil, an anode material on a copper foil, a separator 

that separates the cathode from the anode, an electrolyte that 

allows the migration of lithium ions, and everything is 

encapsulated in a metal package, most often made of 

aluminum. Graphite is most often used as the anode material 

due to its price and suitable properties. A number of materials 

are used as the cathode material, most often transition metal 

oxides and lithium. Cathode material can be chosen based on 

the required battery properties. [1] The total capacity on the 

market is expected to be more than 1.5 TWh in 2030, almost 

quadrupling compared to 2022. To the year 2040, total 

capacity of LIB on the market will attack 6 TWh. [2] 

During the lifespan of LIBs, various mechanisms of 

degradation occur which also affect direct recycling. A 

common mechanism is the formation of an SEI layer. Another 

mechanism is particle cracking due to intercalation processes 

or lithium plating. [3] 

Graphite dominates the commercial LIB market due to its 

excellent electrochemical properties and availability. The 

destruction of graphite occurs during cycling. Because of 

repeated deintercalation of Li+ ions lead to a change of 

volume of the graphite anode. Cumulative stresses gradually 

cause graphite particles to crack and split. Typically, direct 

recycling strategies for graphite mainly focus on removing 

impurities and restoring its crystal structure. 

The first step in repairing used graphite is to remove 

impurities, including SEI residue, polymer binder, 

conductive agents, contaminants, and metal deposits. Several 

processes are used to remove impurities, such as heat 

treatment, chemical treatment, acid treatment, and water 

treatment. Chemical treatment using ethylene glycol can not 

only remove the binder and conductive additives, but also 

dissolve metal impurities. Spray drying is then carried out to 

reconnect the graphite particles.  Acid treatment is widely 

used to dissolve the metal. The performance of recycled 

graphite after acid treatment is close to commercial graphite. 

[4] 

II. RECOVERY OF SPENT BATTERIES

Batteries used for this work are commercial Panasonic 

NCR18650B (3250 mAh) with NCA cathode and graphite 

anode and Motoma LFP 18650 (1500 mAh) with LFP cathode 

and graphite anode. Discharge characteristic was performed 

using different C-rates between 0,1C-1 C followed by long-

term cycling to simulate aging of batteries. Cycling was 

performed by 1C-rate in the range declared by the 

manufacturer as safe for the cell for a total of 500 cycles. After 

aging, discharge characteristics were performed again. As 

shown in Figure 1 and Figure 2, capacity fade of Motoma LFP 

is minimal. However, capacity drop during 1 C cycling for 

Motoma LFP after 500 cycles is 5% as shown in Figure 3. The 

instruments used for electrochemical testing were a Biologic 

VMP3 with Booster and a ZKETECH EBC-X cycler. 
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Figure 1 Discharging characteristics of Motoma LFP 

Discharge curve of Motoma LFP before aging (Fig.1) is 

typical for LFP batteries. Initial drop of voltage followed by 

stable discharge plateau around 3.3 V. It was found that the 

capacity when discharging with a current of 0.1 C is 1590 

mAh and at 0.2 C is 1560 mAh. The difference is only minor, 

and the voltage drop when discharging is also minor. At a 

load of 0.5 C the drop in the discharge plate, especially in the 

last third of the capacity, is more significant and the capacity 

reached was 1556 mAh. An even more significant drop in 

voltage occurred at a load of 1 C when the potential of the 

discharge plateau dropped below 3.2 V and the capacity 

dropped to 1519 mAh. 

Figure 2 shows the discharge curves at different loads of the 

Motoma LFP battery after cycling. From the discharge 

characteristics it can be seen that there is a drop in capacity at 

all loads but at higher C there is not such a significant drop in 

voltage. So the battery behaves more stable at higher loads 

after cycling. The capacity at 0.1 C dropped by 9.4% percent 

to 1450 mAh, at 0.2 C the capacity was 1440 mAh. At 0.5 C 

the drop on the discharge plate after cycling, especially in the 

last third of the capacity, is less pronounced and the capacity 

reached was 1430 mAh. The drop in capacity at 1 C load was 

not as noticeable compared to the uncycled cell, the capacity 

dropped to 1410 mAh. 

Figure 2 Discharging characteristics of aged Motoma LFP 

Figure 3 Capacity fade of Motoma LFP during cycling 

Initial capacity during cycling of Motoma LFP was 

1485 mAh see Fig.3. After 500 cycles, capacity faded to 

1375 mAh. Capacity fade between first and last cycle was 

7.5%. Motoma LFP capacity during 1 C cycling was 

immutable for 175 cycles. Capacity started to fade since 175 

cycles in an almost linear trend. Coulombic efficiency was 

around 100% throughout the cycling period.  

Discharge curve of Panasonic NCR before aging is 

shown in Figure 4. Capacity drop was gradual for all used 

discharge currents. It was found that the capacity when 

discharging with a current of 0.1 C is 3290 mAh and at 0.2 C 

is 3240 mAh. Discharge capacity for 0.5 C and 1 C is 

identically 3180 mAh. Voltage is slowly decreasing over time 

for all discharge currents. Most significant drop of potential 

could be seen for 1 C. 

Figure 4 Discharging characteristics of Panasonic NCR 
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Figure 5 Discharging characteristics of aged Panasonic NCR 

Capacity fade of Panasonic NCR after 500 cycles is most 

significant for higher C rates. Higher the C-rate, higher the 

capacity fade. Lowest 0.1 C rate discharge capacity is 

2200 mAh, which is almost double to capacity 1180 mAh 

measured by 1C discharge. Total capacity fade is 33% for 

0.1C discharge and 64% fade for 1 C discharge. 

Capacity fade of Panasonic NCR is most significant up to 

150 cycles. Cell lost 59% of its initial capacity. Since 150th 

cycle, capacity loss has become more stable. The cell lost 

another 25% of initial capacity over 350 cycles. Total capacity 

drop is nearly 85% after 500 cycles. 

In contrast of Motoma LFP, the degradation of the 

Panasonic NCR was more noticeable. The capacity drop after 

500 cycles is 85%, as shown in Figure 6. The discharge 

characteristics before and after cycling can be seen in Figures 

4 and 5. The capacity even at a low load of 0.1 C is 30% lower. 

At 1 C load, the capacity already drops to 30% of the original 

capacity. 

Figure 6 Capacity fade of Panasonic NCR during cycling 

III. CELL DISASSEMBLY

The aged cells were first discharged below 1V, so that 

there is not a significant amount of energy in the battery and 

there is no risk of fire in the event of a short circuit during 

heating. Subsequently, each battery was disassembled in the 

hood. First, the entire cell was weighed and then all the parts. 

The bill of materials of Motoma LFP and Panasonic NCR are 

shown in Figure 7 and Figure 8.  

Figure 7 Bill of material of Motoma LFP cell 

The electrode materials are the most significant parts, for 

Motoma LFP, cathode material is represented by 37.5%, of 

which 10.5% is aluminium collector. The anode material is 

represented by 26.4%, of which 11.4% is the copper collector. 

21.6% of the total cell weight is the outer metal case. Total 

aluminium content in Motoma LFP cell is nearly 32%. Plastic 

parts represent about 2.2% of total weight. Separator content 

in cell is 3.9%. Total plastic content in Motoma LFP is 6.1%. 

Since it is not possible to determine the exact proportion of the 

electrolyte and its salts, content of electrolyte was determined 

this by the difference between the weight of the whole battery 

and the weight of all components after drying. Electrolyte 

content was determined to be 8%.  

Figure 8 Bill of material of Panasonic NCR cell 
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The weight distribution of Panasonic NCR is 35% cathode 

material and aluminium collector. The NCA cathode material 

itself is represented by 29.1%. Aluminium collector makes up 

to 5.9% of cell weight. Outer aluminium case content is 

13.8%. Total aluminium content in Panasonic NCR cell is 

19.7%. Plastic parts and foils make up 1.3%, plastic separator 

4.9%. Total plastic content of Panasonic NCR is 6.2%. The 

anode material is represented by 37.2%, of which 12.8% is 

copper collector. The electrolyte was calculated to be 7.7% of 

the cell weight.  

For future analysis, anode material from each Motoma 

LFP cell and Panasonic NCR cell were separated from Cu 

collector by chemical solvents. Nine different solvents were 

used for this extraction. N-methyl-2-pyrrolidone (NMP), 

Toluene, N,N-dimethylacetamide (DMAC), N,N-

dimethylformamide (DMF), Ethyl alcohol (EtOH), 

dimethylsulfoxide (DMSO), ethyl acetate (EtAc), 

dihydrolevoglucosenone (Cyrene) and Water. Anode was cut 

to proximately identical size and immersed into solvents. 

Several temperature were used for dissolving the cathode, 

from room temperature through 50, 75, 100 up to 120°C. 

Samples were observed for 24 hours total (after 1, 2, 5, 10, and 

24 hours). Every used solvent volume was 30 ml. 

Lithium plating was observed on the anode material of 

Motoma LFP cell. No other issues were observed for this 

battery cell. Lithium plating is shown in Figure 9. 

No lithium plating was observed for Panasonic NCR cell. 

However, material was fragile and fell off the copper 

collector spontaneously. This flaking can be caused by 

prolonged heavy loading, where graphite undergoes changes, 

and these rapid changes can crack it. Anode material of 

Panasonic NCR is shown in Figure 10. 

Figure 9 Lithium plating on the anode of Motoma LFP cell 

Figure 10 Anode material of Panasonic NCR 

Solvents like DMSO, DMF, DMAC and NMP are typical 

solvents for many cathode materials. [4] [5] However, the 

efficiency of these solvents for the anode material turned out 

to be practically zero. Toluene, EtOH and EtAc are cheap and 

available solvents. Nevertheless, from listed solvents, only 

water was capable of dissolving graphite material from copper 

current collector. Even at higher temperatures, solvents with 

close solubility parameters could not dissolve the sample. 

Dissolution in water was observed at room temperature in less 

than one hour as shown in Table 1. With increased 

temperature, dissolution was enhanced. Separated graphite 

material from current collector is shown in Figure 11. 

As for the Motoma LFP, the Panasonic NCR had no 

reaction with the solvents used. The only solvent capable of 

separating the graphite and copper collector was water, as with 

the Motoma LFP. The water also dissolved the binder used for 

the Panasonic NCR at room temperature. The solvent 

efficiency for the Panasonic NCR is shown in Table 2. 

Table 1 Solvent efficiency at 22°C for Motoma LFP anode dissolution 

22°C 

Solvent 1h 2h 5h 10h 24h 

DMSO x x x x x 

DMF x x x x x 

DMAC x x x x x 

EtOH x x x x x 

H2O ✓ - - - - 

Cyrene x x x x x 

EtAc x x x x x 

Toluene x x x x x 

NMP x x x x x 
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Table 2 Solvent efficiency at 22°C for Panasonic NCR anode dissolution 

22°C 

Solvent 1h 2h 5h 10h 24h 

DMSO x x x x x 

DMF x x x x x 

DMAC x x x x x 

EtOH x x x x x 

H2O ✓ - - - - 

Cyrene x x x x x 

EtAc x x x x x 

Toluene x x x x x 

NMP x x x x x 

Figure 11 Dissolved cathode material of Motoma LFP 

The graphite material of the anode of the Motoma LFP cell 

was separated in water from the copper collector in 100% of 

the area without the use of mechanical separation or other 

methods such as ultrasound. 

IV. CONCLUSION

Direct recycling is an environmentally friendly option. Water 

as a solvent suitable for the anode material will reduce the 

ecological impact, which is considerable with 

pyrometallurgical, hence hydrometallurgical methods. As 

dissolution can be carried out at room temperature, energy 

consumption and carbon dioxide emissions are significantly 

reduced.  
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Abstract—The paper demonstrates a finite-element method
(FEM) simulation model of semiconductor devices operation.
Classical semiconductor equations employing drift, diffusion
and generation-recombination transport of charge carriers are
established and variational forms for FEM assembly are derived
in detail, including a basic voltage and current boundary condi-
tions. Mathematically, a system of mutually coupled nonlinear
equations need to be solved, which requires extensive use of
nonlinear iteration solver. The derived model was coded in
Python by strict use of open source tools, mainly grouped around
FEniCSx project. Graphic output figures and characteristics for
basic semiconductor structures are presented to demonstrate the
functionality of model.

An ultimate goal of presented effort is derivation and verifica-
tion of simplified semi-analytical model of Insulated-gate bipolar
transistor (IGBT), including precise transient behavior.

This kind of model should be calibrated by use of
measurement-obtained data, so the qualitative behavior of device
physics at reasonable computational cost is of primary interest
of presented FEM model as opposed to commercial device
development tools aiming at precise quantitative outputs; which
need to be experimentally calibrated even so.

As an additional step to simplified one-dimensional model
usability verification, results of unusual way of experimental
estimation of minority-carrier excess charge within power bipolar
transistor collector and base during on-state is presented and
compared to simulation result.

Index Terms—Power BTJ model, power BJT switching, IGBT
transient model, transistor switching measurement, semiconduc-
tor device simulation, finite element method, lumped charge
model

I. INTRODUCTION

A. Semiconductor Equations

Let’s establish the basic semiconductor equations governing
the main phenomena in semiconductor devices, as described
numerous times in literature ( [1], [2], [3], [4]), following the
notation listed below:

Notation:
ε Permittivity of material (silicon)
ψ Electric potential
E Electric field intensity E = −∇ψ
q Elementary charge
p, n Holes and electrons concentration respectively
ni Intrinsic carrier concentration for given material
NA, ND Acceptors and donors concentration1

Jp,Jn Hole and Electron current pre unit area
µp, µn hole and electron mobility
Dp, Dn Diffusion constants (Fick’s Law)
Rp, Rn Recombination-generation rate of holes and elec-

trons
τp, τn hole and electron recombination lifetime
k Boltzmann’s constant
T Thermodynamic temperature
kT
q Thermal Voltage (25, 9mV at room temperature)
n Facet normal pointing in direction out of the

boundary

Poisson’s Equation (Gauss’s Law):

∇ · (ε∇ψ) = −q(p− n+ND −NA) (1)

Carrier transport - drift-diffusion equations:

Jp =

drift︷ ︸︸ ︷
qpµpE−

diffusion︷ ︸︸ ︷
qDp∇p (2)

Jn = qnµnE+ qDn∇n (3)

Continuity equations for hole and electron current:

∂p

∂t
= −1

q
∇ · Jp −R (4)

∂n

∂t
=

1

q
∇ · Jn −R (5)

1For simplicity, all dopant atoms are considered fully ionised.
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The drift current - as embodied in any conductor - is
driven by electric field, with velocity given by mobility of
charged particle, while diffusion current is driven by carrier
concentration gradient, as given by Fick’s Law of any kind of
diffusion.

The Recombination-generation term R is dependent on
holes and electrons concentration and doping profile (impurity
atoms concentration) and should not be omitted as it affects
the PN-junction conditions significantly, though there is no
one generally valid yet simple model. Carrier recombination
originates in number of different physical mechanisms. The
main ones like trap-assisted “Shockley-Read-Hall” (SRH),
“Auger”, band-to-band and surface recombination effects are
not negligible. The number of independent variables in R
increases with particular model complexity.

Typically a Shockley-Read-Hall recombination (SRH)
model is used if no special effects are needed to be accounted,
expressed by form [3], [4]:

R =
n · p− n2i

τp(n+ n0) + τn(p+ p0)
(6)

where ni stands for intrinsic carrier concentration in given ma-
terial, p0, n0 for thermal equilibrium concentrations of holes
and electrons and τp, τn for holes and electron recombination
lifetimes respectively.

Considering E = −∇ψ, equations (1) - (4) can be re-
arranged into 3-equation system with unknowns (ψ, p, n) as
follows:

∇ · (ε∇ψ) = −q(p− n+ND −NA) (7)

∂p

∂t
= ∇ · (pµp∇ψ +Dp∇p)−R (8)

∂n

∂t
= ∇ · (−nµn∇ψ +Dn∇n)−R (9)

Equations (7) - (9) present a system of mutually coupled
nonlinear partial differential equations, that can be discretized,
assembled and solved numerically by finite elements method.

II. FEM MODEL

For purpose of this paper only a static semiconductor
equations (steady state) need to be solved, i.e. the left-hand
side of (4) and (5) equals zero.

To solve the system of coupled equations a mixed FEM
needs to be utilized, where the unknown variables are treated
as components of one possibly multidimensional “vector”
variable. Using the mixed function space allows avoiding the
manual and computationally expensive decoupling of equa-
tions by any kind of splitting scheme.

A. Scaling the Equations

Since the set of variables (ψ, p, n) as well as physical
constants exhibit values difference of many orders of mag-
nitude, it is advantageous to scale the equations [5] and
geometric domain so that the problem becomes dimensionless.
The values can be easily scaled back to physical dimensions

after the solution by multiplying the dimensionless value by
its scaling constant according to:

X =
Xorig

X0
(10)

where X stands for the scaled dimensionless value, Xorig for
dimensional physical value and X0 is the scaling factor.

For compact notation, all variables and values used in
equations are considered scaled in the remainder of this paper
unless indexed explicitly as “orig”. The differential operators
also need to be scaled accordingly. The same applies for time
in transient case solution.

Consider the original Poisson’s equation (7) with
dimension-emphasizing notation:

∇orig · (ε∇origψorig) = −q(porig − norig +ND,orig −NA,orig)
(11)

After utilization of scaled quantities

ψorig = ψ · ψ0

porig = p · p0
norig = n · n0

NA,orig = NA ·N0

ND,orig = ND ·N0

xorig = x ·X0

d

dxorig
=

d

dx ·X0
=

1

X0

d

dx

∇orig =
1

X0
∇

(12)

we get a scaled equation:

λ0∇ · (∇ψ) = −(p− n+ND −NA) (13)

where
λ0 =

εψ0

X2
0qN0

(14)

Similarly the continuity equations (4),(5) at steady state
(dpdt = 0,dndt = 0) become:

0 = λ1∇ · (pµp∇ψ +Dp∇p)− λ1R (15)

0 = λ1∇ · (−nµn∇ψ +Dn∇n)− λ1R (16)

with
λ1 =

N0ψ0µ0

X2
0

(17)

and

µp,orig = µp · µ0

µn,orig = µn · µ0

Dp,orig = Dp ·D0, where D0 =
kT

q
µ0

Dn,orig = Dn ·D0

(18)

The equation D
µ = kT

q used in (18) is known as Einstein’s
relation known from kinetic theory.

182



ψ0
kT
q

X0 max(xdomain)
N0 max(NA, ND)
µ0 max(µp, µn)

D0
kT
q
µ0

TABLE I
SCALING FACTORS.

The basic approach in order to maintain the scaled variables
roughly close to unity is to normalize each quantity to its
“typical” value, though it is strictly not possible (for example,
p, n, NA, ND typically exhibit different values of at least
an order of magnitude). The set of scaling factors used in
presented model, partly inspired by [6], [4], [7] and [3], is
summarized in Tab. I.

B. Problem Statement

Let us state the boundary-value problem according to (13),
(15), (16) within a spatial domain Ω:

λ0∇ · (∇ψ) = −(p− n+ND −NA) in Ω (19)

0 = λ1∇ · (pµp∇ψ +Dp∇p)− λ1R(p, n) in Ω (20)

0 = λ1∇ · (−nµn∇ψ +Dn∇n)− λ1R(p, n) in Ω (21)

with boundary conditions

ψ = ψBC on ΓD0 (22)

p = pBC on ΓD1 (23)

n = nBC on ΓD2 (24)

n · ∇ψ = g on ΓN0 (25)

Here, ψ, p, n are unknown functions,
ND, NA, µp, µn, Dp, Dn are normalized (scaled) material
constants, λ0, λ1 the scaling factors and R(p, n) the source
term as defined by (6). Ω represents the spatial domain
(device geometry) composed by subdomains with diverse
material properties matching the various doping regions in
device; and ∂Ω = ΓD0 ∪ ΓD1 ∪ ΓD2 ∪ ΓN0 is the domain
boundary emphasizing the Dirichlet and Neumann type of
individual boundaries.

C. Variational Forms

The unknown variables are approximated by set of piece-
wise trial functions (ψ, p, n). System of equations (19) - (21)
represent a strong form, i.e. the continuous differential form of
equations with exact solution. To be able to get an approximate
piecewise solution by FEM, the problem must be formulated
into weak form by multiplying by corresponding test functions
(v0, v1, v2) - sometimes called the weight functions - and
integrating over the whole domain. Moreover, the continuous
trial and test function spaces must be replaced by discrete
function spaces to enable the numerical approximate solution.

Doing so, the mixed function-space variational problem can
be phrased as follows: find (ψ, p, n) ∈ V0×V1×V2 such that

a ((ψ, p, n), (v0, v1, v2)) = L (v0, v1, v2) (26)

for all (v0, v1, v2) ∈ V̂0 × V̂1 × V̂2; where

a ((ψ, p, n), (v0, v1, v2)) =

−
∫
Ω

λ0∇ψ · ∇v0 dx

−
∫
Ω

Dp∇p · ∇v1 dx−
∫
Ω

µpp∇ψ · ∇v1 dx

−
∫
Ω

Dn∇n · ∇v2 dx+

∫
Ω

µnn∇ψ · ∇v2 dx

(27)

L(v0, v1, v2) =

−
∫
Ω

(p− n+ND −NA)v0 dx−
∫
ΓN0

gv0 ds

+Rv1 dx

+Rv2 dx

(28)

and V̂0 × V̂1 × V̂2 ⊂ V0 × V1 × V2 form a discrete mixed
function space for test and trial (to be approximated) functions.
Each of the subspaces represents a classic Lagrange “P1” finite
element.

The differential elements dx and ds denote integration over
the domain Ω and over the domain boundary ∂Ω respectively.
That means the surface integral over Ω and line integral over
∂Ω in the two-dimensional geometry.

D. Boundary Conditions

Among others, the two basic types of boundary conditions
appear in semiconductor simulations literature: so called volt-
age and current boundary conditions to emphasize which of
the external circuit value is forced to the device. Particular
boundary conditions for semiconductor equations variables
(ψ, p, n) need to be treated accordingly along with the type of
contact that interfaces the device with external circuit - ohmic
(metal), Schottky or insulator contact [4], [3] being the basal
ones.

1) Voltage Boundary Conditions: The Dirichlet boundary
conditions (22), (23), (24) constitute the basic form of ohmic-
contact voltage-type boundary conditions. The value ψBC

equals simply the value of electric potential applied to given
contact (minus the built-in potential [8] which corresponds to
equilibrium potential across PN-junctions and is compensated
by semiconductor-metal contact potential in physical reality
when device terminals are shorted). For pBC, nBC values,
several strategies have been published; as a very basic one, the
equilibrium concentration values can be used, that assumes the
boundaries to be distant enough from PN-junction depletion
region so that all excess charge caused by forward bias can
be considered to recombine, which is valid up until significant
current or unusual geometries.

2) Current Boundary Conditions: Neumann boundary con-
dition (25) or more sophisticated one must be derived for
forced-current contacts.

Total current in any position equals:

J = Jp + Jn (29)
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Substitution of (2), (3) for Jp and Jn yields

J

q
= ∇ψ (−µpp− µnn)−Dp∇p+Dn∇n (30)

From (30) we get the following expression for normal com-
ponent of electric potential gradient as a Neumann condition,
and we call it g:

g = n · ∇ψ =
Dn∇n · n−Dp∇p · n− J

q · n
µnn+ µpp

(31)

It may be worth noting p and n represent scalar fields so
that ∇p, ∇n and J are all vector quantities and the dot product
with normal vector n produces scalar values.

All of the other boundaries are treated as natural “reflective”
boundaries with zero gradient of quantities in normal direction.

E. Solver and Initial Conditions

Since the system is nonlinear, the bilinear form (26) should
be reformulated into semilinear form F

F ((ψ, p, n); (v0, v1, v2)) = 0

∀(v0, v1, v2) ∈ V̂0 × V̂1 × V̂2
(32)

such that
F = a− L = 0 (33)

with no need to treat the unknowns (ψ, p, n) specially as
trial functions in direct method; an appropriate iteration solver
needs to be employed instead - most commonly the Newton’s
method.

Dividing by function derivative in a standard single vari-
able Newton’s method must be replaced by multiplication by
system’s inverse k × k Jacobian matrix.

Setting the initial conditions consists of assigning certain
values to unknown functions ψ, p, n prior to performing New-
ton’s iterations. To make solver general, the initial guess values
should be provided algorithmically, possibly violating the
physical sense. Of course, consistency with Dirichlet boundary
conditions are desirable whenever possible.

In proposed model, zero potential (ψ = 0) and majority
charge carriers equal to doping profile (p = NA, n = ND)
are used as initial guess. For situations greatly exceeding the
equilibrium conditions, the stepping of bias voltage, current
or even carrier concentrations is preformed to preserve con-
vergence.

III. IMPLEMENTATION

The FEM model is coded in Python by use of open source
tools, mainly grouped around FEniCSx project [9], [10]. It
is comprised of the libraries UFL [11], Basix [12], [13],
FFCx [14] and DOLFINx. All of the project components are
accessible via high-level Python and C++ interfaces.

The variational forms are formulated in UFL language and
DOLFINx provides most of the methods for defining mesh,
tagging individual FEM cells, assigning material properties
and boundary conditions according to cell tag, input/output file
handling, direct methods for solving linear problem formulated
in UFL and even automated method for computing of Jacobian

matrix and evaluating of residua (with boundary conditions
taken into account) via function NonLinearProblem.

For illustration, the variational forms defined by (26) can
be transcribed into almost 1:1 Python/UFL code as follows:
# Poisson:
a0 = inner(grad(Psi), grad(v0)) * dx - 1/lmda0 * (Nd

-Na-n+p + EPS) * v0 * dx # EPS to avoid zero
# Neumann BC on boundary tag_bc_B
g = (Dn*inner(grad(n), nn) - Dp*inner(grad(p), nn) -

Jb) / (mob_n*n + mob_p*p)
L0 = - g * v0 * ds(tag_bc_B)

# Recombination / Generation rate
RG = (ni**2-n*p) / (Tau_p*(n+n_eq) + Tau_n*(p+p_eq))
# Continuity p:
a1 = -D_p * inner(grad(p), grad(v1)) * dx - mob_p *

p * inner(grad(Psi), grad(v1)) * dx
L1 = RG *v1* dx
# Continuity n:
a2 = -D_n * inner(grad(n), grad(v2)) * dx + mob_n *

n * inner(grad(Psi), grad(v2)) * dx
L2 = RG *v2* dx

F = a0+a1+a2 -L0-L1-L2

The domain, mesh, subdomain tags and boundary conditions
tags for all cells are created in gmsh [15].

Post-processing and visualizations are made directly in
python program by use of matplotlib library [16] using output
data formatted by appropriate DOLFINx and numpy [17]
functions.

IV. DEMONSTRATION - PN JUNCTION DIODE

To demonstrate the model functionality, an PN-diode of
rectangular subdomains representing uniformly doped P-type
and N-type regions was modeled. N-region is background
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Fig. 1. Simulated static V-A characteristic of simple PN diode. Horizontal
axis represents an external applied voltage i.e.with built-in voltage accounted.
Current axis is normalized by arbitrary choice of device cross-section area.

doped by acceptors equal to P-region doping concentration,
emulating the P-type base material in device manufacturing
process.

A. Geometry Domain and Subdomains
Geometry and material properties of simulation subdomains

is defined as follows:
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• P-region:
ND = 0, NA = 1.3 · 1016 cm−3, length 1.25µm

• N-region:
ND = 1.6 · 1016 cm−3, NA = 1.3 · 1016 cm−3, 1.25µm

The simulation results are scalable through cross-section area,
so there is no need to define an exact cross-section dimension.

Fig. 2. PN junction electrostatics in thermal equilibrium. Doping concentra-
tions ND and NA are drawn by blue and green dashed line.

B. Boundary Conditions

• P-side: current BC with value sweep,
• N-side: voltage BC set to ψBC,N = 0 (cathode grounded)

C. Simulation Results

The thermal equilibrium results of PN-junction electrostat-
ics, which are virtually the same as reverse bias (except the
depletion region width and potential extent) due to existence
of built-in potential, are depicted on Fig. 2. The depletion
region free of mobile carriers - thus non-zero net charge
q(p−n+Nd−Na) - is formed at junction vicinity. A positive
drift current is perfectly compensated by negative diffusion
current and vice versa at any position.

In contrast, a forward biased PN-junction results are shown
on Fig. 3. The depletion region is reduced greatly, minority
carriers are injected from opposite regions and total current
J = Jp + Jn is constantly flowing through device from P-
anode to N-cathode.

A sequence of steady state situations like this with paramet-
ric sweep of total current can be arranged into current-voltage
characteristic as shown on Fig. 1.
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Fig. 3. PN junction electrostatics under forward bias condition.

V. NPνN POWER TRANSISTOR - ON-STATE EXCESS
CHARGE STORAGE

A. Background and 1D Model

NPνN nomenclature signifies a presence of very lightly
doped so called N-drift region [18] in collector to support
high voltage during reverse bias of base-collector junction.
An example of such structure - representing one of many cells
incorporated in real power transistor chip - is depicted on Fig.
4. Essentially the same structure is employed in any IGBT
transistor. N-drift region has significant impact on transistor’s
static characteristic and slows-down switching as it can store
a huge amount of excess charge.

B

C

N+

P

N- - drift

N+

BE

Fig. 4. NPνN power BJT domain geometry and boundaries definition.

Simplified analytical one-dimensional models, often called
the lumped-charge models, that model an excess charge within
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device are widely used for explanation of power transistor
operation [19], [20], being essentially an extension of tradi-
tional charge-control approach introduced by device modelling
pioneers like Gummel [21].

A brief analysis 1D model of power BJT as shown on Fig. 5
is presented in our previous work [22]. The article introduces

E

B

CN+ P N- - drift N+

n ~ p

x

n, p
F

F

F

F

F

R

Active Quasi-sat. Saturation

n

Fig. 5. One-dimensional model of power BJT excess charge storage at various
operating stages. “F” and “R” stands for forward and reverse junction bias.

an experimental way of stored-charge estimation based on
analysis of base drive current during turn-off transient. Due
to inability to access the base current within IGBT, a power
BJT was chosen for characterization to support the simplified
model experimentally.

One of the outputs examining the stored charge under
variable collector current and showing the transition between
active and quasi-saturation mode of operation is presented on
Fig. 6. The rationalisation of shape of the curves is discussed

Fig. 6. Evaluation of stored charge within base and collector at variable
collector current based on model and experiment [22].

in [22] and is not an objective of this paper. Here only a
physical simulation support for the experiment is supplied.

B. 2D Simulation Model
Simulation domain adheres geometry, subdomains and

boundaries depicted on Fig. 4 The subdomains are uniformly
doped according to:

N+ Emitter P Base N− - drift N+ Collector
Layer Width 4µm 6µm 15µm 6µm
ND (cm−3) 5 · 1018 1 · 1015 1 · 1015 1 · 1018
ND (cm−3) 1 · 1017 1 · 1017 0 0

Fig. 7. Simulation showing excess charge storage in quasi-saturation mode.
The line colors correspond with those described on Fig. 2.

Voltage boundary condition ψBC was applied on emitter
contact. Parametric sweep of base and collector voltage bound-
ary conditions were performed to achieve any of the operation
modes as shown on current-voltage characteristic on Fig. 10.
An example of solution of unknown functions (ψ, p, n) at
quasi-saturation bias mode is shown on Fig. 8 and visualisation
of vector-valued variables J,Jp,Jn are shown on Fig. 9 -
the transistor effect causing current amplification is clearly
apparent.

Fig. 8. Solution of Electrostatic variables (ψ, p, n) at quasi-saturation mode.

VI. CONCLUSION

The simulation outputs validate the feasibility of building an
open-source implementation of semiconductor device physical
model. It is demonstrated on simplified uniformly doped semi-
conductor structures, mainly for geometry and mesh coding
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Fig. 9. Streamlines of currents in quasi-saturation mode.

Fig. 10. Simulated output characteristic of NPνN transistor. The slope of the
curves is given mainly by N-drift region resistivity in quasi-saturation mode.

simplicity; though it fully validates of numerical approach as
well as qualitative explanation of device internal physics in
sufficient detail.

The basic comparison with real measurement data of excess
charge storage within power BJT shows good qualitative
correlation with simulation data proving the FEM model to
serve as good validation tool for analytical assumptions in
further development of simplified models.

The main appeal in latter model version can be defined as:
• initial guess accuracy improvement for arbitrary bias

conditions, being apparently one of the most crucial
factors affecting the numerical convergence,

• more reasonable physics-based boundary conditions for
any bias,

• extension of static transport equations to time dependent
problem using either backwards Euler or any advanced

scheme, allowing to model the transient behavior,
• more realistic non-uniform doping profiles and material

properties definitions,
• advanced physical and/or empirical models of physical

parameters (mobility, recombination, etc.).
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Abstract—The aim of the paper is to demonstrate the modeling
of an induction machine using a chosen machine learning
technique, followed by a comparison of the training sampling
schemes for this technique. A simple 3-phase induction machine
with an axially slitted solid rotor has been selected for the case
study, where FEM-based program Ansys Electronics Desktop
has been used for its calculation. A total of 3 training schemes
were considered and compared with each other for the machine
learning technique. Some of the comparison results are given and
discussed at the end of this paper. The described methodology
can be used to accelerate the design and optimization of any type
of electrical machine.

Index Terms—FEA, Finite element method, Gaussian process
regression, Induction machine, Machine learning, Solid rotor,
Surrogate modeling

I. INTRODUCTION

Nowadays, the use of numerical methods is fundamental for
the design of electrical machines. Compared to measurements,
they are able to calculate electromagnetic models with high
accuracy. Finite element method (FEM) is the most widely
used numerical method in the field of electrical machine design
[1]. The optimization of electrical machines, however, involves
very costly and time-consuming calculations [2]. Due to the
ever-increasing power consumption and rising energy prices, it
can be very financially costly, especially using large computing
servers. Therefore, new ways of calculating and optimizing
electrical machines that are much less time-consuming and
costly are being sought. The best solution seems to be the use
of machine learning and artificial intelligence, which is very
popular in other technical fields.

In the following sections, a machine learning technique
applied to a selected case study machine will be presented.
The main focus of the paper will be to compare the training
sampling schemes (TSS) for surrogate modeling and determine
which one is the best for the design of electrical machines.

II. USED METHODOLOGY

According to [3], surrogate modeling replaces expensive
simulations or engineering problems. It is a special case

This research work has been carried out in the Centre for Research and
Utilization of Renewable Energy (CVVOZE). Authors gratefully acknowledge
financial support from the Ministry of Education, Youth and Sports under
institutional support and BUT specific research programme (project No.
FEKT-S-23-8430). Author acknowledges Assoc. Prof. Jan Barta, Ph.D. as
my research supervisor for his valuable comments and help while writing this
paper.

of machine learning technique, replacing all expensive tasks
with approximate functions, that are much faster to evalu-
ate. Approximate functions (also called surrogate models or
metamodels) are mathematical functions representing machine
learning technique. Surrogate models are created from training
data, which consists of a small number of expensive sim-
ulations calculated based on TSS. Using the approximated
training data, it predicts the output of the original model.
Due to approximation, surrogate models always exhibit some
error between the predicted and the real data. It is always
necessary to minimize this error by using proper machine
learning technique and a suitable TSS. The biggest advantage
of surrogate models is the ability to calculate large amounts of
data (hundreds of thousands to millions) in a very short time.
The workflow of surrogate modeling is shown in Fig. 1.

A. Machine learning technique

There are several machine learning techniques for the as-
sembly of surrogate models. Each technique is suitable for
a different situation, so choosing the right one is crucial.
Following [4], the machine learning techniques can be:

• polynomials,
• kriging,
• artificial neural networks (ANN), and
• radial basis function.
In this case, the Kriging was chosen since it is a very

popular machine learning technique for surrogate modeling
that is highly favored in terms of its flexibility, with the ability
to model a wide range of functions while requiring only a
handful of training data samples. This is possible due to the
mathematical basis of the Gaussian process model (GPM).

Input
parameters

Training
sampling
scheme

Calculations/
Simulations

Predict
output

parameters

Constructed
surrogate
models

Fig. 1. Workflow of surrogate modeling.
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GPM is a supervised machine learning method that is
used to solve regression or classification problems [3]. The
model has two parts: a deterministic polynomial term and
the realization of a stochastic process that accounts for the
lack of fit in the polynomial term. Based on the training data,
this means the model predicts what the value of the original
model might be based on a single input vector and what its
overall global trend is. It also determines in which region
of the modeled space it is least confident. This is illustrated
on a simple 1D example in Fig. 2. The figure shows a real
function (dashed line). For the training data, 6 observations
(blue dots) are calculated for the GPM. The prediction of the
surrogate model (red line) indicates the global trend of the
predicted values. The orange fill indicates the uncertainty of
the surrogate model prediction and is referred to as the 95%
confidence interval. It is evident that the model has a high
prediction error in the lowest confidence region.

For a GPM, it is necessary to define a kernel that provides
the actual approximation of the data between two samples.
There are several types of kernels, including periodic or non-
periodic kernels, but, as stated in [5], the most popular kernel
is the Radial Basis Function (RBF) kernel:

k(xi, xj) = σ2
f exp

(
−d(xi, xj)

2

2l2

)
, (1)

where d(xi, xj) is absolute difference between two samples xi
and xj, σf are covariance scaling values, and l is a length-
scale parameter (l > 0). The length-scale parameter l is a
type of hyper-parameter whose value defines model uncer-
tainty as well as the data prediction. This parameter must be
optimized using the hyper-parameter optimization tuner before
constructing a surrogate model. In the case of multiple input
parameter dimensions, it is defined as a vector for each input
parameter. However, the RBF kernel was found to exhibit poor
performance on the data for electrical machines. Thus, another
kernel was chosen, namely, the Matérn kernel [6]. The Matérn
kernel is a generalization of the RBF kernel:

k(xi, xj) = σ2
f

1

Γ(ν)2ν−1

(√
2ν

l
d(xi, xj)

)ν

·

·Kν

(√
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l
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)
,
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Fig. 2. Example of a Gaussian process regression for a 1D function.

where ν determines how smooth the resulting function is
(ν > 0). There are 4 smoothness values that are the most
popular and used. In the case of ν = 1/2 the Matérn kernel
is identical to the exponential kernel. For ν = ∞, the Matérn
kernel becomes an RBF kernel. The RBF kernel is infinitely
differentiable, which means that the approximated function
is very smooth as well. Electrical machines often do not
have smooth functions between input and output parameters.
Therefore, for smoothness, once (ν = 3/2) or twice (ν = 5/2)
differentiable is preferable to take into account the non-smooth
functions. These 4 smoothness values are computed very
quickly. For any different value, calculations can be very time-
consuming and may not be very accurate. It was found that the
best smoothness value with the highest accuracy is ν = 5/2:

k(xi, xj) = σ2
f

(
1 +

√
5

l
d(xi, xj) +

5

3l
d(xi, xj)

2

)
·

· exp
(
−
√
5

l
d(xi, xj)

) (3)

B. Training sampling schemes for the surrogate modeling

In surrogate modeling, defining the TSS is called the Design
of Experiments. A total of 3 TSS were considered: Gen-
eral Full-Factorial (GFFS), Latin-Hypercube (LHS), and Box-
Behenken (BBS). For GFFS [7] each model input parameter is
given as a factor. The factors have a defined number of sam-
ples, which is, e.g., determined by a sensitivity analysis of the
original model. All factors are multiplied among themselves,
resulting in a final number of samples for the training data,
which are uniformly distributed in all dimensions and space,
forming a cubic structure Fig. 3(a). For LHS [8], the training
data samples are scattered randomly Fig. 3(b), and their total
number is defined uniformly. Several types of random sample
generation exist, such as centering the samples in the middle
of the modeled space, maximizing the minimum distance
between samples, avoiding correlation between samples, etc.
Finally, the BBS [9], which, like the GFFS, is uniformly
distributed in a cubic structure, with the exception that the cube
corners are empty without samples. Moreover, it is possible
to define the number of samples in the middle of the modeled
space Fig. 3(c).

(a) (b) (c)

Fig. 3. Considered training sampling schemes for the surrogate modeling:
General Full-Factorial (a), Latin-hypercube (b), and Box-Behenkan (c).
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TABLE I
RATED ELECTROMAGNETIC

MACHINE PARAMETERS

Parameter Value
Output power (W) 589
Torque (Nm) 4.26
Input voltage (V) 3x400(Y)
Input current (A) 2.62
Frequency (Hz) 50
Speed (rpm) 1322
ElMag. efficiency (%) 68.32
Power factor (-) 0.437

Ns

H

W

Fig. 4. Machine cross-section.

III. CASE STUDY

A. Analyzed machine

For the case study, a simple 3-phase, 4 pole induction
machine (IM) with single-layer winding and an axially slitted
solid rotor, was chosen. Rated electromagnetic parameters are
given in Table I. The implemented materials are M470-50A
for the stator and 1008 stainless steel for the rotor.

The machine input parameters selected for surrogate mod-
eling were: active length, slit depth (H), slit width (W ), and
number of conductors (Ns). The monitored output parame-
ters are: torque, electromagnetic efficiency, power factor, and
torque ripple. By [4], it is not recommended to use more than
20 input parameters for GPM. Here, this condition is satisfied.
A sketch of selected input parameters is illustrated in Fig. 4.

B. Process of surrogate modeling and deployment of surrogate
models

Based on a sensitivity analysis of the case study machine,
the sample size for TSS was estimated to be approximately
625. The paper [9] states that BBS creates a small number
of samples for the TSS. For 4 input parameters, considering
multiple points in the center of the modeled space, it would
only be 27-29 samples. Therefore, BBS was excluded and only
GFFS and LHS were considered for this study.

To process the initial training data, 3 programs were used.
The first is Python, which automates the whole process of
generating TSS using pyDOE [10], rescaling it for input data,
and sending it to the electromagnetic model for subsequent
electromagnetic calculations and storage of all data. The
second is Ansys Electronics Desktop, which calculated the
electromagnetic model using FEM. Due to the possibility of
connecting Ansys and Python, it was feasible to perform up
to 20 parallel calculations simultaneously. The electromagnetic
model was set up for 2D transient analysis, wherein the model
was set to constant speed to eliminate the additional variable
of machine slip. With constant speed, it is easier to compare
the monitored parameters between the calculated models. In
2D simulations, it is necessary to include 3D aspects of the
rotor ends for solid rotor IM. This is done with the correction
end-effect factor to include the rotor end resistance [11]. Here,
to include the rotor end resistance, the conductivity of the rotor
material is corrected using a simple equation:

σCorr = σFek, (4)

where σFe is the material conductivity and k is the corrective
end-effect factor. The correction factor k is the product of
two correction factors regarding machine geometry and slip.
A modified Russell formula [11] was chosen to correct the
material conductivity with respect to the machine geometry:

kRussell,M = 1− τp

πls

tanh

(
πls
τp

)
(
1 + tanh

(
πls
τp

)
tanh

(
πlend

τp

)) , (5)

where τp is rotor pole pitch, ls is half of the machine’s active
length, and lend is rotor end length. The machine slip correction
factor was chosen according to Pyrhonen, Aho, and Nerg [11]:

kPAN = 1− cω
3
4
r , (6)

where c is an experimental adaptation coefficient (estimated
as c = 0.022) and wr is angular slip frequency of the rotor.

As a final step, Excel stored the initial training data. For a
small number of observations (625), an Excel or text file is
sufficient. For hundreds of thousands to millions of observa-
tions, a database would be more appropriate. The process of
obtaining initial training data is illustrated in Fig. 5.

With obtained training data, surrogate models were con-
structed. One model for each output parameter (4∼in total).
All training data were normalized (the maximum value is 1),
to make it easier to approximate the data for parameters with
similarly large ranges. As a typically recommended procedure,
random shuffling and splitting of the normalized data into
training and verification data followed. The verification data
are used to validate the initial accuracy of the surrogate
models. For smaller datasets (∼10 000), it is recommended to
split them into training and verification in the ratio of 90:10
to 80:20. For larger data sets (∼1,000,000) this can be up
to a ratio of 60:40 to 50:50. In this case, a 90:10 ratio was
applied. The processed training data were used to construct
surrogate models using GPM regression and Matérn kernel
utilizing the SciKit-Learn [12]. To reproduce the results and
even out conditions, both training data sets were shuffled and
split based on the same seed.

Control script

Transient
analysis

Change
geometry of
the model

Export
results

Electro-
magnetic
model

Store input and
output values in

Excel file

All stored
training data

Fixed input
parameters of
the machine

Generate specific
training sampling

scheme for
selected input

paramters

Scale values of
the sampling

training scheme
for selected

input parameters

Pre-processing

Fig. 5. Block diagram showing the algorithm for calculating the defined TSS.
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Fig. 6. Accuracy determination of the constructed surrogate models using GFFS (a) and LHS (b) TSS for: Torque, Electromagnetic Efficiency, Power Factor,
and Torque Ripple.

C. Results and discussion

The accuracy of the surrogate model is determined by
plotting the predicted (y-axis) and simulated (x-axis) train-
ing/verification data, as show in Fig. 6. Ideally, all points
should be in one line. This mainly concerns training data and
torque. Verification data have point deviations for most output
parameters. It is clear from the graphs that the GFFS has a
larger point deviation than the LHS. For both TSS, the model
had the least accurate predictions for torque ripple.

Another indicator of all models accuracy were two statistical
coefficients for machine learning: Pearson’s R [13] and R2

[14]. Pearson’s R coefficient determines the strength of the
linear relationship between two data sets. R2 is a statistical
measure of fit that indicates how much of the variability in the
dependent variable is explained by the independent variable(s)
in the regression model. Predicted and simulated data were
used as inputs for the coefficients. Ideally, both coefficients
should be equal to 1 or as close to it as possible. For the
training data, the coefficients were very close to 1, indicating
very small errors. For the verification data, they are shown in
Table II. LHS again has better overall results.

Further indicators of all model’s accuracy are the error
analysis between the prediction and simulation values for the
training and verification data. The training data exhibits very
small errors, therefore error analysis is presented only for the
verification data using typical statistical coefficients, as shown

TABLE II
STATISTICAL COEFFICIENTS FOR ACCURACY COMPARISON OF SURROGATE

MODELS BETWEEN GFF AND LHS FOR TSS

Coefficient TSS
Parameter

Torque ElMag. efficiency Power factor Torque ripple

Pearson’s R
GFFS 0.9999684 0.9981351 0.9980106 0.9767286

LHS 0.9999733 0.9994358 0.9992861 0.9868065

R2
GFFS 0.9999367 0.9961802 0.9959937 0.9421553

LHS 0.9999450 0.9986025 0.9984511 0.9722887

in Table III. For GFF, the absolute difference between the
minimum and maximum error is larger than for LHS. Although
in some cases the maximum and minimum errors are larger for
the LHS, the difference is more decisive. A crucial coefficient
is a variance, which shows how large the extremes are between
the errors. For GFF, its values are significantly higher and
show larger extremes between errors. On average, the LHS
shows better results with smaller prediction errors.

The last important surrogate models parameter is uncer-
tainty. In general, for a high degree confidence model, the
value of uncertainty should be as low as possible. Here it is not
possible to visualize it as in Fig. 2. Therefore, surrogate model
uncertainties interpolation was performed for all combinations
of input parameters. This interpolation acts as a dimensional
reduction (from 4D to 2D) and serves only as an indicator
of the uncertainty distribution, not as factual information.
However, it is possible to see at which location each parameter
in the model is most certain or uncertain. Two main examples
for the torque and power factor between active length and

TABLE III
STATISTICAL COEFFICIENTS FOR VERIFICATION DATA ERROR

COMPARISON BETWEEN GFF AND LHS FOR TSS

Coefficient TSS
Parameter

Torque ElMag. efficiency Power factor Torque ripple

Maximum (%)
GFFS 1.41 3.227 5.546 20.094

LHS 1.454 1.032 4.347 10.922

Minimum (%)
GFFS -1.938 -11.241 -9.077 -19.121

LHS -0.444 -3.395 -2.370 -21.230

Mean (%)
GFFS -0.008 -0.222 0.085 0.149

LHS 0.063 -0.136 0.062 -0.861

Median (%)
GFFS 0.021 0.032 0.100 0.140

LHS -0.007 -0.013 -0.076 -0.367

Variance (%2)
GFFS 0.187 2.638 2.271 30.892

LHS 0.111 0.538 0.861 19.280

Standard GFFS 0.432 1.624 1.507 5.558

deviation (%) LHS 0.333 0.733 0.928 4.391
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(e) (f) (g) (h)

Fig. 7. Selected interpolated uncertainties of the constructed surrogate models for the machine’s torque using GFFS (a), (b) and LHS (e), (f) TSS and
machine’s power factor using GFFS (c), (d) and LHS (g), (h) TSS.

slit depth/number of conductors will be presented here, see.
Fig. 7. In the 2D plot, the color scale indicates the size of
the uncertainty, while the red dots indicate the training data of
the surrogate models. For torque, both TSS have relatively
high prediction certainty, as can be seen in Fig. 6. GFFS
is more uncertain in the model space, while LHS is more
uncertain at the edges of the model space. The situation is
quite different for the power factor, with the LHS model being
relatively certain (except at the edges of the space), while the
GFFS model is very uncertain between training points. Such
high uncertainty for GFFS also applies to electromagnetic
efficiency. Obviously, the LHS shows much better results here
and overall compared to the GFFS. However, it should be
pointed out that these are initial training data. In the case of
active learning, the situation might look completely different.
Nevertheless, the results show LHS generally exhibits better
prediction and performance for surrogate models in this study.

IV. CONCLUSION

The machine learning technique for modeling of an IM was
presented in this paper. A special case of machine learning
technique, surrogate modeling, was adopted. For surrogate
modeling, GPM regression using the Matérn kernel was em-
ployed, where 3 considered TSS were compared with each
other. BBS was excluded due to the small sample size. Based
on the results of this study, it was concluded that the best TSS
was LHS, which showed much better results compared to the
GFFS. Although the calculations were conducted on a solid
rotor IM, the presented methodology can be applied to any
type of electrical machine with a high potential for significant
time-saving in the design of electrical machines.
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Abstract—This paper discusses a simulation of a loss minimiza-
tion algorithm for induction motor drive. This algorithm, which
is based on motor parameters, varies the flux linkage to obtain
the lowest possible losses. Verification of the algorithm’s func-
tionality was performed by simulations in MATLAB/SIMULINK
environment. First, an induction machine model was built with
the parameters of a real motor, taking into account magnetic sat-
uration, Joule losses in both windings, iron losses, and mechanical
losses. Then, simulations with indirect field-oriented control were
performed. The simulations showed that there is an increase in
efficiency in the low torque region.

Index Terms—energy efficiency, indirect field-oriented control,
induction motor drives, loss minimization

I. INTRODUCTION

Nowadays, there is increasing pressure to reduce electricity
consumption. Variable-speed drives with induction machines
(IMs) are among the largest consumers of electricity. The
biggest problem with IM drives is the low efficiency in the low
torque region. There are several ways to increase efficiency.

The first method is called a search algorithm, which can be
found in [1]. The principle is based on iteratively changing
the flux to find the highest efficiency. The advantage is that
the IM parameters are not required. On the other hand, the big
disadvantage is the torque and speed ripple because the flux
change is continuous.

The second method is based on knowledge of the IM
parameters. In the literature this method is called loss min-
imization control [2]. The advantage is fast knowledge of the
optimum flux linkage, but the big disadvantage is the need to
know exactly the IM parameters, which can change during the
operation.

The third category is called hybrid control and combines
the advantages of both previous methods [3].

The goal of this paper is to demonstrate the procedure for
determining a loss minimizing algorithm for indirect field-
oriented control of an IM. The resulting algorithm will be
simulated with real motor parameters. Finally, a comparison
with the constant flux field-oriented control of IM will be
made.

II. INDUCTION MACHINE MODEL

A model of an IM with a squirrel cage is described in a
synchronously (d - q) rotating frame. By changing the flux
linkage constant, the indirect field-oriented control strategy
can be varied to the stator flux orientation, the rotor flux
orientation, or the air gap flux orientation. From the point of
view of simplicity, the rotor flux oriented model is the most
advantageous. The model is based on a commonly used model
in the form of an inverse Gamma ( Γ) network with a resistor
representing iron losses. A detailed development of the model
with iron loss resistor can be found in [4]. The stator current
in the d-axis isd is responsible for generating the magnetic
field, while the stator current in the q-axis isq generates the
torque. IM values were determined by the no-load test and the
load test.

The IM model in form Γ-network is shown in Fig. 1
separately for the d-axis (a) and q-axis (b). The rotor flux is
aligned in the direction of the d-axis, therefore ΨRd = ΨR and
ΨRq = 0. An iron loss resistance RFe is connected parallel
to the stator branch. In Fig. 1 these elements are present 1)
LR the magnetization inductance on the rotor side, which
is defined by LR = Lsk

2, where Ls is the magnetization
inductance obtained from the no load test and k is the coupling
factor, 2) RR the rotor resistance for the Γ-network, which
is defined as RR = Rrk

4, where Rr is the rotor resistance
obtained from the load test, 3) LσS is the leakage inductance
on the stator side expressed by LσS = Ls(1− k2). In steady
state, the coils can be considered as a short circuit. Then, the
stator voltage on the d-axis

usd = Rsisd + ωsLσSisq, (1)

where ωr is the rotor frequency (slip frequency), which is
defined

ωr = ωs − pωm. (2)

ωs is stator frequency, p is number of pole-pairs and ωm is
the mechanical speed on the motor shaft.

Then for the stator voltage in the q-axis

usq = Rsisq + ωsLσSisd, Γ+ΨRωs. (3)

193DOI 10.13164/eeict.2023.193



R
s

R
Fe

L
σR

L
S

R
r

u
sd,Γ

i
sd,Γ

i
rd,Γ

i
Fed,Γ i

μ

ω
r
L
σR
i
rq,Γ

dψ
s

dt

R
s

R
Fe

L
σR

R
r

u
sq,Γ

i
sq,Γ i

rq,Γ

i
Feq,Γ

ω
r
L
σR
i
rd,Γ

ω
s
Ψ
s

=

=

ωmΨs

=
a) b)

R
s

L
mu

sd

i
sd

i
mr

ω
s
L
s
i
sq R

s

R
Fe R

r
u
sq

i
sq i

r

i
Fe

ω
r
L
m
i
mr

=

==

a) b)

ω
s
L
s
i
sd

R
s

R
Fe

L
σS

L
R

R
R

u
sd

i
sd i

rd

i
Fed i

μ

ω
s
L
σS
i
sq R

s

R
Fe

L
σS

R
Ru

sq

i
sq i

rq

i
Feq

ω
s
L
σS
i
sd

ω
s
Ψ
R

=

=

ωmΨR

=
a) b)

dψ
R

dt
u
sRsq

Fig. 1. IM equivalent circuit in form of Γ-network in: a) d-axis and b) q-axis.

For the calculation of the electromagnetic torque can be
assumed that only the rotor current in the q-axis is torque-
generating, then

Te =
3

2
pΨRirq. (4)

The magnetization current can be expressed as

iµ =
ΨR

LR
. (5)

From Fig. 1 it can be seen that the rotor current in the d-
axis is ird = 0. Then, for the stator current in the d-axis with
aid (5) can be written

isd = iFed + iµ = iFed +
ΨR

LR
. (6)

From (4) can be expressed the rotor current in the q-axis,
then for the stator current in the q-axis

isq = iFeq + irq = iFeq +
2

3

Te

pΨR
. (7)

III. LOSS MODEL

The loss model considers only the dominant losses, which
are the Joule losses in the stator and rotor and the losses in the
stator iron. The losses in the rotor iron are proportional to the
rotor frequency. However, the rotor frequency is very small
and therefore these losses are neglected. In addition, friction
losses, windage, stray losses and power losses in the inverter
are omitted as they have only a small impact on the total drive
losses. Since the model is in a synchronous rotating frame, the
power losses can be determined very simply.

Stator iron losses consist of eddy current losses and hys-
teresis losses. As shown in [4], the iron loss resistance may
not be considered as constant, but can be modeled as a simple
linear relationship between iron loss resistance and the stator
frequency. Then the iron loss resistance is given

RFe = RFe0
ωs

ω0
, (8)

where RFe0 is the measured iron loss resistance at frequency
ω0. Only these two values must be experimentally determined.

In further calculations, it is necessary to express all quanti-
ties in terms of torque and mechanical speed. Since the rotor

frequency is very small, it can be neglected in the expression
for the stator frequency for simplicity. Then

ωs = pωm. (9)

Iron losses can be expressed in general

PFe =
3

2

u2
sRs

RFe
=

3

2

u2
sRsω0

RFe0ωs
. (10)

To determine the voltage across the resistor RFe, Fig. 1 can
be used. The voltage in the q-axis is defined ΨRωs+ωsLσSisd.
However, the voltage in the d-axis is considered negligible.
Then the losses in iron are given

PFe =
3

2

pωmω0Ψ
2
R(1 + LσS/LR)

2

RFe0
. (11)

The stator resistor and the rotor resistor flow currents in
both axes, then in general can be written for the Joule losses

Pjs =
3

2
Rs(i

2
sd + i2sq), (12)

Pjr =
3

2
Rr(i

2
rd + i2rq). (13)

The iron loss resistance is many times greater than the rotor
resistance. Hence, the currents in the iron resistance can be
neglected

iFed ≈ iFeq ≈ 0. (14)

Then the stator current in the q-axis can be expressed as a
function of the torque

isq = irq =
2

3

Te

pΨR
. (15)

As mentioned above, if the rotor current in the d-axis is
zero, then the stator current in the d-axis is formed only by
the magnetizing current iµ. With aid (15) the Joule losses in
both windings can be expressed

Pjs =
3

2

RsΨ
2
R

L2
R

+
2

3

RsT
2
e

p2Ψ2
R

, (16)

Pjr =
2

3

RRT
2
e

p2Ψ2
R

. (17)
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IV. LOSS MINIMIZATION

The principle of loss minimization is based on optimizing
the variables involved in torque generation. It follows from
(4) that the rotor flux ΨR and the current irq generate torque.
If the rotor flux linkage ΨR is decreased (increased) and
the torque-generating current irq is increased (decreased), the
same torque is maintained. The figure 2 shows the dependence
of the power loss on the rotor flux linkage ΨR for different
values of the load torque. At nominal torque, it can be seen
that power losses cannot be reduced by changing the rotor flux
linkage. However, as the load decreases, the power losses can
be reduced by decreasing the rotor flux.

Determining the analytical expression for the optimal
steady-state flux linkage is very simple and can be found by
solving

∂

∂Ψ
{PFe + Pjs + Pjr} = 0. (18)

After substituting (15), (16) and (17), an analytical expres-
sion for the optimal rotor flux can be obtained

ΨR,opt =
√

Te

√
2LR

3p
4

√
RFe0(Rs +RR)

ωmω0pL2
RA

2 +RFe0Rs
, (19)

where A = 1 + LσS/LR.

V. SIMULATIONS

Simulations were performed in the MATLAB/SIMULINK
environment. The parameters of a real IM were used, on
which a load test and a no load test were performed. Since
identification is not the focus of this paper, all the parameters
are given in the Appendix. Furthermore, for the simulation,
the inverter supply is not considered.

A. Induction machine model

The IM model is developed in a stationary (α - β) frame
in the form of the Γ-network. For the general model, which
can be found in [5], a resistance is added to the stator
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Fig. 2. Dependence of power losses on rotor flux.

branch representing the losses in iron. A block for calculating
mechanical losses is also included in the model. Furthermore,
the magnetization inductance is not modeled as a constant but
as a dependence on the flux linkage.

Iron losses are modeled separately for hysteresis and eddy
current losses. These losses can be expressed as functions of
the linkage flux and the stator frequency

PFe = kh
ωs

2π
Ψnh

s + ke

(ωs

2π

)2

Ψ2
s, (20)

where kh is the hysteresis loss coefficient, nh is the hysteresis
loss exponent and ke is the eddy current loss coefficient.
Both of these coefficients can be obtained by experimental
measurement. To calculate the current iFe, the conductivity in
iron GFe is expressed from (20). Then iFe can be obtained

iFe = Us,RsGFe, (21)

where Us,Rs is the voltage across the iron loss resistor.
Mechanical losses are divided into two components, friction

losses, and windage losses. Friction losses have a linear
dependence on mechanical speed, and windage losses, being
of aerodynamic origin, are dependent with the third power
on mechanical speed. The two losses can be simply added
together to yield

Tmech = kfωm + kwω
3
m, (22)

where kf is the friction loss coefficient and kw is the coef-
ficient of windage losses. The mechanical loss torque Tmech

are then subtracted from the internal electromagnetic torque
Te of the motor.

Since the magnetizing inductance depends on the linkage
flux, it is not considered as a constant in the model. Instead, a
fifth-degree polynomial is introduced, whose coefficients can
be obtained from the no load test. Then

LR = Lsk
2 =

5∑
i=0

aiΨ
i
sk

2, (23)

where ai are polynomial coefficients, which are given in the
appendix.

Fig. 3. Simplified IM field-orientend control scheme with optimal rotor flux
calculation for Γ-network.
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B. Indirect field-oriented control

The classic indirect field-oriented control with orientation
on rotor flux, which can be found in [4] is chosen. As
mentioned above, this is the simplest way for decoupling the
d-axis and q-axis components. Fig. 3 shows a simplified con-
trol scheme. Compared to the classical indirect field-oriented
control method, the reference rotor flux is not constant, but is
calculated using (19). Furthermore, some characteristics of the
real inverter are simulated, such as response time (τd,r) and
voltage limitation (ulim =

√
2 · 230 V), which corresponds to

the maximum achievable voltage of the power grid. The speed
sensor delay (τd,s) is also included in the simulation.

C. Simulations results

In the Fig. 3, the dependence of a) efficiency, b) rotor flux,
c) input power and d) iron losses on torque can be seen. The
solid lines correspond to the control with optimal rotor flux,
and the dashed lines correspond to the control with constant
rotor flux. The parameter is three different mechanical speeds
(ωm = ωn/3, ωm = 2ωn/3, ωm = ωn). In the first graph
in Fig. 3 a) the comparison of the efficiencies are sketched. It
can be seen that the largest energy savings occur at low torque

region. However, no energy savings occur in the nominal
torque region. The second graph in Fig. 3 b) shows the nominal
rotor flux compared to the optimal rotor flux. There is a
significant reduction in the low torque region. In the nominal
torque region, the rotor flux exceeds the nominal value. The
third graph in Fig. 3 c) shows the input power. In the low
torque regions, a reduction in input power can be seen for the
control with optimal rotor flux. The last graph in Fig. 3 d)
shows the comparison of iron loss. Again, it can be seen that
there is a reduction of the iron losses in the low torque region
for the control with optimal rotor flux. This is the main reason
energy savings occur.

VI. CONCLUSION

In this paper, an algorithm for loss minimization in IM
drive has been presented and simulated. The algorithm was
implemented in an indirect field-oriented control (synchronous
d-q frame), while the power supply from a real inverter was
not considered. The IM model is developed in a stationary (α
- β) frame with the parameters of the real IM obtained from
measurements.

The simulations show that the greatest improvement in
efficiency occurs in the low torque region. The efficiency is
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Fig. 4. Dependence of efficiency, rotor flux, power losses, and iron losses on torque at different speeds. The legend is the same for all four plots.
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almost twice as high as in conventional constant flux field-
oriented control. Furthermore, in this region, the rotor flux
linkage is reduced, and thus the iron losses are reduced. On
the other hand, in the nominal torque region, the efficiencies
are similar.

Simulations have shown that the algorithm can reduce losses
and thus increase efficiency. Therefore, the algorithm can
be implemented in a real drive with IM, which will be a
continuation of this research.
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APPENDIX

The IM nameplate data are as follows: Pn = 1500 W;
Un = 400 V; fn = 50 Hz; In = 3.15 A; nn = 1445
rpm; p = 2; Tn = 9.9 N·m; η = 85.3 %. Additional

parameters were identified experimentally with the following
results: Rs = 3.082 Ω; LσR = 0.0227 H; Rr = 2.78
Ω; J = 5.9276 g·m2;k = 0.96; kh = 1.164 W·s·T−nh ;
nh = 1.84; ke = 6.23 · 10−3 W·s·T−2; kf = 4.85 · 10−2

W·s·rad−1; kw = 1.496 · 10−7 W·s3·rad−3; a0 = 0.3115 H;
a1 = 0.3529 H·V−1·s−1; a2 = −0.9841 H·V−2·s−2; a3 =
1.06 H·V−3·s−3; a4 = −0.5249 H·V−4·s−4; a5 = 0.0728
H·V−5·s−5.
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Department of Radio Electronics

Brno University of Technology
Brno, Czech Republic

ORCID:0000-0001-8247-8013

Abstract—This paper is an interim report of theory and con-
tinuous work on the proportional counter measuring system. The
first part of the article covers general principles and properties
of several types of electronic detectors for measuring the ionizing
radiation fields including the proportional counters, to highlight
their positives and negatives. The following part discusses the
processing of proportional counter output signal. Next, the
conducted measurement of a neutron source is described, and its
results are shown. Based on the gained experience, the simulation
and design of a new preamplifier for the measuring system was
carried out.

Index Terms—ionizing radiation, proportional counters, mea-
surement system, low noise amplifier, transimpedance amplifier

I. INTRODUCTION

Ionizing radiation is utilized in many fields of modern
science and research, but it is also used in power generation or
commercially. It is a set of physical phenomena which can, by
definition, ionize a material or medium that has been exposed
to it. Depending on many factors, it can have potentially
harmful effects on life organisms or inanimate objects. There-
fore, the need for trustworthy and precise characterization of
ionizing radiation fields is crucial.

The ionizing radiation can be described as a stream of
moving particles. The number of particles traveling through
a given area per unit of time is called particle flux, and it
indicates the intensity of a given radiation field. The next
important parameter is the energy carried by every individual
particle since it indicates the amount of ionization that can
be caused by the said particle. Last but not least, the type of
particle is also very important. Based on all of these parameters
combined, we can estimate the radiation behavior, its degree
of danger, and also its source can be identified or studied.

II. DETECTORS

Various detector types are used for the measurement of
ionizing radiation. The choice of type depends on many factors
and will vary for different applications. This article covers only
some of the electronic detectors, but other types exist as well
[1].

Research described in this paper was supported by the Internal Grant
Agency of the Brno University of Technology under project no. FEKT-S-23-
8191.

The most important aspect of every detector is its mea-
surement capabilities. They differ in spectral and particle-type
sensitivity and resolution, the maximum detectable intensity,
or the output signal strength [2].

A. Scintillation counters

Scintillators are a group of materials which emit visible light
when irradiated with ionizing particles. Every incident particle
transfers its energy to the material which then re-emits it in
the form of a visible light impulse. These impulses are very
short and dim, so for their conversion to an electric signal,
photomultiplier tubes (PMTs) are often used [2]. The more
energy the incident particle dissipates, the more photons of
visible light are generated. This results in the output electric
impulse being proportional to the energy of the originating
particle. Thanks to this, scintillation counters are widely used
for ionizing radiation spectrometry [2].

The scintillator could be of various materials [3]. Solid
scintillators often come in the form of cylindrical crystals
with a protective cover. Liquid scintillators must be contained
in specialized sealed containers. Both of them must be made
in such a way as to block all of the light from surrounding
space, as any of it would overwhelm the scintillation photons
and could potentially damage the PMT if turned on. They
must also have an optical window for coupling with the PMT.
This optical coupling has to be well-made to be as transparent
as possible. The PMT serves two purposes. It transforms the
optical signal into an electric signal, which then gets amplified
for further processing in subsequent electronics [1] [2].

B. Gaseous ionization detectors

Gaseous ionization detectors are a group of ionizing radia-
tion detectors. All of them share the same general mechanical
design, which is depicted in Fig. 1. Their electrically conduc-
tive shell is connected to the negative terminal of a voltage
source. The positive terminal is connected to the anode, which
usually consists of a thin wire in the center of the chamber.
The inside of the chamber is filled with a gas or a gas mixture
[2].

When an ionizing particle enters the detector, it ionizes
the gas fill along its trajectory. The more energy the incident
particle dissipates, the more of the gas gets ionized. These ions
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Fig. 1. Diagram of a simple cylindrical gaseous ionization detector [2]

start to move toward the corresponding electrodes as they are
accelerated by the electric field. The acceleration is directly
proportional to the intensity of the electric field, which is
determined by the shape of both electrodes and the voltage
supplied to them. When any ions finally reach the electrodes,
they manifest as a current impulse at the output of the detector
[2].

The optimal physical shape of the detector is chosen with
respect to the intended region of operation, which then de-
termines properties of the output signal. For a given detector
shape, the region of operation depends on the supplied voltage
as seen in Fig. 2. The chart shows the relation between the
supply voltage and the output signal strength for two incident
particles of different energies.

1) Geiger-Müller tubes: are a well-known group of gaseous
ionization detectors designed to work in the region of opera-
tion of the same name. They are usually of a thinner cylindrical
shape. Due to this, a high electric field intensity can be
achieved without the need of a very high supply voltage. This
strong electric field accelerates the primary free ions, created
by an incident ionizing particle, so much that they hit other
gas particles. This causes secondary ionization and causes
a chain reaction that forms multiple Townsend avalanches
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Fig. 2. Regions of operation of gaseous ionization detectors (a: ion recombi-
nation; b: ion saturation; c: proportional; d: limited proportionality; e: Geiger-
Müller) [2]

throughout most of the detector interior. This means that
the amplitude of the output current pulse is relatively high,
therefore the subsequent processing of the signal is easy and
does not require very sophisticated electronics. However, since
the detector gas fill becomes saturated with the avalanches
by any incident particle regardless of its properties, only the
intensity of ionizing radiation fields can be measured with the
Geiger-Müller tubes by counting the number of pulses per unit
of time [2].

2) Ionization chambers: are a group of gaseous ionization
detectors that work in the ion saturation region. On the
contrary of the Geiger-Müller tubes, in this region, the primary
ions are accelerated sufficiently so that neither their recombi-
nation is possible nor they could cause secondary ionization.
This means that their amount is the same as the number of
ions reaching the detector electrodes. Therefore, the resulting
output current pulse is directly proportional to the energy
dissipated by the incident ionizing particle. The downside is
the small amplitude of such signal, so the requirements for
a very high amplification and a low noise properties of the
subsequent processing electronics are inevitable [2].

3) Proportional counters: are a group of detectors working
in the proportional region, which combines the benefits of
both previously mentioned regions. As the plot in Fig. 2
shows, the output signal amplitude remains proportional to the
energy of an incident particle. Additionally, the amplitude also
increases with higher detector supply voltages. This is caused
by the electric field intensity near the anode in the detector
center, which is higher than the minimum intensity needed for
Townsend avalanche formation. The avalanche region is kept
only within a small radius around the anode, as seen in Fig. 3,
to ensure the formation of small nonoverlapping avalanches
from primary electrons. This process multiplicates the number
of secondary ion pairs and is called gas amplification [2]. As
the final number of ions is much larger, the output signal am-
plitude is higher, and so is the signal-to-noise ratio. Therefore,
the low-noise requirements of processing electronics are less
demanding than those of ionization chambers.

III. PROPORTIONAL COUNTER SIGNAL PROCESSING

An output signal of a proportional counter comes directly in
the form of an electric current pulse. Although its amplitude is
higher, relative to an ionization chamber, it is still too weak for
any direct processing. Therefore, it has to be amplified first.
The specialized proportional counter preamplifiers often serve
multiple purposes. In addition to amplification, they inject
the supply voltage into the detector. They also transform the
current signal to a voltage signal.

A. Particle energy measurement

Commercial preamplifiers for ionizing radiation spectrom-
etry often come as charge sensitive amplifiers, which are
basically integrating transimpedance amplifiers. Therefore,
their amplification factor (gain) is given in units of mV/pC
[4]. The integration of the signal comes with two benefits.
The first is noise filtering, since the integrator behaves like
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a low-pass filter. The second benefit comes with the fact
that the current i(t) through the detector terminals in any
given moment is proportional to the rate of ions reaching the
electrodes. By integrating this current pulse, it results in the
total amount of charge generated by the incident particle which
is proportional to the energy E dissipated by it. This simplifies
further processing of the signal because the particle energy,
which is of interest when using the proportional counter for
spectroscopy, can be determined by measuring the height of
the voltage step. To show both of these properties of charge
sensitive preamplifiers, an example noisy pulse was generated
and its integral (scaled by an appropriate constant k) computed
using MATLAB and plotted to Fig. 4.

B. Pulse shape discrimination

When measuring ionizing radiation field, it can be composed
of multiple types of particles simultaneously. One example of

Custom data
acquisition unit

PC Ethernet

230 V AC

High-voltage
power supply Preamplifier

Proportional
counter

Amp. power Signal

Fig. 5. Diagram of the measuring system

these mixed fields can be neutron radiation, which is often
accompanied by gamma radiation, as the nuclear reactions
usually produce both of them. For a proper characterization
of such a field, the ability to separate them is important.

Pulse shape discrimination are various methods of signal
analysis for classification of an incident particle type. For
the scintillation counters, described in II-A, several of these
methods are established and commonly used [6] [7]. How-
ever, the usual combination of charge sensitive preamplifiers
and shaping amplifiers used with the proportional counters
are deteriorating the original pulse shape. This makes them
unusable for subsequent pulse shape analysis. The use of a
non-integrating transimpedance amplifier is more suitable for
the application of a pulse shape discrimination method [8].

IV. MEASUREMENT

The custom developed measuring system used for data
acquisition from proportional counters consists of several parts
shown in Fig. 5. Its detailed description is covered in [9].

Using the system, the first real measurement of a radi-
ation field was conducted at the Department of Electrical
Power Engineering, FEEC, BUT. As a source of radiation the
Americium-beryllium neutron source AS010/15, manufactured
by Eckert & Ziegler Cesio s.r.o. was used. The commercial
charge sensitive preamplifier used was the CSP10 manufac-
tured by FAST ComTec GmbH. Its gain is 1.4 V·pC−1. The
spherical proportional counter used for the measurement was
manufactured by LND, Inc. with the serial number 270133
and it was supplied with 2500 V.

The detector was placed in the shielded room on top of a
fixture in which the neutron source is securely kept. However,
the number of detected events was too small to acquire a
reasonable amount of data. To increase the number of detected
particles, the neutron source was taken out of the fixture
and placed at a distance of 20 cm from the detector. This
drastically increased the number of detected events. A photo
of the detector and source placement is in Fig. 6.
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Fig. 6. Placement of the detector (left) and the neutron source (right) during
the measurement

The measurement was run for 10 minutes and 5 seconds,
during which the number of captured events was 15 019.
The average detection rate was approximately 24.8 events per
second. The saved binary data was then loaded into MATLAB
for processing.

Since the system saves the signal in raw form, a simple
moving average filter was applied to filter out the noise first.
The difference between the raw and the filtered signal can
be seen in Fig. 7. The use of the integrating preamplifier
facilitates easy computation of a measured energy spectrum
by calculating the height of every impulse as described in
Section III-A and plotting the values to a histogram (Fig. 8).

V. PREAMPLIFIER DESIGN

Following the measurement, it was decided that a custom
non-integrating amplifier for the measuring system will be
designed and built. The reason for this is that the manufacturer
prevents any modifications to the commercial CSP10, as the
printed circuit board of the amplifier module is obfuscated by
encasement in a black epoxy resin.
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Fig. 7. Raw waveform of a captured event (blue) and its filtered form (red)
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Fig. 8. The measured energy spectrum

As a core for the preamplifier, the AD8099 integrated circuit
was chosen. It features an ultra-low noise operational amplifier
with high-speed capabilities given by its gain-bandwidth prod-
uct of 3.8 GHz [10]. The manufacturer Analog Devices, Inc.
provides useful designer tools [11], including the Photodiode
Circuit Design Wizard and SPICE model of the AD8099.

A. First stage design

The Photodiode Circuit Design Wizard is an online tool for
a simple and quick design of a photodiode transimpedance
amplifier. The photodiode is simulated as a square waveform
current source with its capacitance and shunt resistance in
parallel. The values of all parameters can be set according
to the required design. To model a proportional counter, the
peak current was set at 100 µA and the capacitance to 50 pF.
The shunt resistance was set to 100MΩ as this is a value of
a resistor cascade through which the proportional counter is
supplied with high voltage.

In the second tab of the tool, the AD8099 was selected.
Various values of the required output signal parameters were
then tried, and their influence on the estimated circuit char-
acteristics was observed. The reasonable balance was found
by setting the required bandwidth of 100 MHz, peak output
voltage 100 mV, and peaking capacitor value 2.4 pF. The tool
then estimated the output signal-to-noise ratio of 37.1 dB.

B. Simulation

With the SPICE model of the AD8099 available, the circuit
was transferred to the LTspice simulator. For better utilization
of the maximum ±1V range of the ADC in the acquisition
unit, a second inverting amplifier stage with the voltage gain
of 10 was added to the design. To ensure the modularity of the
measuring system, both stages will be constructed separately,
each of them in its own casing. This requires proper impedance
matching to 50Ω coaxial cables used for interconnection.
The final simulation schematic is shown in Fig. 9. Running
the noise analysis of the circuit in the range of 1 Hz to
1 GHz revealed its frequency characteristics, which are plotted
in Fig. 10. The resulting bandwidth ranges approximately from
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Fig. 9. The designed preamplifier simulation schematic
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Fig. 10. The simulated frequency characteristics - gain (blue), noise spectral
density (red)

246 Hz to 96.8 MHz with a gain of 1.59V/mA. The total
output RMS noise is 653.4 µV.

C. Physical design
The physical design of the preamplifier followed. To lower

the cost of manufacturing, only a single universal version
of a 4-layer printed circuit board (PCB) design was created
using KiCad software. The board contains only one amplifier
stage with all of the passive component footprints needed for
populating either of the stages.

The power for the AD8099 amplifier is provided by the
measuring unit which outputs a symmetric voltage of ±15V
from its internal switching power supply. Since the voltage is
quite noisy and too high for the amplifier, it is filtered by an
LC filter and lowered to the ±5V by a dual symmetric low
noise LDO regulator LT3032-5.

To ensure the low noise properties, the PCB was designed
to fit inside an extruded aluminum enclosure, and on top of
that, the AD8099 circuitry is placed under an additional SMT
EMC shield to ensure suppression of any noise which could
be brought inside of the amplifier enclosure with the power
supply voltage.

VI. CONCLUSION

Taking into account the theory and experience gained from
the conducted measurement, a custom modular preamplifier

for the measuring system was designed. The design was
verified using the LTspice simulator, which showed promis-
ing results. However, the simulation did not account for all
real-world inaccuracies, such as parasitic parameters of the
components used or especially the parasitic capacitance of the
PCB, therefore the results might not be accurate and will need
to be verified.

So, as a next step, a physical prototype of the preamplifier
is about to be built, tested, and fine-tuned if necessary. At
the time of writing this paper, the prototype is already in the
process of production. The experimental results are therefore
expected to be known soon.
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[9] O. Kolář, “Systém pro měřenı́ s proporcionálnı́mi detektory“, Diplomová
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Abstract—The paper proposes the deployment of a perimeter
and data protection system with long-term data storage in an
InfluxDB time-series database enhanced by a graphical interface
based on a Grafana dashboard. The perimeter is protected using
a fiber optic cable, and the transmitted light is analyzed by a state
of polarization analyzer detecting mechanical vibrations. Using
a simple spectrum comparison method and a threshold, it can
detect a perimeter breach and generate an alert.

Index Terms—information security, optical polarization,
perimeter protection, vibration detection

I. INTRODUCTION

Fiber optics technology gathers many advances year by year
and indeed becoming the sole communication solution for
wide area networks (WAN) or local area networks (LAN),
and distribution networks (e.g., passive optical networks),
mainly due to their transmission throughput and achievable
distance. The considerable benefit of the fiber optic networks
is allowing updating the optical transceivers for the new faster
ones, while the optical paths remain the same. Thanks to
a dense wavelength division multiplexing (DWDM) [1] or
flexi–grid in elastic optical networks (EON) [2], many optical
transceivers can utilize a single optical path and achieve
aggregated throughput up to tens of Terabits per second [3].

The fiber itself has more usage than just a transmission
medium. There are many point and distributed sensory sys-
tems based on the analysis of transmitted light, which may
change its physical attributes, such as frequency, phase, or
polarization. The current use cases for optical sensors are
mechanical or acoustic vibration analysis using Distributed
Acoustic Sensing (DAS) [4], temperature sensing with the help
of Brillouin Optical Time Domain Reflectometry (BOTDR)
[5], or temperature sensing in biomedical applications using
state of the art Fiber Bragg gratings (FBG) [6]–[8]. At the

same time, there is testing of sensing systems for a large range
of applications from perimeter security [9], [10], pipeline
industry [11], nuclear facilities [12], biomedical [13] and many
other industries.

However, the fiber-optic paths are not resistant to eaves-
dropping attacks. There are various ways to wiretap transmit-
ted communication, such as V-groove, fiber bending, splitter
insertion, FBG, and others [14], [15]. Another possibility is
to eavesdrop on human speech near fiber cable by analyzing
phase variations of the back-reflected light [16].

There are already various proposed solutions for eavesdrop-
ping and abnormal event detection. The quality of the commu-
nication channel between optical transceivers can be expressed
using an eye diagram, which includes parameters such as jitter,
signal-to-noise ratio, or distortion. The abnormal behavior of
these parameters may indicate a potential attack on the optical
path. Thus, the eye diagram is analyzed by a convolutional
neural network and detects possible eavesdropping attempts
[17]. Another option is to analyze the network using Optical
Time Domain Reflectometer (OTDR) and analyze its output
using convolution or recurrent neural networks [18], [19].

The paper proposes a long-term perimeter and data pro-
tection monitoring system on a fiber optic path. The optical
sensor is based on our ongoing research of the fast state
of polarization change analyzer and experimental anomaly
detection methods [20], [21]. The sensor can detect mechanical
and loud acoustic vibrations based on the polarization change
of the transmitted light caused by fiber manipulation by
an attacker or an unauthorized person entering a protected
perimeter [22]. This output is captured and analyzed using
Raspberry Pi (RPi), and the results are sent into a database
running in a cloud environment. The deployment also contains
a graphical user interface for data visualization, allowing an
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Fig. 1. The proposed deployment of perimeter protection system with long-term data storage consisting of free-to-use open source projects.

anomaly threshold modification and set email alerts if the
perimeter is breached or data security is potentially violated.

II. MONITORING SYSTEM PROPOSAL

The proposed system consists of an optical sensory system
with data acquisition and software processing parts, running
in an optional environment such as a cloud, bare metal server,
or sensor controller.

The hardware part of the perimeter protection system is
based on a cost-effective solution analyzing a state of polar-
ization change of transmitted light through the protected fiber
path. It can detect mechanical vibrations, including walking
on a protected perimeter, fiber manipulation, and others [20].
All vibrations cause tiny differences in the fiber structure and
consequently change the transmitted light polarization due to
birefringence [23]. The analyzer diagram is shown in Figure 2,
where the main components are a polarization beam splitter,
and a Koheron LPD 100 balanced photo-detector [24] with
a built-in 1550 nm laser. The analyzed fiber segment consists
of a common patch cord with G.652D single-mode fiber.

The output is sampled using a Raspberry Pi with an audio
card, and the processed data are stored in a time-series
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Fig. 2. Schematic diagram of the state of polarization change analyzer, which
compares light intensity in orthogonal polarization planes.

database, as shown in Figure 1. All of these components are
further described in the following subsections.

A. Signal processing

The analog signal is sampled by a USB audio card con-
nected to RPi [25]. It uses a sampling rate of 8000 samples per
second, which is high enough to detect requisite frequencies
within the range of 20 to 250 Hz. The incoming signal is
divided into overlapping segments of length 4096 samples
and a stride1 of 2048 samples. The individual segments are
multiplied with a Hamming window of the corresponding
length, and converted into a frequency domain using a single-
sided real-valued Discrete Fourier Transform. The spectrum is
normalized by subtracting its mean value and then analyzed
by comparing means of the bottom and the upper portions of
the spectrum, which reduces the signal strength by noise. The
whole operation is shown in Eq. (1):

DIFF(x, p) =
1

L

L∑
i=1

xi −
1

N − L

N∑
i=L

xi, (1)

where x ∈ RN is a magnitude spectrum vector, p is a number
within the range 0 to 1 defining a portion of the lower spectrum
part, N is the number of samples in a single window, and it
holds that L = N · p. The output of this function is compared
against the threshold to detect potential perimeter breaches.
The higher the output, the more intensive is the intensity of
vibrations.

Both portion and threshold parameters are considered as
hyper-parameters of the function. The optimal values are
evaluated using a grid-search algorithm optimizing the highest
accuracy in the anomaly detection occurrences. Furthermore,

1The stride parameter represents the number of samples by which the
window shifts.
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Fig. 3. The Grafana dashboard with the time series of signal processing method output indicating perimeter breach.

the threshold parameter should be fine-tuned for each specific
deployment based on location. The optimal values can be
found in a testing measurement, where the threshold is set
to a maximal achievable value by Eq. (1) or a 99th quantile
of the equation output.

B. Long-term monitoring

The output of the signal processing function is sent into
a long-term monitoring system consisting of InfluxDB [26]
time series database and Grafana [27] system for graphical
representation of stored data. InfluxDB is optimized for time
series data from many sources by allowing storing data in
several separate tables. Furthermore, it allows distinguishing
data in the same tables using tags. Our proposed system
uses these to differentiate between various deployed perimeter
protection systems.

Another key attribute of InfluxDB is the possibility to
aggregate/interpolate requested data using mathematical func-
tions (e.g., mean) to reduce data request size, which is very
useful, particularly in requests with very long time ranges (e.g.,
months, years).

All data stored in the database are graphically shown in
charts using the Grafana platform. Grafana is an open-source,
user-friendly project for real-time charts and similar system
monitoring tools. It has a native integration with many data
sources, including InfluxDB. Many different charts in Grafana
allow the creation of many advanced system monitoring dash-
boards. This proposal uses a simple time-series chart enhanced
with a threshold to decide whether the signal is nominal
or abnormal. Furthermore, if the threshold is exceeded, it
generates an email alert to a responsible person.

InfluxDB and Grafana are standalone services that can run
in a cloud environment or any possible Linux based system.
The only requirement is network visibility because they use
a representational state transfer application interface (RestAPI)
for communication. However, the cloud deployment option is
preferred because it can utilize and store data for more sensory
systems in one place.

The whole deployment proposal is shown in Figure 1,
where ADC stands for analog-digital converter, DSP is digital
signal processing, ETH is ethernet, Rest API stands for rep-
resentational state transfer application interface, and HTTPS
abbreviation means hypertext transfer protocol secure.

III. IMPLEMENTED RESULTS

The core program responsible for sampling, data processing,
and writing to the database in RPi is written in python3 with
third-party opensource libraries, such as numpy for signal pro-
cessing, influxdb-client for database communication,
and last but not least, soundcard for simple data sampling
from the audio card. It automatically starts on system start-up
using a SystemD service and runs in an infinite loop.

InfluxDB and Grafana are installed into a virtual machine
with an assigned public IP address secured by a firewall.
Furthermore, both services use certbot [28] program to
request a valid certificate inside the public key infrastructure
(PKI), which allows using trusted connections between them
and users. It creates a trustworthy channel for the following
password authentication.

The hardware part of the proposed system is deployed in
a test laboratory with fiber optics cable installed in ceilings.
It should detect anyone opening the door and entering the
room. Figure 4 shows the fiber path and the laboratory itself.
Figure 3 shows a time-series chart from the Grafana dashboard
containing the difference of spectrum means, as is defined
in Equation (1), represented by a green line and threshold
line drawn by a red color with the abnormal red highlighted
region. There are three visible abnormal events, the first is door
closure, and the second is fiber manipulation. All these events
generated alerts and sent them to a desired e-mail address.

Furthermore, a specific tag is added to a database write
request to distinguish the data from this specific instance.

IV. CONCLUSION

The paper describes deploying a cost-effective perimeter and
fiber protection system with all required monitoring software
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Fig. 4. Analyzed laboratory with optical fiber in ceilings shown by a dotted
curved line.

in a real-life scenario. The hardware part is based on the state
of the polarization analyzer and a Raspberry Pi with an audio
card for analog data sampling and processing. The potential
security breach in the protected perimeter is detected using
our ongoing research’s simple spectrum comparison method.
The results are stored in the InfluxDB time-series database for
long-term monitoring. These data are displayed by line charts
using the Grafana web application, which compares the data
against a defined threshold. Additionally, the application can
send an e-mail alert if the output, if comparison, exceeds the
defined threshold.

Future work will focus on adapting this deployment pro-
posal to classification problems based on neural networks.
They require more computational power to run a neural
network model; thus, the RPi is unsuitable. Also, their output
is more complex, which is a vector of probabilities for
each classification class. Another critical part is the graphical
representation of these vectors together with class counters and
similar.
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Abstract—This paper describes the analytical techniques and
sample preparation methods used in in-situ and ex-situ investiga-
tions of Li-ion batteries (LIBs). The introduction briefly describes
the current state of Li-ion batteries and their aging mechanisms.
The article is further divided into a description of ex-situ and in-
situ techniques. Ex-situ techniques include a detailed description
of sample preparation for repeatable results using Broad Ion
Beam (BIB) polisher. In-situ techniques are described in the
form of a report of selected published experiments. The paper is
further extended with our experiments involving ex-situ analyses
of cylindrical and flat cell types using BIB in planar mode
and cross-section mode. In the case of in-situ experiments, the
design of the cell inside the SEM chamber is described. Two
experiments have been performed - on the surface of a MEMS
chip, and also using a micromanipulator as a current collector
of the investigated electrode.

Index Terms—Li-ion, SEM, FIB, EDS, BIB, battery, energy
storage, in-situ, ex-situ, sample preparation, ionic liquid

I. INTRODUCTION

Depending on the application, we require from electro-
chemical current sources high energy density (gravimetric,
volumetric), long lifetime (number of possible charges - cycle
lifetime and service life), good resistance to external condi-
tions (e.g. temperature), resistance to high loads (charging and
discharging currents), low cost, environmental compatibility,
safety, and others. Lithium-ion batteries (LIBs) meet these
requirements for most of today’s applications, making them
the most widely used battery type. However, as time goes on,
the demands on batteries are increasing. In the future, it is
also necessary to take into account the limited supply of raw
materials for battery production (mainly nickel and cobalt).
Therefore, there is an effort to find new materials to respond
to these challenges [1] [2] [3].

In the future, the use of materials such as sulfur or silicon,
high-voltage spinels, and solid electrolytes are being consid-
ered. These technologies have been known for a long time, but
have not been used commercially, mainly due to the instability
of such a system and the very low cycle life. The aim is to
understand the degradation mechanisms and propose solutions.
In the manufacturing process, the aim is to prevent degradation
and potentially hazardous conditions [3] [4] [5].

Since LIBs are secondary cells that can be recharged
repeatedly, the reactions taking place during cycling are ideally

100 % reversible. In practice this is not the case, certain
changes are irreversible, causing aging and irreversible loss
of capacity and performance. This may occur not only during
operation but also by improper storage in an inactive state [6].

The main mechanisms include aging due to phase transfor-
mations of the crystallographic structure of the electroactive
materials, electrolyte decomposition, and Solid Electrolyte
Interphase (SEI) formation. When the SEI layer is disrupted,
a new layer is formed, which further consumes lithium,
and lithium dendrite formation can also occur on the anode
side. Transition metals may also dissolve from the cathode
and migrate toward the anode. A number of techniques are
available to analyze these processes. The most versatile is the
use of scanning electron microscopy together with associated
methods such as EDS [7].

This work continues with a description of sample prepa-
ration and an overview of the ex-situ and in-situ techniques
used using SEM to characterize Li-ion battery systems. The
individual parts are complemented by experience from our
experiments.

II. EX-SITU TECHNIQUES

For comparable results, the battery must be analyzed under
similar defined conditions. A common reference is the open-
circuit voltage (OCV) and the depth of charge/discharge
(SOC/SOD) derived from it. Since the OCV is also influenced
by other factors (previous load), it is advisable to hold the
defined voltage for several hours or to perform a certain
number of identical cycles for all analyzed samples. From
a safety point of view, it is recommended to discharge the
battery as much as possible. On the other hand, the voltage
should not leave the nominal values specified in the datasheet
in order to avoid material changes not caused by cycling (e.g.
dissolution of current collectors) [8] [9].

The battery contains materials highly sensitive to contact
with air humidity, oxygen, and nitrogen. When exposed to air,
the samples are visibly degraded within seconds. In addition,
the frequently used lithium salt LiPF6 reacts with air moisture
to form HF. Therefore, it is necessary to open cells in a
glovebox filled with inert gas with controlled levels of O2 and
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H2O (ideally also N2) or dry laboratory environments with
ventilation [8] [10] [11].

It is preferable to avoid short-circuiting during disassembly.
Therefore, non-conductive tools should be used and excessive
pressure should be avoided. The standard procedure is to
remove the housing and then separate the electrodes. In
the case of whole battery modules in electric vehicles, the
interconnected flat-type cells can be separated by using a nylon
string. However, excessive mechanical stress must be avoided.
Before disassembling an unknown cell type, the X-ray method
can be used to determine the optimal location for the cut [10]
[12].

Inspection of multilayered structures in the cross-section can
be problematic. For cylindrical cells, a metal casing can be
used as a fixation to hold the layers together during mechanical
polishing. However, the pouch and prismatic cells need to be
fixed with, for example, a clamp or embedded in epoxy resin
[12].

Further sample preparation is often required before analysis.
Grinding and polishing are common preparation techniques to
remove roughness and obtain a smooth surface. However, these
traditional mechanical techniques apply shear forces to the
sample that may result in damage to the sample. The electrode
layers may delaminate and grooves can be created on the
surface. Broad ion beam (BIB) technology is therefore often
used for final polishing. These systems sputter the sample
material with noble gas ions (typically argon). No mechanical
stress is applied, leaving extremely flat surfaces and cuts with
minimal artifacts. BIB is typically used in two different modes
- surface (planar) polishing and cross-section polishing. During
polishing, the sample is heated, so it is necessary to ensure
sufficient heat dissipation or to use cooling (typically a Peltier
cell or liquid nitrogen) [12] [13] [14] [15].

In the case of surface polishing, the beam hits directly the
rotating specimen. The surface is mechanically pre-polished
and then only a few micrometers of material are sputtered.
Figure 1 shows an example of a sample prepared in this way.
It is a 18650 cylindrical Li-ion cell. It was discharged to 0.1
V, cut perpendicularly with a hacksaw, and mechanically pre-
polished on SiC grinder paper. Isopropyl alcohol was used as
the grinding medium. This was followed by final polishing
using a two-ion gun BIB polisher Fishione Model 1061 Ion
Mill with Cryo Cooling. SEM inspection of the prepared area
provides information about the internal arrangement of the
electrodes including defects on the current collector of the
anode (red arrows) [16].

Thin materials up to 1 mm are suitable for cross-sections.
The sample is placed behind the mask (hard-to-sputter ma-
terial, e.g. titanium) in a slight overhang (overlap of the
sample above the mask surface, usually tens of microns).
The overlapping part is sputtered off and a sharp edge is
created. The size of the overhang is a compromise between
time and the certainty of removing the part containing the
defects caused by shearing/cutting the material. The specimen
is rotated alternately during the process (so-called rocking or
oscillation), which ensures that the beam is always coming

Fig. 1. Cross-section of whole 18650 cyllindrical cell prepared using BIB in
planar mode.

from a different angle. This enlarges the polished area and
reduces artifacts.

Typically, individual electrodes or a separator are prepared
in this way. Figure 2 is a comparison of the same area of
the cathode before polishing (only cut with scissors) and after
polishing. A BIB polisher Fishione Model 1061 Ion Mill was
used for preparation in cross-section mode with an overhang
of approx. 20 µm and an oscillation of ±30°.

Fig. 2. Cross-section of battery cathode prepared using BIB. Comparison of
the surface before and after polishing.

After shearing, the structure is damaged and only the current
collector is hardly recognizable. After polishing, a region with
a Gaussian profile (due to the beam intensity) is apparent
where particles of electroactive material, binder, and current
collector are recognizable. It can be determined that this is
a blend of two electroactive materials, there is no significant
grain cracking or delamination, the electrode has no surface
coating (e.g. alumina layer) and there is no significant SEI
layer.

III. IN-SITU TECHNIQUES

One of the first in-situ SEM experiments was published
in 1988. The cell was prepared by deposition of thin layers
of active material (FeS, TiS2, V6O13) on current collectors
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connected through a vacuum feedthrough outside the micro-
scope. A solid-state electrolyte (polyether with ethylene oxide
base and LiClO4 salt) was used. Lithium metal was used as
a counter electrode. The cell was assembled in a glove box
and transported in a short time (about 30 s) to the SEM to
reduce degradation in air. The cell was scanned from the side
of the sandwich structure and was heated during cycling due to
poor conductivity. A schematic drawing of the cell is shown in
Fig. 3. No changes in the structure could be observed for the
stable TiS2, V6O13 showed small cracks, and FeS completely
decayed [17].

Fig. 3. Schematic drawing of the in-situ experiment – cell investigated from
the side view.

Another approach is to observe from the top. In 2011, a
paper was published in which the half-cell consisted of lithium
metal placed on a stage connected to a microscope frame,
with an ionic liquid in a separator (TFSI + LiTFSI) and SnO2

pressed into a steel grid as the active material. The lithium and
separator with electrolyte were transported from the glovebox
in a hermetically insulated capsule, which was opened after
pumping the SEM chamber by rotating the stage. The grid
with the active material was then attached to the separator.
The disadvantage of the arrangement is that the electrode is
examined from the top, on the side opposite to the lithium.
A schematic drawing of the cell is shown in Fig. 4. However,
it was possible to observe the nanoscale structural changes
in real time. Also, local charging and deposition of lithium
were observed during scanning at locations far from the metal
lattice (interaction with the electron beam) [18].

Fig. 4. Schematic drawing of the in-situ experiment – cell investigated from
the top view.

Deposition of the electroactive material onto the grid can
also be done electrophoretically without the need for a binder.

The 2016 work thus creates an electrode from silicon mi-
croplates in which lithium concentration could be observed
by varying the contrast of the BSE image [19].

Another way of investigation is to fabricate the cell directly
in the SEM chamber using FIB-SEM technology and a mi-
cromanipulation needle as a current collector (see Fig. 5 for
a schematic drawing). A 2013 scientific paper describes an
LTO/ionic liquid/NCA battery. A small piece of the NCA-
containing electrode material was cut out using a focused ion
beam (FIB), conductively and mechanically joined by assisted
deposition with a micromanipulation needle, and dipped in
ionic liquid. An inspection hole was cut in the middle of the
electrode to observe changes during cycling [20].

Fig. 5. Schematic drawing of the system using a micromanipulator as a
current collector (left); SEM image taken during the experiment (right).

Fig. 6. Electrochemical cycling of the cell where a micromanipulator was
used as a current collector. The graph shows that the capacitance decreases
with each cycle.

We used this method for the construction of a lithium/ionic
liquid/lithium titanate (LTO) half-cell [21]. For the experiment,
we used a Scios 2 SEM (Thermo Fisher Scientific) equipped
with an EasyLift micromanipulator, a gallium FIB, and a
MultiChem Gas Delivery System. A piece of lithium was
placed on the stub, which was electrically connected through
a vacuum feedthrough to the potentiostat Biologic SP-150
as a shared reference and counter electrode. The lithium
metal was placed on the stub and dropped with 1-Ethyl-3-
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methylimidazolium tetrafluoroborate (EMIMBF) ionic liquid
in a mixture with LiBF6 salt in 0.5M concentration serving
as the electrolyte. A chunk of LTO material was glued to the
micromanipulation needle by assisted carbon deposition. The
needle was modified, insulated from the microscope frame,
and connected to the potentiostat as a working electrode.
After dipping the LTO into the electrolyte, several cycles
were successfully performed (see Fig. 6). The experiment
was strongly affected by electromagnetic interference and side
reactions of the lithium metal with the electrolyte. We are
currently working on improvements.

The vacuum environment of SEM is convenient for the
study of dendrite growth. The sample can be observed on
the reaction side as a function of time without the necessity
of opening the cell after cycling. Published results confirmed
lithium deposition and dendrite growth at increased rates at
higher currents for polymer and liquid electrolytes. In the
case of sulfur-based solid-state cells, dendrite growth was also
observed, although this was not predicted. However, the fact
is that higher current densities can cause cracks in the solid
electrolyte and hence subsequent inhomogeneous deposition
of lithium [22] [23] [24].

To study dendrite growth, a special cell consisting of a pair
of contacts on a wafer with deposited lithium, connected to
a current source, was published in 2017 (see Fig. 7). This
wafer is then attached to another wafer with a SiNx inspection
window transparent to electrons, preventing the evaporation
of volatile electrolytes in a vacuum. A constant current flows
through the cell and the interface between the lithium metal
and the electrolyte was monitored. The effect of additives on
enhancement or suppression of dendrite growth was described
[28].

Fig. 7. Cell for the study of dendrite growth.

We used a similar setup for our first in-situ experiment
[25]. The cell construction was performed on the surface of
a MEMS chip (see Figure 8) [26]. This chip was designed
for heating and biasing experiments in a SEM chamber
(Thermo Fisher Scientific) [27]. The biasing contacts were
used as current collectors for electroactive materials, directly
connected to the potentiostat Biologic SP-150 via vacuum
feedthrough. Chunks of approximately 30 x 50 x 20 µm were
cut from the electroactive materials (metallic lithium and LTO)
using FIB on Helios Hydra 5 UX DualBeam and Helios 5
UC DualBeam SEMs (Thermo Fisher Scientific). By assisted
carbon deposition using the MultiChem Gas Delivery system,
they were glued to an EasyLift micromanipulation needle,
transferred and aligned with biasing contacts, and connected
by assisted carbon deposition as well. EMIMBF ionic liquid

in a mixture with LiBF6 salt in 0.5M concentration was used
as an electrolyte, which was transferred to the area between
the electrodes after their construction.

The system is very sensitive to surface contamination
around the electrodes. Cell capacitance is at most tens of nAh,
so even a very thin layer of redeposited material can short-
circuit the battery. Care must also be taken with the amount
of used electrolyte. Once the electrodes are flooded, it is no
longer possible to disconnect the cell and if the electrolyte
covers the investigated area, it cannot be removed and there is
no possibility of further investigating this area. On the other
hand, the preparation process can be well automated and have
a high repeatability of results. Also, the preparation process
can be managed in the SEM chamber without the need for air
transfer. The heating area of the chip can also be used for the
synthesis of electroactive materials which will be subsequently
used for electrode preparation. We are currently dealing with
this concept [25].

Fig. 8. MEMS chip used for the cell construction (left); Detail of the biasing
contacts area with the electroactive material (right).

IV. CONCLUSION

Scanning electron microscopy provides high-resolution im-
ages of LIBs surface or cross-sections and is a powerful
method for the study of most of the important processes taking
place inside Li-ion batteries. It can be used both in adjusting
the manufacturing process in the factory as well as in research
in the laboratory.

However, the analysis has its specificities because LIBs
contain sensitive materials. The vacuum environment of the
SEM can limit the observation in their native state. Due to the
low mechanical stability, the samples must be handled with
care to distinguish preparation-induced defects from cycling-
induced defects. Therefore, BIB technology is often used for
sample preparation, especially for ex-situ analysis.

Although SEM alone provides detailed information on mor-
phology and microstructure, it does not provide information
about the associated electrochemical processes. For these
purposes, in-situ experiments that allow SEM analysis and
electrochemical cycling at the same time can be beneficial.
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Abstract—This article presents a simulation testbed for ana-
lyzing a mobile transport network using open-source networking
tools and protocols. The topology was designed according to the
5G transport network architecture, with Segment Routing for
IPv6 (SRv6) technology and The Fast Data Project Vector Packet
Processor (FD.io VPP) utilized for packet processing. The Trex
traffic generator was used to simulate data transmission, and
the Docker platform enabled centralized access and management
of the topology. Real data patterns collected from one cell site
was inserted into the created topology to create output for
future research. The created testbed provides a valuable tool
for analyzing the mobile transport network’s performance and
future optimizing based on needs of network slices.

Index Terms—SRv6, network slicing, FD.io VPP, real data set,
testbed, transport network

I. INTRODUCTION

Mobile networks have become an integral part of modern
communication systems, with millions of users relying on
them for voice, video, data, and internet services. A mobile
transport network is a key component of such networks, re-
sponsible for transporting mobile traffic from end-user devices
to various network services. It connects the radio access
network (RAN) and core network elements, facilitating the
transmission of data and voice traffic between them. A typical
mobile transport network comprises wired and wireless links
such as fiber optic cables, microwave links, and satellite links
and also routers and switches.

As the world becomes increasingly reliant on wireless com-
munication, the development of 5G technology has become a
key priority for many industries. One of the key challenges
of 5G technology is the design of a mobile transport network
that can support the high-bandwidth, low-latency data transfers
required by 5G applications. To address this challenge, re-
searchers have been utilizing the network simulation as a way
to test and optimize different network topologies and configu-
rations. Researchers also have explored the integration of real-
environment data into the topology of these networks, and the
use of network segment routing technology (SR), specifically
SRv6, which is seen as a potential solution enabling network
slicing in IP-based 5G systems [7].

Network slicing technology plays a key role in this paper
because by using SRv6 we are able to break down individual
slices and treat them differently. Using real network data, we
are then able to optimize the network and obtain data for
further testing [1].

In this text, we explore the use of network simulation in the
context of mobile 5G transport networks. We begin by describ-
ing related research activities, including efforts to integrate
real-world environment data into network simulations. We note
that the use of network simulation with real mobile data in
transport networks is unique. We then focus on the future of
network simulation in 5G technology, specifically looking at
the use of segment routing technology, and SRv6 in particular.
We also discuss the use of a traditional Software-defined
networking (SDN) architecture for SRv6 technology, which
involves a centralized decision-making process for Segment
Lists (SL), which are applied to provide services [3].

Next, we turn our attention to the platforms and programs
used in our own network simulation. We provide short sum-
maries of five different tools related to networking and network
analysis that were used to create our simulation testbed. These
tools include FD.io VPP, Docker, Trex, Network Configuration
Protocol (NETCONF)/Ansible and Tshark/Tcpdump.

Finally, we present an overview of the topology we created
for our simulation. The architecture of the mobile transport
network is established according to the standard 5G transport
network design, with a simplified diagram presented in Fig. 1.
We tested this testbed by integrating real-enviroment data
patterns to obtain results for follow-up research.

Overall, the research presented in this paper highlights the
importance of combining the records from the real mobile
network environment with network simulation in the devel-
opment and optimization of mobile 5G transport networks.
By exploring different tools and techniques, we hope to
provide insights and outputs that could update on demand the
routing strategies in the transport network. Moreover, in future
research results from your simulations can be used to predict
the network behaviour to optimize the transport network.
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II. BACKGROUND AND RELATED WORKS

In this section, we describe research activities related to
network simulations in connection with mobile 5G transport
network and integrating real-environment data into the topol-
ogy. The use in mobile networks is the reason why network
simulation is specific and different from classical network
simulation. The paper considers the future use of network
simulation for further research and therefore considers the
use of network segment routing technology, SRv6 specifically.
Which seems to be the solution in IP networks for 5G network
slicing technology.

One of the articles that considers the use of FD.io VPP
is [1]. Authors contemplate that there are two main open
source data plane implementations in case of SRv6 dataplane
for software routers implementation: the Linux kernel and
the FD.io VPP project. According to their research FD.io
VPP is a platform that provides out-of-the-box switch/router
functionality that can run on commodity CPUs. It offers better
support for SRv6 Policy Headend and endpoint behaviors
compared to the Linux kernel. VPP also has the capability
to create and associate Binding Segment ID (SID) with an SR
policy, while the Linux kernel lacks this support.

The article [2] suggests using a traditional SDN architecture
for SRv6 technology. This involves a centralized decision-
making process for Segment Lists, which are applied to pro-
vide services. The SDN controller uses a southbound Appli-
cation programming interface (API) to communicate with SR-
enabled devices and enforce the application of Segment Lists.
To facilitate development and testing, the authors have created
an Intent-based emulation system, which can be downloaded
from their project page [3]. However, this emulated system
does not meet the requirements for entering real 5G traffic.

In [4] authors focus exactly on 5G transport network, where
they introduced SDN-enabled framework which collects net-
work topology information in a centralized way and analyzes
network information for network path computation. The exper-
iment conducted aimed to evaluate the proposed framework in
a simulated Chunghwa Telecom 5G backhaul network using
the K-Shortest Path Algorithm. The network environment had
more than 900 network nodes and 4000 unidirectional links
between them, and the proposed framework was able to handle
the large-scale network topology. Their simulation therefore
had a different character and did not use classical network
simulation or emulation tools.

Classical simulation and emulation network tools are con-
sidered in [5], [6] and [7]. Unfortunately, they lack full SRv6
support and the ability to create and implement new features
in any way.

5G Mobile Data Patterns has been investigated in [8],
authors use 5G trace dataset collected from a major Irish
mobile operator. The dataset is composed of client-side cellular
key performance indicators (KPIs) comprised of channel-
related metrics, context-related metrics, cell-related metrics
and throughput information. To supplement their real-time 5G
production network dataset, they provide a 5G large scale

multi-cell ns-3 simulation framework. However, the authors do
not consider the use proposed in this paper, which is the use
of mobile traffic patterns to find the delay on links in mobile
transport network.

III. UTILIZED PLATFORMS AND PROGRAMS

This paper presents short summary of five different tools
related to networking and network analysis. These tools were
used to create a simulation testbed, which serves as the basis
for all measurements and analyses. These tools are FD.io VPP,
Docker, Trex, NETCONF/Ansible and Tshark/Tcpdump.

FD.io VPP provides a high-performance, packet-processing
framework for networking applications. VPP is designed to
run on commodity hardware and offers a range of features
for routing, switching, and other network functions. VPP
support for SRv6 Policy Headend and endpoint behavior.
These behaviors are implemented in dedicated VPP graph
nodes, and whenever an SRv6 segment is instantiated, a new
IPv6 FIB entry is created for the segment address pointing to
the corresponding VPP graph node. Furthermore, FD.io VPP
supports the concept of SR policy. An SR policy is uniquely
identified by its BindingSID address, which serves as a key
to a particular SR policy. This allows for more efficient and
flexible steering of traffic in the network [9].

Docker is a containerization platform that offers flexible
and efficient solutions for deploying network services and
applications. In the context of routing, Docker allows for
the creation of lightweight and isolated containers that can
run routing protocols and other network services. Docker’s
networking feature provides a range of options for configur-
ing and managing network connectivity within and between
Docker containers, enabling network administrators to easily
deploy and manage network routing services in a scalable and
reliable way [10].

Trex is an open-source software application that provides
a platform for generating and analyzing network traffic. With
its high-performance packet generation capabilities and sup-
port for a variety of network protocols. In recent years, Trex
has been integrated with Docker to provide a more flexible and
scalable platform for generating and analyzing network traffic.
The integration of Trex with Docker provides a powerful and
efficient platform for generating and analyzing network traffic
in a flexible and scalable way [11].

NETCONF is an IETF standard protocol used for config-
uring and managing network devices. Ansible is a popular
open-source software tool used for automating configuration
management and orchestration tasks. In VPP, NETCONF
can be used to configure and manage the routing and other
network functions. By integrating NETCONF with Ansible,
network administrators can automate the configuration and
management of VPP instances. Ansible provides a declarative
and idempotent way of defining the desired state of VPP
instances and NETCONF makes it possible to configure and
manage the network devices [12].

Tshark is a command-line network protocol analyzer that
is part of the Wireshark network analysis software suite. It is
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a tool for capturing and analyzing network traffic in real-time
or from saved capture files. Tshark supports a wide range of
network protocols and can be used to generate statistics, filter
traffic, and decode packets. Tshark’s command-line interface
provides flexibility and ease of use, making it an ideal choice
for use in scripting and automation. Additionally, Tshark’s
support for a variety of capture file formats and export options
makes it a versatile tool for sharing and analyzing network
captures [14].

Tcpdump is an open-source command-line packet capture
tool that is used for network traffic analysis. It allows network
administrators to capture and examine network packets in real-
time, providing a way to troubleshoot network issues, monitor
network performance, and detect security threats. Tcpdump’s
lightweight design and low system resource requirements
make it ideal for use in a wide range of environments,
including cloud, IoT, and edge computing [13].

IV. OVERVIEW OF CREATED TOPOLOGY

The architecture design of the mobile transport network is
established according to the standard 5G transport network de-
sign [15]. A simplified diagram of the architecture is presented
in Fig. 1, which illustrates the Radio Access Architecture
(RAN) on the left, followed by a topology comprising six
routers. The middle four routers are connected to each other
in a fully meshed network, while the 5G core is located
on the right. The Cell Site in the simulation represents the
Trex generator and the 5G core, serving as a transmitter
and receiver.

Fig. 1. Example of a simplified architecture diagram for a mobile transport
network

The data were modified to reflect individual network
slices, as defined by the 3rd Generation Partnership Project
(3GPP) Mobile Transport Network Components Identification
(MTNC-ID) [15]. SRv6 technology is assumed to be used by
all routers in the topology, hence VPP of FD.io is utilized.

To enable centralized access and management of the topol-
ogy, Docker software was employed, which provides tools to
create, deploy, and run containers using simple commands or
automation via APIs. Using Docker, an Ubuntu instance was
started, on top of which FD.io VPP was initiated, while the
Trex generator was launched by Docker. The FRR routing
protocol was used to enable communication between Ubuntu
nodes, which directly transmit data to the VPP instance. The
VPP platform can be configured via the NETCONF protocol
thanks to the Honeycomb agent, which allows NETCONF
messages to be processed.

The data is encapsulated in SRv6, where it is assigned
with SRv6 policy and a final destination based on the header
information in the received packet. The packets generated by
the Trex generator are modified in the header to simulate the
creation of an MTNC-ID, which is carried in the SRv6 header.
Whole created setup is presented in Fig. 2.

Fig. 2. Topology built on top of the Docker platform

All configuration is loaded by Ansible at startup. The
actual configuration of the VPP nodes is then uploaded using
playbooks again using Ansible. This makes it possible to freely
change the configuration as needed.

Verification of the full functionality of the topology can be
observed using the Trex console tui, where there is no packet
drop and the transmitted data can be observed, in the Fig. 3.

Fig. 3. Verification of topology functionality using Trex tui
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The created environment is generic, any configuration can
be set on it. We used it to integrate real-environment patterns
from the data described in the next paragraph.

V. DESCRIPTION OF THE REAL DATA

The dataset comprises network quality records gathered
from three distinct eNodeBs consisting of remote radio head
(RRH)+ Baseband Unit (BBU), belonging to one cell sites.
Over the span of 200 days, each eNodeB has been monitored
and 1200 log records consisting of hourly observations of
mobile data usage have been collected. The cell site serve
a total of 53 000 users on average with 375 gigabytes of
traffic volume per day. Table I summarizes key physical
communication parameters of the cell sites.

TABLE I
PHYSICAL PARAMETERS OF DATA

Parameters Values
City size 300 km2

Type of area Residential
Population density 0.5 mil people

Cell type Macro
Number of cell sites 1

Number of eNodeBs (RRH+BBU) 3
Each eNodeB 6 sectors - 12 cells
Observed time 7 months/every hour

The data is collected from one macro cell site, situated
in a residential area in cell site shelters between residential
buildings. The distance between this cell site and another one
in that area is approximately 3 km. The precise locations of
the base stations have been intentionally omitted to preserve
the commercial benefits of the operator. The data has been
recorded via an analytical platform which monitors the perfor-
mance of cell sites in the network and provides other relevant
information concerning eNodeBs such as cell site status, the
number of drops, blocks, etc. Every hour, each eNodeB sends
key performance indicators (KPIs) to this platform database
in the form of raw counters. The collected data includes
information about data volumes in the downlink and uplink
directions, the number of connected UEs, and packet loss. Data
are completely anonymous. The volume part plays key role in
defining the traffic patterns, that are inserted through Trex into
the created topology.

VI. ENHANCING NETWORK TRAFFIC BASED ON REAL
DATA SET IN CREATED TOPOLOGY

Insertion of data into the topology is achieved using the
Trex real traffic generator. The packets themselves are thus
generated using this program. Specifically we used the IMIX
profile. IMIX profile is a stream of artificially created UDP
packets of specific size. In this profile is it also possible to
set up parameters such as packets per second (pps) and inter-
stream gap (ISG).

The size of the generated packet has a fixed structure and
is set to 160 bytes, so that it corresponds to the size of the
packet for voice communication [16]. Thanks to this parameter
outputs ready for the optimization for Ultra-Reliable Low
Latency Communications (URLLC) slice is targeted. Pps was
set to 10 and ISG 0.2 s.

Real data described in previous chapter were measured for
200 days. In case of our simulation we only use 7 days,
one whole week, because of the time consumption of overall
measurement. From this real data we used the patterns that
we applied to the artificially created UDP packets in the Trex.
Then we performed measurements, when the data with the
patterns were continuously fed into the topology over 7 days.

A. Transferring Empirical Data Patterns to Simulation Models

The raw counters collected from the eNodeBs were in
hourly interval. We were forced to break these hourly data
volumes into smaller time periods to better simulate fluc-
tuations in the network. So that we can better simulate
the problems faced by transport networks such as loss rate,
insufficient throughput or high delays. In mobile networks,
traffic fluctuations can occur due to the movement of people.

The rate of generated packets changed every 5 min. How-
ever, the total amount of generated data was equal to the hourly
volume measured in the real network. A script was created to
generate this formula. The size of the UDP packet and the
total data volume during one hour were taken into account.
The resulting values for 5 min intervals were then fed into the
Trex generator using the command update -m x mbps,
again using the script.

B. Measured data capture and processing

While the data was being sent to the topology, it was nec-
essary to capture behavior on the network. This was achieved
by developed scripts. The capture time was every 15 min for
15 s. 15 min is the interval during which the KPIs are collected
on the eNodeBs. So our measurement in this corresponds to
the behavior in a real mobile network. 15 s was chosen to
save the size of the final file and to facilitate post-processing.
A measurement for 60 s was also tested, but did not yield
significant differences and therefore 15s was retained.

During these 15 s, the time-stamped packets being transmit-
ted were captured by TCPDump at the VPP. These captured
packets were stored in pcap format. In order to further work
with these pcap files, which were 96 per one day (24h x
every 15 min for 15 s), the TShark program was used. A total
of 672 records were measured throughout the week. Using
TShark, the data was cleaned and only parameters related to
the use for network slicing were selected. Delay for URLLC,
total amount of data for Enhanced Mobile Broadband (eMBB)
and packet loss for Massive Machine-Type Communications
(mMTC). Now we focused primarily on delay outputs in
this measurement.

The timestamp in the packets was taken into account at the
moment the packet arrived at the VPP and at the moment it
left the VPP after it was processed. This process was on all
routers. By capturing packets with timestamps, we are able to
determine the delay on the link between two routers. It always
takes the packet arrival time on one router minus the packet
departure time on the next router along the path. This logic is
shown graphically in the Fig. 4.
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Fig. 4. Graphical representation of packet capture locations

Fig. 5. Sample measured records for further research with capture logic

The collected data example with the logic and selected data
information, can be seen also in Fig. 5.

These records are important for analysing network be-
haviour. Thanks to these records we are able to monitor the
parameters in the network (in this case delay) and based on
it change the routing in the network to create load balancing
for network slice, that is being transmitted. As you can see in
Fig. 5, we are able to calculate the delay from the captured
packets at router N2 and N4. Similarly, we are able to evaluate
the delay on all other links to determine the ideal routing for a
given slice type. Since there is a large number of records, the
cleaning and processing of data is a separate problem and it is
dealt with in another article. Here we only present the method
of measurement in created topology and data collection.

VII. CONCLUSION

In this text, we have explored the use of network simu-
lation in the context of mobile 5G transport networks. Our
analysis begins by describing related research activities, in-
cluding efforts to integrate real-world environment data into
network simulations.

In our analysis, we focused on the platforms and programs
used in our own network simulation. We provided short
summary of five different tools related to networking and
network analysis that were used to create our testbed.

In this paper we introduce designed and created a mobile
transport network topology based on the 5G standard, which
contains a network of six routers using SRv6 technology and
it is centrally configurable using Ansible.

In this article we have also presented real data from a macro
cell site in a residential area, consisting of hourly observations

of mobile data usage over the span of 200 days. This data
was fed into the topology using the Trex, which was set up
to simulate real-world traffic patterns over a period of 7 days.
We created a script that reduced the hourly intervals to shorter
periods of time to fluctuate the changes in the network. This
resulted in 672 records of 15 s intervals with information about
the network delay for a certain type of network slice. Which
serve as output for further research.

We can create a new routing that is more optimized for
the slice type based on our outputs. This logic could bring
many advantages for mobile network operators that would
consider applying network slicing technology in the transport
part of the network. In addition, the follow-up research offers
the possibility of predicting the overall network behaviour
based on the integration of these real data and the use of
machine learning. So we are able to estimate in advance how
the network setup should look like.
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Abstract—The number of computer attacks continues to in-
crease daily, posing significant challenges to modern security
administrators to provide security in their organizations. With
the rise of sophisticated cyber threats, it is becoming increasingly
difficult to detect and prevent attacks using traditional security
measures. As a result, security monitoring solutions such as
Security Information and Event Management (SIEM) have become
a critical component of modern security infrastructures. However,
these solutions still face limitations, and administrators are
constantly seeking ways to enhance their capabilities to effectively
protect their cyber units. This paper explores how advanced deep
learning techniques can help boost security monitoring capabili-
ties by utilizing them throughout all stages of log processing. The
presented platform has the potential to fundamentally transform
and bring about a significant change in the field of security
monitoring with advanced AI capabilities. The study includes a
detailed comparison of modern log collection platforms, with the
goal of determining the most effective approach. The key benefits
of the proposed solution are its scalability and multipurpose
nature. The platform integrates an open source solution and
allows the organization to connect any event log sources or the
entire SIEM solution, normalize and filter data, and use this
data to train and deploy different AI models to perform different
security monitoring tasks more efficiently.

Index Terms—Artificial intelligence, deep learning, Fluentd, log
collection, log processing, Logstash, security monitoring, SIEM.

I. INTRODUCTION

In today’s world, it is impossible to imagine any modern
field without a computer infrastructure [1]. Given its ubiquity,
ensuring uninterrupted and secure operation of these systems
has become a top priority [2], [3]. Various hardware and
software solutions are utilised inside cyberspaces to achieve
their smooth functioning. When it comes to computer in-
frastructure, there are four main categories of elements that
could be found: Networking Devices (such as routers, switches,
and firewalls), Operating Systems (including Unix-based and
Windows systems), Security Applications (such as Next Gener-
ation Firewalls (NGFW), Vulnerability Management Systems
(VMS), Endpoint Detection and Response (EDR), Data Los
Protection (DLP), Privileged Access Management (PAM), etc.)
and Other Applications (such as database systems, customer

applications, cloud applications, etc.) [3]. All of the above
elements help to ensure the smooth running of the organisation
and enable all organisational processes to be fulfilled.

These devices, along with end devices and applications,
generate records of their traffic and usage, known as logs [2],
[4]. They are crucial for evaluating the network’s status,
security, and events that occur on it. They can provide insight
into potential attacks on the infrastructure or can be used to
analyse previous incidents and take appropriate action [1]. The
log analysis process is essential for discovering relevant in-
formation from these records. From a security perspective, all
log records must be centrally analysed, normalised, and stored
for the long term to ensure effective security monitoring [3].
The main challenge of this issue is the lack of standardisation
on the LES (Log Event Source) level due to the existence of
different log formats and protocols for their transmission, see
Fig. 1. This complicates their central processing.
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Fig. 1. Schema of centralized log collection in computing infrastructures.
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In general, there are two distinct methods for providing se-
curity monitoring. Simple analysis techniques, such as manual
commands to retrieve records, may be suitable for smaller
infrastructures, but are not effective for larger systems [4].
In this day and age, advanced analysis techniques are offered
within SIEM systems, which also allow responding to security
incidents, creating rules, and notifying and preventing attacks.
SIEM offers capabilities such as advanced log analysis, log
storage, and other advanced features [2].

One way to enrich log processing is to embed a neural
network into it. Although current proprietary SIEM solutions
use neural networks to solve correlation tasks, the presented
approach performs a wide range of security tasks and allows
SIEM systems to be more efficient.

II. ON CURRENT SYSTEMS FOR SECURITY MONITORING

SIEM is a platform or a system that is responsible for
collecting security-relevant data in a centralised environment
to detect threats and incidents. This system consists of two
concepts: SIM is used to collect security-relevant data and
generate reports. SEM provides security incident analysis,
incident correlation, and real-time alerting. Together, these two
categories constitute a SIEM. [2]

Before the records can be analyzed, a series of steps
encompassing various SIEM functions must be completed
within the SIEM tools: [3]

Log collection – can be done in different ways. Some log
sources are based on a push technique (e.g. Syslog), where the
user on the end device configures the destination IP address
and port. The user then configures a listener on the desired
device and receives the logs. Some sources in turn work on a

pull technique (e.g. Windows event log), where it is necessary
to connect to the machine and download the logs. [3], [5], [6]

Normalization – all log forms require specific connectors.
They convert different log file formats from different devices,
versions to a common SIEM understandable format. [1]

Aggregation – a process of removing duplicates. Logs are
aggregated according to similar characteristics, thus opening
up the possibility to discard unnecessary data. [3]

Correlation and analysis – a great advantage of these
solutions are the correlation rules. A constant stream of logs
from different connected devices should flow into the SIEM.
Correlation rules tell the SIEM which sequence of events
indicates a potential incident or vulnerability. [3]

To illustrate the concept, the following example is useful:
alert administrators if the same IP address attempts to log on
to a particular device on the network. It fails five times with
different login credentials and then successfully connects to a
device on the network. All events occurred within a fifteen-
minute time window. This sequence of events may be an
indication that a potential attacker has gained authentication
into the network and could signal an escalation of privilege,
so a potential security incident occurred. [7]

When setting up a SIEM system, the rules in question must
be reprogrammed as needed. They are inserted manually, and
therefore, it is necessary to know which anomalies do not make
sense to report and which should trigger an alarm. [4]

Notification and response – In the event of a security
breach, SIEM alerts the personnel responsible for network
protection in real time. It also selects an adequate response
for the optimal protection of assets. [3]
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It can be observed that the SIEM is a complex system
with a lot of functionality. The entire operation of receiving
and processing logs can be enriched by integrating a neural
network to perform various security tasks.

As seen in Fig. 2, the way it would work is as follows:
Different locations contain a certain infrastructure that pro-
duces many logs, which can be considered for this purpose
as ”raw data”. The infrastructure would forward these data
to a Logstash instance, Logstash being the software to collect
these logs. Log collectors allow for scalability, which is useful
for not only distributing the load but also creating logical
units by separating locations or infrastructures. Logstash then
sends these data to a primary Logstash instance, which directly
communicates with the platform. The platform would then be
responsible for routing logs into the AI model, which performs
various advanced security tasks. This makes it much easier to
deploy this type of infrastructure, and the AI networks add
many advantages to the logging process.

III. THE ADVANTAGES OF AI IN LOG PROCESSING

Technological advancements constantly push the boundaries
of what is possible, with new inventions and innovations
emerging on a daily basis. Throughout history, transformative
breakthroughs such as the steam engine, electricity, computers,
and the Internet have revolutionised society and propelled
human progress forward. These advances have fundamentally
transformed existing processes and pushed society to new
heights on the evolutionary spiral [8].

The fourth industrial revolution has been driven primarily
by advances in artificial intelligence and machine learning,
which enable intelligent automation and data-driven decision-
making [8], [9]. Artificial intelligence has been used in
different fields to improve existing processes and uncover
previously unknown relationships between data sets. Artificial
intelligence techniques are proving to be highly promising for
security monitoring, especially in log processing [9].

Log records which are processed by SIEM solution are
represented as unstructured text data, as there are a multitude
of log event sources and formats. Since log records often
contain a large amount of semantic information that cannot
be captured by traditional statistical methods, it is possible to
use natural language processing (NLP) algorithms to tackle
various security tasks [8]. There are a variety of options in the
context of processing log data effectively and provide security
monitoring. These include, but are not limited to, log correla-
tion to identify patterns, log anonymisation to protect sensitive
information, log parsing to extract useful data, and log filtering
to remove irrelevant data with the motivation to optimise SIEM
licence usage. In order to mitigate this problem, deep artificial
networks can be used [8], [10]. However, it is worth noting
that the latter may have a constraint on the maximum token
size for the input sequence, despite achieving the state-of-the-
art results for various NLP tasks such as Question Answering,
Classification, Categorisation, and more.

Moreover, the popularity of AI algorithms is further bol-
stered by the limitations of modern SIEM solutions. Due to the

limited ability of these systems to respond automatically to cy-
bersecurity incidents, without human intervention. Correlation
rules must be mainly written manually, making it impractical
to address every possible security incident. In addition, there
may be a lack of the data needed to process and detect
all security incidents effectively. The usage of archived data
during incident investigation can also pose a challenge. [11]

One of the main challenges in using AI techniques for log
processing is the requirement for fast data processing. This
is because modern SIEM solutions operate on real-time log
data and must evaluate potential attack vectors as quickly as
possible. It is important to know that modern SIEM solutions
typically have a data flow rate of more then 5000 EPS1, which
is based on the number of connected LESes. [12]

IV. COMPARISON OF LOG COLLECTION APPROACHES

Multiple approaches can be taken when creating a platform
which supports the integration of AI models into log process-
ing. These approaches vary in difficulty and effectiveness.

One of them is to create a log collector integrated within
the platform. A simple collector can be made using a pro-
gramming language like Python and its various libraries,
which allow the manipulation of logs. Unfortunately, making a
reliable and safe collector that is capable of pulling logs from
many different sources would be a very lengthy and difficult
process. There are already log collectors that can be used for
this purpose and connect into the platform.

This section contains a comparison between three popular
choices when it comes to log collecting. Each of them has its
own advantages and fits differently to different architectures.

A. NXLog
This collector is supported on many different operating

systems, which is its biggest advantage when compared to
other collectors. It is the only application in this section that
also has a paid version [13]. A configuration file is what is
used to control the flow of logs into the application. The file
consists of directives that are similar to XML tags. [14]

The process of creating a file consists of defining the
constants, setting the global directives, input, output and route
configurations [14]. This is a lengthier process when compared
to other mentioned collectors.

B. Fluentd
An open source collector, which has many plugins to

support a wider range of protocols and offers different options
to work with LESes. There are 9 types of plugins: Input,
Parser, Filter, Output, Formatter, Storage, Service Discovery,
Buffer, and Metrics. [15]

The heart of this software is a configuration file, where
the main parts are the input and output plugins. Plugins
are defined in the file, and within them there are tags that
specify information such as ports, protocol types, and other
configuration fields. [15]

1EPS (Events per second) refers to the rate at which events (such as log
entries) are generated and processed by the system. The EPS rate is a measure
of how much log data a SIEM solution can handle and process in real-time.
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C. Logstash

Logstash is an open source application which is part of
the Elastic stack. Such a program allows for the collection
of logs from different sources using inputs in the program
configuration file, which is called a logstash pipeline. Pipeline
can contain multiple fields, such as input, filter, and output,
but only needs input and output to function. [16]

The input field contains the type of protocol used for
receiving logs. It usually specifies the port on which the
transfer will take place. [17]

When it comes to output, multiple formats are supported.
Logstash supports many different log protocols, for example,
syslog, file, redis, exec, jdbc, http and many others. [18]

Logstash is a good choice for this infrastructure, considering
it is open source, has options for scalability (instances can
forward data to other Logstash instances) and the configuration
file is quick to set up. It also has a large community, which
opens up options for support. It also makes getting certain logs
easier by supporting an application called Beats. It is a part
of the Elastic suite of software, and makes particular systems
able to send logs automatically, without having to pull them
manually. [19]

D. Final comparison of selected log collectors

There are a few metrics for the comparison of log collectors.
Supported platforms – Fluentd and Logstash are supported
on devices with Windows and Linux operating systems.
NXLog is supported on both platforms and also on macOS
and many others, such as Oracle Solaris. [13], [19]

Event routing – Fluentd relies on tags for routing.
Logstash, on the other hand, uses logical expressions and
elements. NXLog uses blocks similar to XML tags. At its
core, the syntax and main idea of the configuration are similar
across the three applications. [19]

Support for extensions – while with Logstash the effort
is to keep all plug-ins centralised under a single GitHub
repository, Fluentd offers only 11 input plugins in its offi-
cial repository; all the others are created outside of it and,
therefore, have decentralised access. NXLog offers plug-ins,

extensions, and, by default, modules; a list of which is avail-
able in the corresponding documentation. Table I lists some of
the standard plugins supported in the compared applications.
The number of supported plugins can be increased by using
the repositories and extensions mentioned above. [19]

Transport and Reliability – in terms of data retention after
reboot and a transfer of data, Logstash requires Redis, which
serves as an external queue for data preservation. Fluentd by
default includes options to configure the system for caching.
NXLog directly supports flow control and a log queue that
stores data on disk in case of failure. [19], [20]

Performance – Fluentd uses only 40 MB of RAM com-
pared to Logstash, which uses 120 MB. The recommended
size of RAM for NXLog is 250 MB. This difference can be
negligible in a broader network. Logstash solves the load by
installing Beats, which are often used on endpoints to send
logs to a central Logstash ELK station. [19]

TABLE I
A COMPARISON OF COMMON PROTOCOLS USED IN LOG COLLECTORS.

Fluentd Logstash NXLog
Tail (File) File File
Syslog Syslog Syslog
UDP UDP UDP
TCP TCP TCP
HTTP HTTP HTTP
Windows
Event Log

Beats
Windows Event
Forwarding

Unix Unix
Unix Domain
Socket

Exec Exec Exec
Sample Generator Testgen
Monitor agent – –
Forward – Internal

– Redis Redis
– Kafka Kafka
– Github –
– JDBC (DB) ODBC (DB)

– – macOS Unified
Logging System

. . . . . . . . .

220



V. RESULTS AND DISCUSSION

The aim of the project is to use an open-source solution
for log collection that supports scalability and a wide array
of log sources. The inclusion of a reliable and free-to-use
log collector is crucial to creating manageable pipelines and
zones for data to flow through. The nature of logs and different
protocols makes it necessary to use software that is capable
of collecting and forwarding the data. After analysis, it was
determined that Logstash is an application that meets the
project requirements, considering its popularity, support, log
types, and additional software. The next step is to create
an API that can connect different AI models for different
purposes. It is made to work in two modes, learning and
real deployment. AI models are only as good as their input
data, which means that collecting data for learning is crucial.
Fig. 3 shows the design of the application. The log sources are
configured to send logs to the Log Collector, which forwards
the logs to the application programming interface via HTTP.
It consists of modules to modify the format of the logs so
that they are suitable for usage by the neural network. If the
API receives the logs in a raw format, they can be directly
pushed to the neural network without the need for processing
modules to interfere with them. As shown in Fig. 2, the system
is scalable and multiple Logstash instances can be connected
to each other. In the case of real-time log processing, it
is important to ensure that AI models can process data as
quickly as possible and can handle a large number of EPS.
The platform is not yet designed to be fully deployed into the
cloud due to high data protection requirements.

VI. CONCLUSION AND FUTURE WORK

The main goal of this paper was to analyse and enhance
existing security monitoring processes using deep learning
techniques. For example, modern deep neural networks like
XLNet, BERT, and GPT2 can be transfer-learned and utilised
to machinally understand the context of incoming log records
and perform various NLP tasks. Discussed AI techniques
revolutionised the field of deep learning by enabling parallel
processing of input text data and avoiding recursion [21]. The
main challenge of the modern security monitoring domain lies
in the difficulty of accessing raw log source data and the
lack of a platform that can seamlessly integrate normalised
data with modern SIEM and Log Manager solutions. One
of the significant contributions of this study is the creation
of an open-source parallel platform based on Logstash that
can seamlessly connect all modern log sources, normalise
their outputs, and enable efficient training and deployment of
any modern deep neural networks within the organisation’s
infrastructure. The Logstash solution was chosen after analysis
of current log collection platforms, presented in section IV.
Moreover, the presented solution can be successfully used
for scientific purposes in the security monitoring domain. In
the future, it is planned to optimise the discussed platform,
deploy a prototype in real world infrastructures, and address
the challenge of cloud deployment.
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Abstract—Gaussian Process Regression (GPR) is a common
statistical framework for spatial function estimation. While its
flexibility and availability of closed-form estimation solution
after training are its advantages, it suffers on applicability
constraints in scenarios with uncertain training positions. This
paper presents the derivation of the exact GPR operating on
uncertain training positions along with approximation of the
resulting terms using Monte Carlo (MC) sampling. This method
is then implemented in a simulation environment and shown to
improve the estimation quality over the standard GPR approach
with uncertain training positions.

Index Terms—Spatial function estimation, GPR, Uncertain
training positions, Probabilistic inference, Monte Carlo approx-
imation

I. INTRODUCTION

Spatial function estimation is a problem common to nu-
merous scientific and practical fields including geostatistics,
astronomy, meteorology, mining but also telecommunications
and other machine learning applications. In the field of
telecommunications the application can be found in estimating
Channel state information maps to aid the development of
mobile networks and optimization resource allocation [1] [2].

GPR is a method for spatial function estimation that recently
gained popularity because of its success as a general machine
learning method and its interpretation as a neural network
with infinite basis functions [3]. The advantages of GPR are
its flexibility and the availability of a closed form expression
for the estimates after the training phase. Further significant
advantages are the ability of GPR to indicate the level of belief
(uncertainty) for the provided estimates and its performance
on limited data sets.

GPR relies on precise knowledge of the training positions.
In many practical scenarios, this may not be available and
the performance of the GPR framework is prone to degra-
dation. This motivates the search for approaches capable of
overcoming this issue. This paper is focused on presenting
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the derivation of MC-GPR method, presenting the simulation
setup, demonstrating the performance gains offered by this
approach and the increased computation complexity costs.

II. SPATIAL FUNCTION ESTIMATION

A spatial function in the chosen scenario may be imagined
as a distribution of a scalar parameter over a continuous space.
The space considered here shall be D = 2 dimensional,
representing for example the Earth’s surface. The task is to
estimate the value of the spatial function at a given test position
given the observations done by sensors placed at some given
training positions. An example of such situation is depicted
in Figure 1.
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Fig. 1. Realization of a spatial function (represented by contour levels) and
training positions (indicated by blue dots).

A popular framework for solving the Spatial function esti-
mation problem is the Gaussian Process Regression.

III. GAUSSIAN PROCESS REGRESSION BASICS

A GP is a collection of random variables (RVs), any finite
number of which have a joint Gaussian distribution.

The GP will be denoted as f(x), where x ∈ RD is an
argument specifying the position within the GP, in this case
considered as a general position. The complete GP is then
defined as

p(f(x)) = GP(m(x), k(x,x′)) , (1)
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where x,x′ ∈ R
D are generic position variables. Fur-

ther, m(x) ≜ E{f(x)} is the mean function and
k(x,x′) ≜ cov{f(x), f(x′)} is the covariance function of
the GP. p(·) here denotes probability density function but is
further used also as probability mass function depending on
the context.

A. Observation Model

We shall consider that the GP is observed at I known
training positions x(i) with i = 1, 2, . . . , I stacked to a vector
according to

xt ≜ col(x(1),x(2), . . . ,x(I)) ∈ RDI . (2)

The GP RVs f(x(i)) at the individual training positions x(i)

shall also be arranged into a vector according to

f ≜ (f(x(1)) f(x(2)) . . . f(x(I)))T ∈ RI . (3)

It follows from (1) that f is a random vector with multi-
variate Gaussian distribution

p(f) = N (f ; m, K) , (4)

where m = E{f} denotes the vector of the mean values and
K = cov{f} the covariance matrix.

In the considered problem setup we assume not having
direct access to the GP RVs f at the training positions. Instead,
we are provided with vector y of observations of f , i.e.,

y ≜ (y(1) y(2) . . . y(I))T ∈ RI , (5)

which is a noisy version of f according to

y = f + ϵ , (6)

where ϵ ≜ (ϵ(1) ϵ(2) . . . ϵ(I))T ∈ RI is the vector of
observation errors (measurement noise). ϵ is assumed to be
zero-mean isotropic Gaussian according to

p(ϵ) = N (ϵ; 0, σ2
ϵ II) , (7)

where σ2
ϵ is the single observation error variance and II is an

identity matrix of dimension I .
It is assumed that ϵ is independent of f . From (6) and our

statistical assumptions it follows that y is a Gaussian random
vector distributed according to

p(y) = N (y; m, Q) (8)

with a covariance matrix Q of the random vector y given as

Q = cov{f}+ cov{ϵ} = K + σ2
ϵ II , (9)

where we used the independence of random vectors f and ϵ.

B. Regression Formulation

The aim of the GPR is to estimate the GP RV at a single
known test position x(∗) ∈ RD, i.e., f(x(∗)), which will be
denoted shortly as f∗. To utilize the observations of the GP y
at the training positions xt in order to estimate f(x(∗)), the
GPR framework expresses the posterior distribution (predictive
distribution) of the RV to be estimated given the observed RVs
according to the Bayes’ Theorem as

p(f∗|y) =
p(y|f∗) p(f∗)

p(y)
=

p(f∗,y)

p(y)
. (10)

The likelihood term p(y) is recognized as a normalizing
constant. The posterior pdf can therefore be determined using
the joint pdf p(f∗,y) only, i.e., p(f∗|y) ∝ p(f∗,y).

According to the definition of the GP, the joint distribution
is Gaussian and given by

p(f∗,y) = N
((

f∗
y

)
;

(
m∗
m

)
,

(
k∗ cT

c Q

))
, (11)

where m∗ and k∗ are the prior mean and variance of f∗, i.e.
the GP value at the test position, respectively. Vector c ≜
cov{y, f∗} is the cross-covariance of the vector of spatial
function observations y = f + ϵ and the GP random variable
f∗ at the test position x(∗). We obtain

c = cov{f+ϵ, f∗} = cov{f , f∗}+cov{ϵ, f∗} ∈ RI . (12)

Since ϵ and f∗ are independent, cov{ϵ, f∗} = 0 and thus
we get c = cov{f , f∗}, which can be evaluated using the
covariance function k as

c = (k(x(1),x(∗)) k(x(2),x(∗)) . . . k(x(I),x(∗)))T .
(13)

Since the posterior distribution p(f∗|y) is Gaussian, it is
fully specified using the posterior mean µf∗|y and variance
σ2
f∗|y . These parameters can be expressed using the completing

the square approach that expresses the posterior distribution
according to the joint distribution (11) in a single exponential
form, i.e., as a new Gaussian distribution

p(f∗|y) = N (f∗; µf∗|y, σ
2
f∗|y) , (14)

where the posterior mean value is expressed as

µf∗|y = m∗ + cTQ−1(y −m) . (15)

This is the Minimum Mean-squared Error (MMSE) estimate
of f∗ given y. The posterior variance σ2

f∗|y can be expressed
in a similar way. The expressions for variance are omitted also
in the following sections since their derivation is similar to the
ones of the posterior mean [3, ch. 2] [4, sec. 2.3].

IV. GPR UNDER UNCERTAIN TRAINING POSITIONS

In the previous section the training positions x(i) were
considered known. In practical applications this information
may not be available. We shall therefore consider that the
training positions are known only up to their probability
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density functions (pdfs) p(x(i)), which can be expressed for
all the training positions jointly as

p(xt) = p(x(1),x(2), . . . ,x(I)) . (16)

Since now the training positions are random and the GP
RVs f need to have their position explicitly specified by
conditioning on the random training positions to attain the
original meaning, i.e.,

f |xt = (f(x(1)) f(x(2)) . . . f(x(I)))T ∈ RI . (17)

The posterior distribution as in (10) is then obtained by
conditioning all the pdfs on xt, which yields

p(f∗|y,xt) =
p(f∗,y|xt)

p(y|xt)
. (18)

The term in (18) corresponds to the standard GPR setup with
known training positions xt and would operate equally as (10)
if we knew them. Since we do not know xt and only the
pdf (16) of this vector is available, we need to express the
unconditional pdf the GP RV at the test position f∗ given the
observations vector y, i.e., p(f∗|y), which can be obtained
from p(f∗,xt|y) using the sum rule as

p(f∗|y) =
∫
RDI

p(f∗,xt|y) dxt , (19)

which can be further developed using the product rule as

p(f∗|y) =
∫
RDI

p(f∗|y,xt)p(xt) dxt . (20)

The posterior pdf (20) is not a Gaussian pdf in general.
Nevertheless, we will approximate it as a Gaussian pdf using
its 1st two moments to achieve a similar term as in (14), i.e.,

p(f∗|y) ∼ N (f∗; E{f∗|y}, var{f∗|y}) . (21)

A. Posterior Mean

The mean value of the posterior distribution in (21) can be
expressed as

E{f∗|y} =

∫
R

f∗p(f∗|y) df∗ , (22)

which after plugging (20) becomes

E{f∗|y} =

∫
R

f∗

∫
RDI

p(f∗|y,xt)p(xt) dxt df∗ (23)

=

∫
RDI

∫
R

f∗p(f∗|y,xt) df∗p(xt) dxt (24)

=

∫
RDI

µ∗(xt)p(xt) dxt , (25)

where

µ∗(xt) ≜ E{f∗|y,xt} =

∫
R

f∗p(f∗|y,xt) df∗ (26)

is the standard GPR posterior mean value according to (15)
considering known training positions xt.

V. MONTE CARLO APPROXIMATION

The integrals used for evaluating the posterior mean in (25)
cannot be computed in closed form in general. As suggested in
[1], this problem can be solved by using the Monte Carlo (MC)
approximation, which provides a solution in a computationally
feasible way.

To express the MC approximation of the posterior mean in
(25) we firstly reformulate it as an expectation with respect to
the pdf p(xt), i.e.,

E{f∗|y} = Ep(xt){µ∗(xt)} . (27)

The pdf of training positions p(xt) can now be approximated
using a set of samples xt,i, i = 1, . . . , s drawn according to
p(xt) with a point-mass function

pMC(xt) =
1

s

s∑
i=1

δ(xt − xt,i) , (28)

where δ(·) is the Dirac delta function. The posterior mean in
(27) can then be approximated as

EMC{f∗|y} = EpMC(xt){µ∗(xt)}

=
1

s

s∑
i=1

µ∗(xt,i) . (29)

It shall be noted that the computation complexity of (29)
grows linearly with the number of MC samples s compared
to the standard GPR as in (15).

VI. SIMULATION SETUP

To verify the improved performance of the MC-GPR we
developed a modular simulation setup in Python available at
[5]. A block diagram representing simplified functionality of
a single simulation run is depicted in Figure 2.

Generate test
positions

Positions space

Generate training
positions Training positions

Test positions

Gaussian Process

Generate GP
realization

Training observations
(incl. obs. noise)

Test realizations

GPR

GPR

MC GPR
Generate training
positions samples

Training positions
samples

Generate training
positions observation

Training positions
observation

Posterior mean #1

Posterior mean #2

Posterior mean #3

RMSE

RMSE

RMSE

RMSE results

Fig. 2. Simulation setup scheme.

In order to be able to evaluate the performance of the
investigated method in a fully described case, several simu-
lation parameters need to be assumed. We shall consider a
2-dimensional space spanned by a rectangle of size 2 × 1 in
arbitrary spatial units. Within this rectangle, 10 random, uni-
formly distributed training positions are assumed and sampled.

The unknown spatial function (GP) is sampled at the test
positions jointly with training positions. The test positions are
placed uniformly on a grid within the considered rectangle
with density of 10 test positions per spatial unit, i.e., resulting
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in 21 × 11 = 231 test positions. The estimates of spatial
function and root-mean-square error (RMSE) evaluation are
further performed only on these test positions.

The mean function of the GP used for simulations was
considered to be constant, zero. The covariance function was
chosen to be in the squared exponential form according to

k(x,x′) = σ2exp

(
−
∥x− x′∥2

2σ2
x

)
, (30)

where the variance and spatial scale parameters were chosen
as σ2 = 1 and σ2

x = 1 respectively. The result of sampling
a GP is depicted in Figure 1, which represents the ground-
truth values of a spatial function to be estimated later. The
observations of the spatial function at the training positions
were evaluated according to (6), where the measurement noise
variance was chosen as σ2

ϵ = 10−4.
Evaluating the standard GPR with known training positions

according to (15) results in Figure 3 for the posterior mean
and in Figure 4 for the posterior variance respectively.
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Fig. 3. GPR posterior mean values (represented by contour levels) using true
training positions (indicated by blue dots).
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Fig. 4. GPR posterior variance (represented by contour levels) using true
training positions (indicated by blue dots).

Since the training positions shall be further assumed uncer-
tain, we will consider that only observations x̃(i) containing
additive Gaussian noise according to

p(x̃(i)) = N (x̃(i); x(i), σ2
vII) , i = 1, . . . , I . (31)

with σ2
v = 10−2 are available. Using these observed training

positions instead of the original ones in the standard GPR

method results in degraded estimation quality, which is appar-
ent in Figure 5 showing the posterior mean and in Figure 6
showing the posterior variance.
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Fig. 5. GPR posterior mean values (represented by contour levels) using
observed training positions (indicated by green dots).
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Fig. 6. GPR posterior variance (represented by contour levels) using observed
training positions (indicated by green dots).

To account for the training positions uncertainty, we simu-
lated the MC-GPR method according to (29) using s = 100
training positions samples generated according the posterior
distribution of the training positions with uninformative prior.
The resulting posterior mean is depicted in Figure 7 and
posterior variance in Figure 8.
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Fig. 7. MC-GPR posterior mean values (represented by contour levels) using
observed training positions (indicated by green dots).
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Fig. 8. MC-GPR posterior variance (represented by contour levels) using
observed training positions (indicated by green dots).

VII. RESULTS

As can be seen in the comparison of the true spatial function
value in Figure 1 and its GPR estimate using the true training
positions in Figure 3, this approach results in a high-quality
estimation with low estimation uncertainty (variance), which
can be seen in Figure 4. On the other hand, using the GPR
approach in combination with uncertain (observed) training
position without accounting for uncertainty results in a lower-
quality estimate, as can be seen in Figure 5 combined with low
estimation uncertainty (variance), which may be described as
being unreasonably confident about the estimates. The MC-
GPR approach accounting for uncertain training positions on
the other hand resulted in better-quality estimate as can be
seen in Figure 7 combined with higher estimation uncertainty
(variance), which is a reasonable outcome of adding uncer-
tainty to the inputs.

To quantitatively evaluate the estimation quality of the
different approaches we performed 100 simulation runs, where
each simulation run included sampling new GP realization,
new training positions, new observation noises and new MC
training positions samples. Evaluating the RMSE over all the
simulation runs and all the test positions for different GPR
methods resulted in Table I. Here we see that the best results
were achieved by the standard GPR using known training
positions. The worst results were attained by the GPR method
using observed training positions naively. Compared to that, a
significant performance improvement is achieved by the MC-
GPR method, which accounts for training positions uncertainty
via MC sampling.

TABLE I
RMSE OF THE CONSIDERED GPR METHODS.

GPR method RMSE
GPR, true training positions 0.1228
GPR, observed training positions 0.4027
MC-GPR 0.2810

VIII. CONCLUSION

We presented a derivation of the GPR operating on un-
certain training positions. Having obtained an expression

without closed-form solution, we presented its approximation
using MC samples, which results in the MC-GPR method,
which accounts for uncertain training positions. We further
developed a simulation environment to compare the ana-
lyzed spatial function estimation approaches and to verify
the performance improvements. In the individual simulation
runs, it was demonstrated that MC-GPR method provides
posterior distribution with higher variance than the usage of
standard GPR with uncertain inputs, which corresponds to the
increased uncertainty of the provided estimates and shows
that the standard GPR is unreasonably confident about the
provided estimates. Moreover, evaluating a higher number of
simulation runs in the selected scenario setup and comparing
the average RMSE of the estimates shows that the MC-GPR
method achieves a significant improvement over the standard
GPR operating on uncertain training positions. On the other
hand, the performance of MC-GPR is still inferior to the
standard GPR operating on known training positions and the
performance gain comes at the cost of increased computation
complexity linear with the number of MC samples. This makes
the GPR with uncertain training positions an open problem
with plausible improvements, which may be inspired by [6],
[7], [2], [8].
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[5] M. Ptáček, Publications, original-date: 2023-02-
21T09:41:21Z, Mar. 2023. [Online]. Available: https :
//github.com/MarPta/Research (visited on 03/09/2023).

[6] A. Girard, “Approximate Methods for Propagation of
Uncertainty with Gaussian Process Models,” en, p. 167,

[7] D. Cervone and N. S. Pillai, “Gaussian Process Re-
gression with Location Errors,” arXiv:1506.08256 [math,
stat], Jun. 2015, arXiv: 1506.08256. [Online]. Available:
http://arxiv.org/abs/1506.08256 (visited on 03/08/2021).
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Department of Telecommunications
Brno University of Technology, Technicka 12

616 00 Brno, Czech Republic
matej.istvanek@vut.cz

2nd Štěpán Miklánek
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Abstract—Beat tracking is essential in music information
retrieval, with applications ranging from music analysis and auto-
matic playlist generation to beat-synchronized effects. In recent
years, deep learning methods, usually inspired by well-known
architectures, outperformed other beat tracking algorithms. The
current state-of-the-art offline beat tracking systems utilize tem-
poral convolutional and recurrent networks. Most systems use an
input sampling rate of 44.1 kHz. In this paper, we retrain multiple
versions of state-of-the-art temporal convolutional networks with
different input sampling rates while keeping the time resolution
by changing the frame size parameter. Furthermore, we evaluate
all models using standard metrics. As the main contribution,
we show that decreasing the input audio recording sampling
frequency up to 5 kHz preserves most of the accuracy, and in
some cases, even slightly outperforms the standard approach.

Index Terms—Beat tracking, music information retrieval, tem-
poral convolutional networks, machine learning.

I. INTRODUCTION

In Music Information Retrieval (MIR), one of the core
tasks is beat tracking or beat detection. It aims at detecting
“tactus” positions in an audio signal — described as “the most
comfortable foot-tapping rate when unconsciously tapping
to a piece of music” [1]. Early conventional approaches to
beat tracking usually utilized a two-stage strategy. First, an
onset detection function was computed from time-frequency
representations, such as spectrograms or mel-spectrograms.
Then a post-processing phase with prior musical knowledge
was implemented to determine which onsets might corre-
spond to beats. Well-known examples of non-machine learning
approaches are BeatRoot [2], dynamic programming-based
method [3], and Predominant Local Pulse [4], [5].

Over the years, numerous beat tracking methods have been
proposed, ranging from rule-based systems and probability
methods to machine learning models. With the rise of deep
learning techniques, beat tracking has significantly shifted
toward data-driven deep neural networks. The increasing avail-
ability of data and their annotation1 helped to outperform every
conventional non-machine learning beat tracker (see MIREX
results2). However, expressive music and genres with more
complex metric and rhythmic structures are still considered
highly challenging. The Recurrent Neural Networks (RNN)
proved that data-driven approaches provide better results than

1Beat annotation consists of discrete time points of beat occurrence.
2https://www.music-ir.org/mirex/wiki/2019:Audio Beat Tracking

(accessed on 27 March 2023)

conventional systems [6], [7]. Furthermore, the multi-model
approach [8] was implemented to reflect different rhythms
depending on the music style and genre. Selecting the best-
performing model as the state-of-the-art is challenging, due to
the absence of a beat tracking competition (the last MIREX
beat tracking competition ended in 2019, and further eval-
uation is based on the beat tracking community). However,
many studies use n-fold cross-validation and similar datasets,
achieving more than 90 % F-score (explained in Section III-C)
for non-classical and less expressive music.

The Temporal Convolutional Networks (TCNs), based on
the original implementation of WaveNet [9], are one of
the newest methods for beat tracking and usually achieve
the highest F-score. The well-known examples are [10] and
[1]. All mentioned models use time-frequency representation
(modified spectrograms). Authors in [11] show an end-to-end
approach using time-domain representation, feeding raw audio
samples into the TCN, achieving similar results as state-of-
the-art systems. It is also possible to train beat, downbeat, and
tempo activation functions jointly [1], [12], solving more tasks
with just one model. For more details about deep learning beat
and downbeat tracking TCN models, we refer to [13].

In this paper, we implement multiple TCN beat tracking
systems and evaluate their abilities to detect beats on stan-
dard datasets. We add skip connections to the networks as
one of the possible network modifications and treat them
as separate models. As the main contribution, we train five
models on 44.1, 22.05, 11.025, and 5.5 kHz input sampling
rates to demonstrate how much higher-frequency information
is needed for the beat tracking task. We show that lower
sampling rates slightly outperform the standard approach with
44.1 kHz input signal in most models. This may be useful
for applying beat tracking systems in other MIR-related tasks,
such as improving the synchronization accuracy when used
jointly with Dynamic Time Warping methods [14] without the
need for resampling. The results indicate that even a system
trained on the 5.5 kHz input audio signal is comparable to the
standard 44.1 kHz model. The higher frequency content seems
redundant for the universal beat tracking task.

The rest of the paper is organized as follows. Section II
describes the architecture, pre-processing, and models of TCN
beat tracking systems. Section III explains the training and
evaluation process. Finally, Section IV shows the results
followed by discussion and conclusions in Section V.
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Fig. 1. High-level overview of different approaches to TCN beat tracking.

II. METHODS

A. Architecture

Temporal convolutional networks are a class of deep neural
networks that have gained popularity in various time-series
applications. TCNs consist of multiple layers of temporal
convolutions and non-linear activations, allowing them to
capture long-term dependencies in sequential data. The ability
to model long-term dependencies makes TCNs an attractive
option for beat tracking, as the tempo of a musical piece is
inherently a temporal pattern, with the exception of expressive
performances. For beat tracking, the input to the TCN is a
sequence of audio features, usually modified spectrograms.
The output of the TCN is a sequence of beat activations,
representing the likelihood of a beat occurring at each time
step. The beat activations are then post-processed to estimate
the exact time positions of beats. We apply a post-processing
method called Dynamic Bayesian Network (DBN) [15] as a
standard approach to obtain a sequence of beats.

To adapt TCNs to beat tracking, researchers have proposed
various modifications to the standard TCN architecture. One
of the modifications is to use skip connections, allowing
the network to bypass certain layers and directly propagate
information from earlier to later ones. Skip connections have
been shown to improve the training stability and convergence
of TCNs. In our paper, we experiment with three slightly
different versions of the TCN beat tracker and modify two
of them with additional skip connections.

Figure 1 shows different variants of beat tracking neural
networks. The first approach is to use a two-dimensional
Convolutional Neural Network (CNN) to extract musically
motivated features from the spectrograms and then use a
sequence of TCN blocks to capture temporal information.
In this work, we experiment with discarding the CNN and
using only the TCN blocks to reduce the number of trainable
parameters. We also utilize skip connections and combine
the intermediate outputs of the TCN blocks using a 1 × 1
convolutional layer instead of taking only the output from the
last TCN block. We evaluate all models using 44.1, 22.05,
11.025, and 5.5 kHz as input sampling rates.

B. Pre-processing

We use frame sizes 2048, 1024, 512, and 256 samples to
maintain the same temporal context for 44.1, 22.05, 11.025,

and 5.5 kHz sampling rates, respectively. However, the 5.5 kHz
sampling rate is a rounded number (the correct rate would be
5 512.5, which is impractical). Therefore, this model does not
exactly follow the sampling rate/frame size compromise. We
apply the Short-Time Fourier Transform to the audio frames,
followed by a filter bank to obtain magnitude spectrograms
with logarithmically spaced frequency bins. We refer to [13]
for a detailed description of the pre-processing step. The
number of frequency bins per octave was set to 12. We ensured
that the fps = 100 stayed the same for each scenario. The
time resolution also corresponds to the output beat activation
function.

C. Models

We use the model bock 2020 from [1] as a baseline for our
experiments. This model includes a CNN to extract relevant
spectral features from the spectrograms, which are then fed as
input to the first TCN block. The inner structure of the TCN
block is shown in Figure 2. The input gets first processed by
two parallel dilated convolutional layers with different dilation
rates. The output of the layers is then concatenated by the
channel dimension, followed by an Exponential Linear Unit
(ELU) activation function. The next block is a spatial dropout
layer used only during training to prevent overfitting. We set
the value of spatial dropout to 0.1 in all experiments. Then,
a 1 × 1 convolutional layer is used to reduce the number of
convolution channels in half. The TCN block also contains
a residual connection with an additional 1 × 1 convolutional
layer, which helps to retain information from previous TCN
blocks.

We also use a simplified TCN block described in [16] and
implemented in simple tcn and tcn dp. The structure is
depicted in Figure 3. The models are listed below; each row
represents different architecture:

• bock 2020 x
• simple tcn x
• simple tcn skip x
• tcn dp x
• tcn dp skip x

To differentiate between various inputs of each model, we
added a postfix: x stands for 44, 22, 11, or 5, which is equal to
44.1, 22.05, 11.025, and 5.5 kHz sampling rates, respectively.
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Fig. 2. Diagram of a TCN block used in [1].

III. EXPERIMENTS

A. Dataset

In our experiments, we use well-known datasets that have
been used for beat tracking tasks for many years. We used the
corrected annotations from S. Böck3 with the exception of the
Beatles dataset, in which all annotations were manually cor-
rected to the corresponding ground-truth beat positions based
on [16]. All datasets combined consist of 2 263 recordings with
a total duration of around 26 hours and 175 127 ground-truth
beat annotations. The list of datasets is described below:

• Ballroom [17] – excerpts around 30 s in length, dance
music genres such as cha-cha, jive, quickstep, rumba,
waltz, or tango,

• Hainsworth [18] – excerpts around 60 s in length, or-
ganized into six categories: rock/pop, dance, jazz, folk,
classical, and choral music,

• GTZAN [19] – a large dataset containing 30 s excerpts
and 10 different genres,

• SMC [20] – excerpts around 40 s in length, specifically
selected to be challenging for the state-of-the-art beat
tracking systems (for example, expressive performances,
local tempo deviations, or complex music compositions),

• Beatles [21] – a collection of songs from Beatles with
corrected annotations based on [1] and [16].

B. Training

First, we merge all datasets from Section III-A into one
dataset and split it to train, test, and validation sets using the

3https://github.com/superbock/ISMIR2020 (accessed on 27 March 2023)
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Fig. 3. Diagram of a TCN block presented in [16].

80/10/10 strategy, respectively. Train and validation sets are
shuffled for training, but the test set always contains the same
recordings and annotation data.

We train each model on the training data while monitoring
the performance on the validation set. We use the following
settings: Adam optimizer, binary cross-entropy loss, and re-
duction of learning rate by a factor of 0.2 if the training does
not improve for 10 epochs with the lower bound of learning
rate set to 1 × 10−7. Furthermore, early stopping is called if
the change of validation loss is less than 1 × 10−4 for more
than 20 epochs. The best checkpoint is then saved as the final
model. Contrary to the original implementations, we use an
augmentation inspired by [11]. During training, we shift the
beat positions forward or back by a random amount between
± 70 ms. Table I shows the number of trainable parameters
and training time for all models. The average training time of
all proposed models combined was 50 minutes. The trainable
parameters of the networks ranged from 48 481 to 71 521.

The model bock 2020 derived from [1] was trained only
on 44.1 and 22.05 kHz sampling rates, and without skipping
modifications. Changing the network’s input size was im-
possible without changing the inner structure — for example,
convolution channels or the dilation factor. However, we
decided to keep it in our experiments and show the difference
between the original 44.1 and 22.05 kHz models.

The training and validation losses are shown in Figures 4
and Figure 5, respectively. We only display one of the models
(tcn dp skip) with all sampling rates for brevity.
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Fig. 4. Loss of the tcn dp skip model on the training data for each epoch.

Fig. 5. Loss of the tcn dp skip model on the validation data for each epoch.

C. Evaluation

We use standard F-score metrics on the test set to evaluate
proposed models in terms of prediction accuracy. The F-score
is a harmonic mean of precision and recall based on true
positives, false positives, and false negatives [22]. To decide if
the target beat is within the range of ground-truth beat position,
we use a window of length 70 ms, which is a standard value
in the beat tracking community [23]. We compute additional
metrics (Cemgil, P-score, Goto, and CMLc metrics) and refer
to [21] for more details about their implementation. Contrary
to other studies, we do not use n-fold cross-validation due to
the nature of our experiments.

IV. RESULTS

We evaluated all models on the test set described in Sec-
tion III-A and III-B. Table II shows the F-score, Cemgil,
P-score, Goto, and CMLc metrics for each architecture and
sampling rate. Bold numbers indicate the best result for given
metrics and architecture. The bock 2020 22 model achieves
the highest scores overall (F-score = 0.928, Cemgil = 0.829, P-
score = 0.912, Goto = 0.828, and CMLc = 0.840), surpassing
the 44.1 kHz version. Lower sampling rates slightly increase

the models’ accuracy. An exception is the tcn dp 44 model
with F-score = 0.912 compared to the tcn dp 22 model with
F-score = 0.900. The differences, however, are not significant.
Furthermore, tcn dp skip 22 is comparable to the state-
of-the-art beat tracking model bock 2020 44 with worse
Cemgil and slightly better P-score and CMLc metrics. The
difference between the training and validation process of the
same architecture but varied input sampling rates is shown in
Figures 4 and 5. There is no connection between training time
and the input sampling frequency due to the early stopping
mechanism.

V. DISCUSSION AND CONCLUSIONS

In this paper, we trained multiple beat tracking systems
with slightly modified architectures on standard datasets and
evaluated their performance. Using additional skip connections
increased the metrics in most cases, except for tcn dp 44 and
simple tcn 22 models. The well-known bock 2020 system
achieved the highest detection accuracy when trained on a
22.05 kHz audio input sampling rate, although its authors used
44.1 kHz. All networks except tcn dp provided better results
when trained on lower sampling rates. This may be thanks
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TABLE I
THE NUMBER OF PARAMETERS, TRAIN TIME IN SECONDS FOR EACH

MODEL, AND THE MEAN TRAIN TIME FOR EACH ARCHITECTURE.

model params train time [s] mean [s]

bock 2020 22 65 941 3 286 3 099
bock 2020 44 65 941 2 911

simple tcn 5 64 701 3 308

3 249simple tcn 11 67 341 2 782
simple tcn 22 69 981 3 635
simple tcn 44 71 521 3 272

simple tcn skip 5 64 483 3 355

3 340simple tcn skip 11 67 123 3 422
simple tcn skip 22 69 763 3 474
simple tcn skip 44 71 303 3 110

tcn dp 5 48 481 2 374

2443tcn dp 11 49 921 2 180
tcn dp 22 51 361 2 570
tcn dp 44 52 201 2 648

tcn dp skip 5 48 683 2 777

2 918tcn dp skip 11 50 123 2 951
tcn dp skip 22 51 563 3 117
tcn dp skip 44 52 403 2 826

TABLE II
BEAT TRACKING EVALUATION OF ALL MODELS ON THE TEST SET USING
STANDARD METRICS. BOLD NUMBERS INDICATE THE BEST RESULT FOR

GIVEN METRICS AND ARCHITECTURE.

model F-score Cemgil P-score Goto CMLc

bock 2020 22 0.928 0.829 0.912 0.828 0.840
bock 2020 44 0.925 0.815 0.904 0.806 0.821

simple tcn 5 0.907 0.799 0.889 0.771 0.799
simple tcn 11 0.900 0.773 0.878 0.744 0.778
simple tcn 22 0.917 0.799 0.903 0.789 0.823
simple tcn 44 0.907 0.765 0.887 0.767 0.798

simple tcn skip 5 0.907 0.772 0.890 0.784 0.810
simple tcn skip 11 0.915 0.778 0.894 0.771 0.801
simple tcn skip 22 0.907 0.767 0.890 0.775 0.807
simple tcn skip 44 0.909 0.773 0.893 0.784 0.811

tcn dp 5 0.899 0.790 0.879 0.767 0.783
tcn dp 11 0.885 0.804 0.863 0.740 0.763
tcn dp 22 0.900 0.805 0.884 0.758 0.796
tcn dp 44 0.912 0.805 0.896 0.806 0.813

tcn dp skip 5 0.905 0.751 0.890 0.771 0.799
tcn dp skip 11 0.918 0.770 0.900 0.784 0.809
tcn dp skip 22 0.925 0.776 0.912 0.806 0.838
tcn dp skip 44 0.909 0.764 0.895 0.775 0.806

to, for example, redundant information in higher frequencies.
In most music genres, the beat structure is defined by lower
frequencies and specific pulsations. Even 5.5 kHz models
show comparable performance, considering many instruments
contain overtones and timbre above 2.5 kHz. It seems that
44.1 kHz might not be needed for the beat tracking task.
For some applications, the lower input sampling rates may be
beneficial, as most of the common music processing pipelines
and extraction tools work with 22.05 kHz audio signals. In
the future, we want to build on these experiments and release
open-source models with different input sampling rates to
provide more options for subsequent applications.
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Abstract—Respiratory disorders are a significant part of hy-
pokinetic dysarthria (HD) that affects patients with Parkinson’s
disease (PD). Still, their potential role in the objective assessment
of HD has not yet been fully explored, which is the primary goal
of this study. Several respiratory features were designed and
extracted from acoustic signals recorded during text reading.
Based on these features, the XGBoost model was able to predict
clinical test scores of phonorespiration with an estimated error
rate of 12.54%. Statistical analysis revealed that measuring respi-
ration rate and quantifying signal fluctuations during inspiration
have great potential in the objective assessment of respiratory
disorders in patients with PD.

Index Terms—respiration, digital biomarkers, hypokinetic
dysarthria, Parkinson’s disease, statistics, machine learning

I. INTRODUCTION

Despite being described over two centuries ago [1], the
exact causes of Parkinson’s disease (PD), a chronic neu-
rodegenerative disorder [2]), remain unknown. While genetic
predisposition and age are risk factors, exposure to pesticides,
high caloric intake, or head injuries may also increase the
likelihood of developing PD [3]. Unfortunately, a cure for PD
is not yet available, but medication, such as levodopa, or more
invasive treatments, such as deep brain stimulation, can help
alleviate its symptoms [4] [5]. Additionally, the incidence of
PD appears to be on the rise [6]. Therefore, early diagnosis
plays a crucial role in managing the disease. Having tools to
identify and monitor PD in its early stages is vital, as this can
improve a patient’s quality of life.

The initial signs of Parkinson’s disease (PD) often involve
speech and voice problems [7], which are collectively known
as hypokinetic dysarthria (HD) [7]. People with HD may
suffer from deteriorated respiration, phonation, articulation,
resonances, timing and prosody [8]. While some PD patients
may only experience speech difficulties in certain areas [9],
up to 90% of cases involve impairment in at least one domain
[10]. Common symptoms of HD include hoarseness [11],
tremor [12], audible breath [13], hypernasality [14], inappro-
priate silences [15] and speech disfluency [16]. Additionally,
speech may be quiet [17] and difficult to understand [18], often
characterized by monopitch and monoloudness [19].

Supported by EU (project no. LX22NPO5107) and by the Czech Ministry
of Health (grant no. NU22J-04-00074). Many thanks to Dr. Mekyska, head
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Ergo, acoustic analysis of speech and voice is considered
a valuable and practical tool for detecting and monitoring
Parkinson’s disease (PD) objectively. This analysis involves
recording the patient’s speech signal and processing it digitally
to obtain features that quantify specific disorders. Comparing
these features with those of healthy controls (HC) using
statistical methods makes it possible to assess the severity
of hypokinetic dysarthria (HD) in PD patients. Furthermore,
by utilizing machine learning techniques, it becomes possible
to predict the scores of tests administered by neurologists or
clinical speech therapists. This can lead to a faster and more
objective assessment of the patient’s condition.

Although many studies have been on quantifying disorders
linked with HD using recorded acoustic speech/voice signals,
there is only one known aiming for the domain of respiration.
Hlavnička et al. [20] analysed the connected speech and
compared automatically extracted features of healthy controls,
patients with rapid eye movement sleep behaviour disorder
(RBD), and newly diagnosed PD patients. For measuring the
respiratory deficits, they used relative loudness of respiration,
the latency of respiratory exchange, pause intervals per respira-
tion and rate of speech respiration. Repeated measures analysis
of variance (RM-ANOVA) revealed no differences in HC and
PD groups regarding these features.

Yet respiratory disorders are found a significant part of HD
[21], and we should pay attention to it if we want to investigate
all its dimensions [22]; moreover, they are the primary cause
of mortality in PD [23]. Impaired respiratory muscle activity
affects the ability to generate and control airflow during a
speech, resulting in shallow and insufficient breaths. This can
lead to a weak, breathy voice and reduced loudness. The symp-
toms may follow obstructive and restrictive ventilatory defect
patterns [24]. Patients with PD may suffer from dyspnea,
tachypnea, hyperventilation or apnea [25]. Other symptoms
are hypophonia, shaky voice, stridor or wheeze [26].

The main objective of this work is to propose digital
biomarkers quantifying respiratory disorders and fill the gap in
the objective assessment of HD in this domain. New features
will be designed, analysed and statistically tested. Clinical
scores will be predicted based on these features using machine
learning techniques, and finally, we will discuss the features’
potential.
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II. METHOD

A. Dataset

The recordings used in this study come from the PARCZ
database [27]. To observe respiratory difficulties, we analyzed
the signal recorded during text reading. The average duration
of the reading task is 61.7 seconds. Table I contains the number
of PD patients and HC, while their clinical data is presented
in Table II. The mean age of HC and PD patients is 63.1 and
67.4 years, respectively.

TABLE I
DEMOGRAPHIC DATA

female male total
HC 24 22 46
PD 36 57 93
total 60 79 139

TABLE II
CLINICAL DATA

HC PD
PD duration [year] - 14.1 ± 2.8

LED [mg] - 995.3 ± 551.1
faciokinesis 27.9 ± 1.8 24.6 ± 3.4

phonorespiration 28.5 ± 1.5 24.1 ± 3.6
phonetics 29.5 ± 1.0 25.7 ± 3.7
DX index 85.8 ± 3.2 74.4 ± 9.0

MMSE 28.3 ± 1.5 28.1 ± 2.3
1 LED – Levodopa Equivalent Dose, DX index –
Test 3F Dysarthric Profile (dysarthric index composed
of faciokinesis, phonorespiration and phonetics) [28],
MMSE – Mini Mental State Exam

B. Parametrization

We listened to the recordings and hand-marked each begin-
ning and ending inspiration. We then used the PRAAT voice
activity detector [29] to identify the speech parts of the signal.
After that, we extracted the following features:

• n breath: The number of inspirations during the reading
task.

• breath rate: The number of inspirations relative to the
total duration of the reading task.

• speech length mean: The mean duration of speech after
inspiration.

• speech length std: The standard deviation of speech
duration after inspiration relative to its mean.

• breath length mean: The mean duration of inspiration.
• breath length std: The standard deviation of inspiration

duration relative to its mean.
• pause before mean: The mean pause between the end

of the speech and the beginning of the inspiration.
• pause before std: The standard deviation of pause be-

tween the end of the speech and the beginning of the
inspiration relative to its mean.

• pause after mean: The mean pause between the end of
the inspiration and the beginning of the speech.

• pause after std: The standard deviation of pause be-
tween the end of the inspiration and the beginning of
the speech relative to its mean.

• zcr mean: The mean zero crossing rate of the inspira-
tion.

• E speech std: The standard deviation of speech energy
after inspiration relative to its mean.

• E breath std: The standard deviation of inspiration en-
ergy relative to its mean.

• E breath norm mean: The mean inspiration energy
relative to the mean speech energy.

C. Statistical analysis

Initially, we used linear regression to remove the effect of
age and gender. We then used the Shapiro-Wilk test to test the
normal distribution of HC features. Next, we tried to determine
whether the features of HC and PD patients come from the
same probability distribution using the Mann-Whitney U test
and calculated their mean, median and standard deviation. We
created norms based on HC features and observed how many
PD patients exceeded these norms. We set the lower Tlow and
upper Tup thresholds to:

Tlow = Q1 − 1.5 · IQR, (1)
Tup = Q3 + 1.5 · IQR, (2)

where Q1 and Q3 are lower and upper quartiles and IQR is
the interquartile range. Finally, we used Pearson’s correlation
coefficient to determine the relationship between features and
clinical test scores.

D. Machine learning

We trained machine learning models using the XGBoost
algorithm to predict clinical scores. Hyperparameters were
tuned using random search, and the model was validated using
10-fold cross-validation with 20 repetitions. We observed the
models’ mean absolute error (MAE) and estimated error rate
(EER) to measure its performance:

EER =
MAE
R

, (3)

where R represents the range of values (of a clinical scale) in
the training set.

III. RESULTS

Table III shows the results of statistical tests, descriptive
statistics and percentage ratio of PD patients outside the
norms. We plotted the distribution of two features with the
highest number of outliers in Fig. 1. Table IV then shows the
results of the correlation tests. Table V presents the perfor-
mance of the model’s prediction, while Fig. 2 illustrates the
graphical interpretation of the three most significant features
during the prediction.
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TABLE III
RESULTS OF STATISTICAL ANALYSIS

Shapiro-Wilk Mann-Whitney x̄ x̃ σ Out of norm [%]
p-value p-value HC PD HC PD HC PD under above

n breath 0.053 0.839 15.739 15.883 15.082 15.111 3.718 4.605 2.2 8.6
breath rate 0.175 0.231 0.251 0.267 0.243 0.260 0.051 0.071 0 8.6
speech length mean 0.662 0.382 3.469 3.370 3.452 3.252 0.774 0.939 1.1 3.2
speech length std 0.001 0.891 0.471 0.477 0.447 0.432 0.126 0.184 0 4.3
breath length mean 0.160 0.481 0.389 0.383 0.379 0.372 0.061 0.080 1.1 2.2
breath length std 0.009 0.187 0.289 0.268 0.278 0.263 0.087 0.081 0 4.3
pause before mean 0.622 0.599 0.129 0.132 0.133 0.110 0.066 0.090 0 6.5
pause before std <0.001 0.419 0.948 0.961 0.884 0.937 0.369 0.300 1.1 5.4
pause after mean 0.001 0.602 0.055 0.054 0.051 0.053 0.029 0.035 0 4.3
pause after std 0.021 0.659 1.172 1.143 1.033 1.086 0.456 0.52 0 1.1
zcr mean <0.001 0.577 0.022 0.026 0.018 0.020 0.013 0.022 0 10.8
E speech std <0.001 0.333 0.928 0.845 0.772 0.727 0.551 0.496 0 4.3
E breath std <0.001 0.260 1.395 1.291 1.211 1.129 0.766 0.916 0 6.5
E breath norm mean <0.001 0.195 0.050 0.043 0.038 0.032 0.041 0.042 0 6.5

1 mean x̄, median x̃ standard deviation σ
2 highlighted p-values lower than 0.05

Fig. 1. Probability distributions of features with the highest number of PD patients outside the norm.
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TABLE IV
PEARSON’S CORRELATION COEFFICIENTS

faciokinesis phonorespiration phonetics DX index MMSE
coeff p-value coeff p-value coeff p-value coeff p-value coeff p-value

n breath -0.027 0.750 -0.199 0.019 -0.066 0.437 -0.114 0.182 0.053 0.603
breath rate -0.026 0.766 -0.212 0.012 -0.060 0.483 -0.116 0.174 0.129 0.206
speech length mean -0.078 0.360 0.091 0.287 -0.018 0.833 0.001 0.989 -0.201 0.047
speech length std -0.026 0.760 -0.005 0.956 -0.059 0.491 -0.034 0.694 -0.106 0.301
breath length mean -0.092 0.283 -0.103 0.226 -0.209 0.013 -0.154 0.071 -0.060 0.555
breath length std 0.005 0.950 -0.059 0.488 0.035 0.681 -0.008 0.924 -0.035 0.735
pause before mean -0.072 0.396 -0.019 0.824 -0.112 0.191 -0.076 0.373 -0.011 0.913
pause before std 0.001 0.992 -0.016 0.849 0.078 0.361 0.024 0.782 0.093 0.364
pause after mean -0.182 0.032 -0.151 0.076 -0.224 0.008 -0.210 0.013 -0.227 0.025
pause after std -0.109 0.203 -0.072 0.397 0.081 0.345 -0.037 0.668 -0.005 0.964
zcr mean -0.195 0.021 -0.20 0.018 -0.126 0.140 -0.197 0.020 0.118 0.248
E speech std -0.026 0.764 0.037 0.663 0.061 0.475 0.029 0.736 0.101 0.322
E breath std -0.091 0.287 -0.054 0.529 -0.064 0.453 -0.078 0.359 0.139 0.173
E breath norm mean 0.038 0.656 0.053 0.537 0.051 0.554 0.054 0.528 0.027 0.794

1 highlighted p-values lower than 0.05

TABLE V
PERFORMANCE OF MACHINE LEARNING MODELS (MEAN AND STANDARD

DEVIATION OF CROSS-VALIDATION)

MAE EER [%]
faciokinesis 2.72 ± 0.63 12.97 ± 3.00

phonorespiration 2.63 ± 0.70 12.54 ± 3.33
phonetics 2.98 ± 0.67 16.53 ± 3.69
DX index 6.53 ± 1.61 11.25 ± 2.77

MMSE 1.67 ± 0.60 11.91 ± 4.29

0 0.1 0.2 0.3

speech_length_std
pause_a�er_mean

pause_a�er_std
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DX index

MMSE

Fig. 2. Feature importances.

IV. DISCUSSION

We extracted 14 features based on knowledge of respiratory
disorders in PD patients.

Statistical tests revealed that only 4 follow a normal distri-
bution in the HC group (breath rate, speech length mean,
breath length mean, pause before mean), and thus PD pa-
tients are less likely to be out of the norm here for reasons
other than HD.

No significant differences were detected between the fea-
tures of HC and PD groups upon comparison, consistent with
the study’s results by Hlavnicka et al. [20]. However, we need
to consider that the DX index of PD patients in our dataset is
74.4 on average, which is categorized as very mild dysarthria
[28].

Nevertheless, there are several features with which many
PD patients deviate from the HC norms. The best result in
this respect shows the feature zcr mean, which indicates that
10% of PD patients have higher signal fluctuation during
inspiration, which may be related to stridor as it is defined as
a high-pitched, harsh sound. Furthermore, 8% of patients had
a higher need for breaths during reading (breath rate), which
may be a sign of tachypnea or hyperventilation (depending on
shallow or deep breathing). Moreover, both features’ mean,
median and standard deviation are higher for people in the
PD group.

Correlation tests show that there is a significant linear
relationship between the features quantifying the number
of breaths during reading (n breath), the respiration rate
(breath rate) and the signal fluctuation during breathing
(zcr mean) and scores of a clinical test of phonorespiration.
The features quantifying the average duration of the inspiration
(breath length mean) and average pause between the inspi-
ration and the beginning of the speech (pause after mean)
correlate with the score of the phonetics test. It is apparent that
respiration is closely linked to prosody, which is a large part of
this test. An interesting finding is a strong negative correlation
between features pause after mean, speech length mean
and the Mini-Mental State exam results, meaning that people
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with cognitive deficits take longer to start speaking after
inspiration and intervals between their breaths are longer.

Using machine learning models, we were able to predict
scores on clinical scales to some extent. Specifically, based on
the extracted features, we achieved an EER of 12.54% in pre-
dicting phonorespiration scores. Features pause after mean,
zcr mean and breath rate were the most important during
the prediction, underscoring their previously discussed signif-
icance.

A. Limitations

This work’s limitation is a relatively small and unbalanced
dataset. Furthermore, patients’ speech was recorded when they
were under the medication (ON state). As a result, the features
extracted from the data may have been directly affected by
the levodopa dose. Moreover, subjects were clinically tested
just by one clinical speech therapist, and thus scores of the
3F test are given subjectively. The primary limitation of this
study remains the manual annotation of the recordings, which
is also subjective, time-consuming, and impractical for real-
world applications. Therefore, as a follow-up to this research,
implementing an automated system for detecting breaths in
speech, re-extracting the features, and comparing the results
with those obtained through manual annotation is proposed.

V. CONCLUSION

In this study, we analyzed several respiratory features ex-
tracted from the acoustic signal recorded during text reading.
Based on statistical analysis and machine learning approaches,
it was found that, in particular, measuring respiration rate and
quantifying signal fluctuations during inspiration can be used
to objectively assess respiratory disturbances associated with
hypokinetic dysarthria in patients with Parkinson’s disease.
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Abstract—In this short paper a possibility of using Hyperspec-
tral Imaging based analysis of water soluble inks is investigated.
The current research has investigated this method mostly for
marker inks, ballpoint pen inks and gel inks, yet curiously the
whole water soluble ink class seems underrepresented. Samples
were prepared and hyperspectral images of said samples taken,
and some preliminary statistical analysis was performed. The
data at this stage suggests that at least some samples are
visually distinguishable from other samples, while certain other
samples are virtually indistinguishable. A method for applying
this knowledge in a handwritten text ink identification is briefly
outlined and implemented in a simplified way, the results are
promising on good input data, but poor on subpar images.
The weaknesses of the method are discussed and potential
improvement strategies proposed.

Index Terms—hyperspectral imaging, specim IQ, ink analysis,
document authentication

I. INTRODUCTION

In the field of document analysis differentiation of various
types of ink is an important part of understanding the way said
document was created, edited, or perhaps further manipulated
over it’s lifespan. This understanding is important for a wide
field of areas, such as historical document analysis, forensics
or restoration [1].

There are numerous established methods for analysing inks.
Menżyk et al. in [2] give an exhaustive overview of ink
analysis methods in forensic examination of documents, and
divide the methods into following categories in order of
inquiry:

• Preliminary examinations - non-destructive methods
requiring little to no specialised equipment. These in-
clude visual examination using microscopes or stereomi-
croscopes, optical analysis using various light sources
including in the UV spectra.

• Chromatographic methods - methods of chemical anal-
ysis that require invasive sample collection from the doc-
ument, and its further processing by dissolving the ink in
appropriate solvent and performing the chromatography.
The most common methods are Thin Layer Chromatog-
raphy (TLC), High-Performance Thin Layer Chromatog-
raphy (HPTLC), High-Performance Liquid Chromatogra-
phy (HPLC) and Gas Chromatography (GC).

• Mass spectrometry ( [2] lists mass spectrometry as part
of spectroscopic methods, but for the different character-
istics this paper distinguishes it from other spectroscopic
methods) - destructive analysis of a sample to determine
its precise chemical composition.

• Spectroscopic methods - the latest group of methods
analysing spectral properties of inks. Spectroscopic meth-
ods used in document analysis include Fourier Transform
Infrared Spectroscopy (FTIR), Raman spectroscopy and
UV-VIS spectroscopy. Hyperspectral Imaging (HSI) is
another representative of spectroscopic methods, which
on top of the spectral information provides the spatial
distribution of the information.

In the current ink analysis state-of-the-art as outlined by [2],
and considering the recent developments in HSI techniques,
the attention has been mostly concentrated on ballpoint inks,
gel inks, printing inks and other kinds of artwork [3], [4].
Water soluble inks, such as drawing inks, calligraphy inks
and fountain pen inks have gone mostly unexamined by the
HSI methods. In this paper the results of the measurement are
presented, and a proof-of-concept application is outlined and
discussed to evaluate the feasibility of HSI based analysis on
some selected water soluble inks.

II. MATERIALS AND METHODS

A. The sample preparation

Sample cards of the 10 analysed document inks were
prepared. The inks were selected to represent some of the
most common shades of blue document ink. Deliberately
such shades were selected that in some cases they cannot be
distinguished by the naked eye, and that depending on the
application one could not even discern which of the ink is
darker or lighter regardless of the shade. In addition a number
of sample cards with marker inks was prepared to compare
against the document inks as a reference and control group.

The individual samples were fashioned on a standard 80gsm
printing paper representing the most common and available
substrate. A square of ink was applied with a brush to
supply a sufficient surface for individual pixel spectra analysis.
The brush application was selected deliberately despite the
fact that it is a rare way to apply ink in practice, it was
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selected to create areas of varying thickness of application
from heavier to lighter, no attempt was made to create a
gradient or any organised sort of pattern, but the nature of the
brush application intrinsically results in the desired pattern.
In addition a sample text applied with a fine nib is included,
and a small square of ink applied very thickly with a nib
is also included as a high density application example. All
sample coupons were allowed to dry for a period of 24 hours
before any measurement. The marker samples were prepared
to the identical design, excepting the marker was used, and
therefore various patterns in the sample square, and thickness
in the sample text occur.

Fig. 1. Sample as prepared and captured (in pseudo RGB colours and cropped)

B. Image acquisition

The described samples were imaged using the Specim IQ
hyperspectral camera. The camera is one of the first portable
hyperspectral imaging solutions, and was released in 2018 by
the Oulu, Finland based Specim company [5]. A multitude of
applications have already utilized this camera, such as [6]–[9].

TABLE I
SPECIM IQ BASIC SPECIFICATIONS

Specim IQ basic specifications
Parameter Value
Spatial resolution 512 x 512 px
Spectral resolution 7 nm
Spectral range 400 - 1000 nm
F/number 1.7
Data format ENVI compatible
Battery 5200 mAh Li-ion
Battery life 100 captures
Focusing distance 150+ mm
FoV 31° x 31°
Operating temperature 0°C - +40°C

The samples were placed slightly beyond the minimum
focus distance of 200 mm from the lens, and illuminated
sequentially with sunlight and artificial lighting using a special
spectrum-controlled illumination unit tuned to as uniform a

spectrum as possible. Calibration reference was included in
the scene consisting of a white chip with known uniform
reflectance across the spectral range of the camera, and a
orange chip of a known optical properties with the reflectance
cutoff of 590nm.

Fig. 2. The measured spectra of the reference chips, the white reference chip
on top, the orange reference chip on the bottom

The measured spectra were verified using the OceanOptics
USB 2000+ fibre optics spectrometer using the reflective
spectrometry method.

The measurements were repeated for all 10 writing ink
samples, and 4 control marker ink samples. Captures with
multiple samples in a single image were also taken in order
to allow for later cross-check between the various samples for
variation of illumination (in case of the daylight samples, since
the captures and sample changes take a non-negligible amout
of time and the lighting conditions may have shifted in the
meanwhile).

III. DATA ANALYSIS

The individual scanned samples were converted to a hy-
percube image representation of the dimensions 512 x 512 x
204 - representing the 204 spectral slices of 512 px x 512
px each. Within each sample picture the sample ink square
of uniform dimensions of 150 px x 150 px was annotated by
hand, and a subimage hypercube of the dimensions 150 x 150
x 204 was extracted as a data sample. This represents 22500
individual pixels each containing a full spectrum, where each
pixel itself is a sample of that particular place’s application of
ink. Together they represent a representative sample of ink for
further statistical analysis. Such samples may be collected in
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a database of inks and be used for classification of unknown
samples.

Fig. 3. Sample I

Fig. 4. Sample IV

In figures 3 through 5 two ink samples (in red) and a
statistical sample of the background (in blue) are represented.
The solid line represents the mean value of intensity across the
22500 pixels (a variable higher number of pixels is used for
the background sample) for each of 204 spectral bins between
circa 400 nm to 1000 nm. The darker shaded area around the
mean line represents the standard deviation area across the
samples, and the lighter shaded area represents the absolute
minimum and maximum for each sample.

In figure 6 the normalised mean spectra of all ten ink
samples (in solid lines), and the background (in dashed line)
are given. Please note that some of the mean spectra extend

Fig. 5. Background sample

Fig. 6. Sample II

above the background, which in reflective spectroscopy would
imply the unlikely situation of the inked surface having
higher reflectivity than the (white) background. This arises
from the slight variance of ambient illumination during image
acquisition and from the nature of the statistical analysis used
(the background sample was large and included more or less
shadowed areas).

Even by visual inspection it is clear that some of the selected
samples and the background (as shown above) are easily
distinguishable from certain other samples, therefore there is
clearly a potential for discrimination between at least some
combinations of samples.
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IV. THE PROPOSED METHOD

The proposed proof-of-concept method is intended to be a
simple way to demonstrate that a solution of water soluble ink
differentiation exists within the domain of HSI.

For a future usable application, the presumed form of the
analysed sample would be a block of handwritten text, or
a drawing on some sort of a substrate. During the sample
imaging it would be important to ensure a correct acquisition
of both the ink application areas, and a sufficient sample of the
background for future decomposition. In the current simplified
experiment an identical background (a standard copier paper)
is assumed.

In figure 7 a workflow of the proposed simple method
is outlined, the individual blocks are then described in the
paragraphs below:

After image acquisition the sample file is collected from the
camera and converted into a hypercube representation. Multi-
ple step preprocessing is then performed on the image. First a
Region of Interest (RoI) is selected, and the hypercube cropped
to dimension in order to reduce computational requirements.
Then Gaussian blur of appropriate kernel size (depending on
the definition of the finest lines) is applied over all the spectral
images. This is done in order to avoid having certain spectral
slices in good focus, while other slices are our of focus due to
the nature of different wavelengths propagating through mate-
rials at different velocities, and the imperfect compensation of
the quartz lens used. Here a additional performance may be
gained by analysing which wavelengths suffer what level of
blur and then blurring the other wavelengths accordingly, the
distribution will not change significantly with camera settings.
And finally known bands of interest may be removed or
selected based on a priori knowledge of the materials.

Then background selection is performed manually on the
indicated image, an area as large as possible of the clear
substrate is indicated to the algorithm for a statistical sample
to be collected.

Optionally a dimensionality reduction step may be in-
cluded to further reduce the hypercube size. On the analysed
samples of water soluble inks 10 principal components have
proved to carry well in excess of 90% of the information,
therefore this step could offer a significant increase in the
system’s performance.

Using the previously collected statistical samples of the
inks (as described above) and a selected background sample a
Support Vector Machine (SVM) classifier model is trained
to classify individual pixels in the image. Applying this model
pixelwise a label image is created with individual pixels rep-
resenting a class prediction for the corresponding hypercube
spectrum.

Because the pixelwise classification is is not perfect on
real data, a step of smoothing and filtering the resulting
label image is taken. By applying a sequence of elementary
morphological operations extremely small areas of discrete
classes are removed (usually the borderline pixels mixing
background and ink spectra or spectra of different inks). Larger

areas of single labels are thus smoothed and merged where
necessary. The output label image is then produced.

Fig. 7. The simplified proposed method workflow

A. Results and discussion

In figure 8 a successfully produced unsmoothed label image
is shown. Note that while Sample III is near perfectly clas-
sified, segmented and resolved, the Sample V below is near
perfect in the large brush applied area and pen applied square,
however the pen applied sample text and description are not
well resolved, and missclassified pixels (confused with Sample
II in light blue, and Sample IV in red) are also observed.
Generally the methods seems to perform fairly well on large
resolution images such as this one, some combinations of inks
are prone to miss-classification more than others, as expected
(subject to future quantitative analysis).

Figure 9 demonstrates a loss of resolving power when an
insufficient resolution and lighting image is supplied. The
sample VI in blue is clearly being confused with sample III
in purple, and Sample IV in red in case of written text. The
background spectra, while still correctly classified, have been
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Fig. 8. Unsmoothed label image as a result on good resolution source data
(Sample III in purple, Sample V in green and the Background in white)

variable throughout the region of interest due to the insufficient
lighting.

Fig. 9. Unsmoothed label image as a result on insuffucuent resolution source
data (Sample IV in red, Sample VI in blue and the Background in white)

The method seems to perform fairly poorly when either
the resolution of handwritten text, or the lighting conditions
are compromised. To remedy the lighting variability an in-
corporation of the calibration procedure outlined above using
the calibration object included in the samples is necessary,
experimentation with calibrated images showed improvement
in classification quality, however the results have not yet been
stable.

The poorer resolution caused problems may to an extent be
mitigated by employing hyperspectral endmember extraction
methods as outlined in [10]. These methods are designed to

decompose spectra of individual pixels into different materials
(endmembers) in the image, this helps in resolving the fringe
regions where in a single pixels spectra of multiple materials
are projected (due to insufficient resolution, blur or other
factors). This would be particularly helpful for the thin lined
handwritten text.

V. CONCLUSIONS

In this short paper a method for preparing water soluble
writing ink samples, and capturing their hyperspectral repre-
sentation using the Specim IQ camera is presented. Examples
of the results obtained are shown, including some basic
statistical analysis, and a method for automated ink sample
recognition is outlined.

Based on the experiments performed the author believes
that discrimination between different water soluble inks using
a hyperspectral imaging method is (at least in some cases)
feasible. In some cases the spectra are virtually identical, and
a deeper analysis is required to determine whether or not a
solution within the hyperspectral imaging domain (or within
the Specim IQ camera spectral range) is possible. Also the
selected pixel-wise approach is not perfect for discriminating
the ink type for given object in an image, a more sophisticated
segmentation and classification approach would be required in
the future application.

A method for analysing samples of handwritten text is
briefly outlined and discussed. This proof-of-concept method,
while being very far from being a usable application, shows
it is certainly possible to differentiate certain water soluble
inks by way of hyperspectral image analysis - as speculated
above. In future work the author intends to incorporate the
improvements outlined in the previous chapter (input image
calibration and endmember extraction methods), and expand
the experimentation on larger sample of handwritten text
using more inks in order to perform a quantitative analysis
of differentiation ability of this method, it would also be
interesting to expand the experimentation into other colours
of ink, such as blacks and reds.
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[2] Menżyk, Alicja & Zadora, Grzegorz & Sajewicz, M.. (2016). “Physic-
ochemical analysis of inks and methods of evidence evaluation - A
review“. Problems of Forensic Sciences. 104. 245-278.

[3] Tzeng, Di-yuan & Berns, Roy. (2001). “Spectral-Based Ink Selection
for Multiple-Ink Printing I. Colorant Estimation of Original Objects“.

241



[4] Maria Kubik, Chapter 5 “Hyperspectral Imaging: A New Technique
for the Non-Invasive Study of Artworks“, Editor(s): Dudley Creagh,
David Bradley, Physical Techniques in the Study of Art, Archaeol-
ogy and Cultural Heritage, Elsevier, Volume 2, 2007, Pages 199-259,
ISSN 1871-1731, ISBN 9780444528568, https://doi.org/10.1016/S1871-
1731(07)80007-8.
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Abstract—This paper studies the performance of different
types of graphite cathodes when operated as field emission
electron sources. The tested cathodes were prepared in the
form of bulk polymer graphite, bulk pure graphite, and poly-
mer graphite coated with thin layer of insulating material
(epoxy resin). The obtained results include X-Ray photoelectron
spectroscopy analysis, scanning electron micrographs, the field
emission microscope patterns and current-voltage characteristics,
and the orthodoxy test analysis results. The importance of this
study is summarized in following the pursuit of finding cheap
and green electron sources. Moreover, to present a new exotic
field emission behavior in the form of emission pulses.

Index Terms—field emission, pulsed field emission, graphite,
microflakes, polymer graphite.

I. INTRODUCTION

Field electron emission phenomenon is a special technique
in microelectronics. This phenomenon appears when the elec-
tric current flows in vacuum gap between two separated elec-
trodes after applying sufficient voltage. The external electric
field in the gap reduces the potential energy barrier (PEB)
near the surface of the two electrodes allowing electrons to
quantum tunnel through at sufficient voltage values. Fig. 1
shows the changes in the shape of the PEB from rectangular
to image rounded (IR-PEB) after applying the Schottky image
effect, and finally to the reduced image rounded or Schottky-
Nordheim potential energy barrier (SN-PEB) after applying an
external electric field [1].

In field emission studies, there are two types of cathodes
(electron sources): The single tip field emitter (STFE) and the
large area field emitters (LAFE), which are synthesized by
an array of micro/nano STFEs. In what follows, the model to
describe the emission current from LAFE is used since the
graphite samples are composed of a large array of microflakes
with several pointed nano-tips [2].

The height of the SN-PEB in Fig. 1 is described by the
electron motive energy MSN(z). After solving the Schrodinger
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Fig. 1. Schematic for the triangular, image-rounded zero-field barrier and the
Schottky-Nordheim (SN) barrier. The Schottky-Nordheim barrier is evaluated
for ϕ= 4.50 eV and at F ≈ 2.8 V/nm.

equation for the presented system, the measured emission
current (I) is described as a function of the applied measured
voltage (V ) and the local work function (ϕ) of the used
material using Forbes extended Murphy-Good equation [3]:

I(V ) = ASN
f aϕ−1ζ−2V 2 exp

(
−vFbϕ

3/2ζ

V

)
(1)

In eq. 1, ASN
f is the formal emission area from a SN-PEB,

ζ is the voltage conversion length that connects between the
applied electric field and the measured voltage, a and b are
the first and second Fowler-Nordheim constants, and vF is a
special mathematical function known as the shape correction
factor [4]. Using eq. 1, Fig. 2 presents the distribution of
the measured current as a function of the measured voltage
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and the local work function. In 2019, Richard G. Forbes
introduced a modern and more accurate analysis and testing
method known as the Murphy-Good analysis plots [1], [4].
This analysis method provides a nearly exact straight line,
which provides more accurate extraction procedure for the
characterization parameters ASN

f and ζ. MG-plots have the
form ln(I.V −κ) vs V −1 with κ as the pre-exponential factor
of the MG-plot as can be evaluated if ϕ is known using the
scaling parameters calculator in [5]. From a MG-plot, ζ can
be obtained from the slope and ASN

f can be obtained from the
vertical axis intercept value [6].

Graphite is an adjacent multilayer of graphene, which
is synthesized by parallel planar network of carbon atoms
ordered in an uncentered hexagonal structure. The carbon
atoms are covalently bounded via the van der Waals forces
[7]. Polymer graphite is a mixture of graphite microflakes with
a polymer bonding agent, which in general is white clay or
(Kaolinite) Al2Si2O5(OH)4 [8].

In this paper, the field emission characteristics from polymer
graphite, pure graphite, and coated polymer graphite will
be presented. This includes the current-voltage characteris-
tics I(V ) and the MG analysis results. Scanning electron
micrographs (SEM) are presented to show the difference in
structure between polymer and pure graphite samples. More-
over, the SEM results are supported by X-Ray photoelectron
spectroscopy (XPS) analysis to prove the purity of the used
pure graphite microflakes.

II. METHODOLOGY

A. Materials

1) Pure graphite microflakes cathodes: Graphite mi-
croflakes (GMF) are formed by the incomplete combustion
(limited supply of Oxygen) of hydrocarbon gases and vapors
derived from petroleum sources at temperature of nearly 1400

Fig. 2. The distribution of the emission current as a function of the measured
voltage and the local work function.

◦C. In this work, the used GMF has the commercial name
Vulcan® XC-72 produced by Cabot Inc. The product is mainly
high purity 99.99% graphite nanoparticles that can be achieved
after ultrasonic treatment of the GMFs.

To prepare the pure graphite cathodes, micro-glass tubes
were prepared using the heating-pulling technique. Glass tubes
of inner diameter ∼1 mm were attached to a holder from one
side, and to a pulling drill chuck from the other side. Electrical
current is then applied into the heating loop to melt the glass
while being pulled down at the same time by the chuck. This
process can help to pull the melted glass creating micro-conic
tips in the form of micro-glass tubes with inner diameters of
approximately 40 µm.

The GMFs were then added inside the glass tube, and ultra-
sonic treatment was applied to the prepared samples to ensure
the GMFs will reach micro-aperture of glass tube. Finally,
stainless steel tube of 0.3 mm in diameter was mounted inside
the glass tube from the other side to establish the electrical
contact between the GMFs and the sample holder (power
feedthrough). The results are presented in Fig. 3.

2) Polymer graphite: Polymer graphite cathodes (PGC)
can be obtained from the market as micro pencil leads. The
combination of polymer and GMFs makes it hard enough to
be possible to use. In this paper, authors prepared the required
PGCs using the membrane-electrochemical etching technique
as described in [2], [9]–[11].

Fig. 4 presents the SEMs of GMF and PGC samples. The
structure of GMF is presented in Fig. 4(a and b), where
it shows the amorphous structure of pure microflakes. In
comparison to the structure of GMF, Fig. 4(c and d) present the
structure of PGC, where the existence of the polymer material
is clearly visible. In both cases, it is clear that micro-surface
of the cathode tip contains large number of random tips act as
emission cites, which is a reasonable reason to consider each
tip as LAFE.

(a) (b) (c)

100   m� ����m

(d) (e)

Fig. 3. The micro-glass tubes, where (a) base glass tube, (b) empty micro-
glass tip, (c-e) filled micro-glass tube after ultrasonic treatment.
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(a) (b) (c) (d)

Fig. 4. Scanning electron micrographs of high purity polymer graphite microflakes in comparison to the surface of the polymer graphite pencil lead. (a)
shows the random distribution of the microflakes, (b) magnified view of the microflakes, (c) the surface of polymer graphite pencil lead, and (d) magnified
view of the microflakes surrounded by the polymer nanoparticles.

XPS analysis were obtained using the AXIS SupraTM X-ray
photoelectron spectrometer set-up (KRATOS Analytical Ltd.,
Manchester, UK). The results are presented in Fig.5(a) for the
GMF and Fig.5(b) for the PGCs. For the case of GMFs, the
results show only tiny amount of oxygen (≈ 4%) and major
percentage of pure carbon (≈ 96%). On the other hand, the
results for PGCs show higher oxygen percentage (≈ 13%) with
additional tiny percentage of Si (≈ 2.3%) and Al (≈ 1.3%),
which came from the the Kaolinite.

3) Coated polymer graphite: To prepare the coated PGCs,
Elantas PDG Epoxylite® E478 Single-Component Thixotropic
Epoxy VPI Resin is used as the coating thin insulation
layer. The epoxy is manufactured for high electrical insulation
applications with voltages less than 7000 V. The prepared
PGCs were slowly dipped inside the epoxy resin to create a
thin layer of the epoxy, which will differ in thicknesses due to
the random distribution of the microflakes. The coated samples
are then baked at 423 K temperature for 6 hours to cure the
epoxy layer.

Because of the variation in the thickness of the coating layer
from point to point on the cathode tip surface, the ability for
electrons to tunnel through the layer will also vary, making it
possible for different tunneling phenomena to occur causing
different emission mechanisms, which will be discussed later
in the following section.

B. Experimental setup

The prepared samples were mounted as cathodes into a
traditional and diode configuration field emission microscopes
(FEM) [9]. During the experiments, the pressure inside the
FEM was held at ultra-high vacuum conditions (10−7 Pa). The
anode of the system was used as emitted electrons collector
and prepared by coating a YAG scintillator with aluminum.
The anode was connected to a grounded auto-ranging picoam-
permeter (Keithely 405 autoranging Picoammeter) to measure
the current-voltage characteristics. Moreover, an autoranging
picoammeter branded by Rbd 9103 was also used to record
the current-time characteristics at fixed voltage for the case of
the coated PGCs.
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Fig. 5. X-ray photoelectron spectroscopy of (a) 99.99% high purity polymer graphite microflakes, and (b) polymer graphite pencil lead.
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Fig. 6. The current-voltage characteristics and the corresponding analysis plots (insets of each part) for (a) pure graphite microflakes cathodes, and (b) polymer
graphite cathode.

III. RESULTS AND DISCUSSION

The characteristics of each type of the cathodes were
discussed earlier in section II-A of this paper. The results
included SEM and XPS analyses for both types of the samples.

In this section, the current-voltage (I(V )) characteristics
were obtained and presented for the GMF and PGC cathodes
using the FEM. The analysis results were obtained using the
MG-analysis plots by considering ϕ ≈ 4.5 eV as presented
in literature for graphite based materials [2]. The FEM results
inluded the field emission patterns that describe the emission
current density distribution of the emitted electrons.

For the case of the coated PGC, the current-time (I(t))
characteristics were obtained and presented instead of the
traditional I(V ). This is because the emission process showed
a unique behavior as presented later. The applied voltage was
fixed at specific voltages where the emission is stable, and the
I(t) were recorded.

A. Current-Voltage characteristics

The obtained I(V ) for the GMF sample is presented in
Fig. 6(a) and for the PGC it is presented in Fig. 6(b). The
inset of each figure describes the MG-plot analysis plots.
For the presented graphs, it is clear that the PGC has more
advantageous results since it has much lower threshold voltage
(1075 V vs 4000 V) and much higher emission currents at
lower voltages (≈ 900 nA at 1400 V in comparison to 35 nA
at 4800 V). To perform the analysis procedure for LAFEs, the
macroscopic area (AM) for each tip surface were evaluated and
it was 2.1×10−8 m2 for the GMF samples, and 1.6×10−9 m2

for the PGC sample. In both cases the macroscopic distance
(dM) between the two electrodes of the FEM was 1 mm.
The analyses results were obtained using the field emission
analysis webtool in [5], and the results are presented in Table
I. The results include the field enhancement factor (γ = dM/ζ)
and the formal area efficiency (αSN

f = ASN
f /AM), which are

TABLE I
MG-ANALYSIS RESULTS AS OBTAINED FOR THE GRAPHITE MICROFLAKES

(GMF) AND POLYMER GRAPHITE (PGC) CATHODES.

sample Slope ζ γ ASN
f αSN

f
Np.V nm m2

GMF −1.7× 105 2600 385.3 1.2× 10−7 5.9
PGC −1.4× 104 213 4688.9 5.1× 10−18 3.2× 10−9

important parameters to characterize the the used system in
terms of enhancing the electric field near the tip surface and
the contribution of the tip surface area in the emission process.
From Table I, in the case of PGC, the value of αSN

f lies within
a reasonable theoretical range. However, in the case of GMF,
the formal emission area has larger values, which indicates that
the contribution of electron emission was much higher than the
case of PGC. This is also visible from the value of αSN

f for this
sample since it has very high value. This result is important
to explain the reason behind achieving lower current values at
higher voltages for the case of GMF, since the charge density
is distributed among a higher surface area, and thus, electron
occupation of the energy states were lower and needed higher
supply voltages to reduce the SN-PEB. Moreover, γ value for
the case of GMF is ≈ 10 times lower than the case of PGC,
which means higher supply voltages were needed to provide
sufficient field intensities.

B. Current-time characteristics

Following the results presented in section III-A, the PGC
were used as base material prepare PGC-epoxy composite
cathodes, since PGC provided higher current densities at lower
voltages. For this type of hybrid field emission cathodes, the
emission process included the appearance of a quasi harmonic
pulses of high current densities. For this reason, the supplied
voltages were fixed at 1700 V when the emission current had a
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Fig. 7. The quasi-harmonic behavior that was obtained after coating the
polymer graphite with thin layer of epoxy resin.

stable value and the I(t) were studied for 1500 s. The obtained
results are presented in Fig. 7.

This quasi-harmonic behavior can be explained by con-
sidering nano-capacitors that are formed within the coating
layer after applying an intense external electric field. The
electric field will rearrange the electrical dipoles causing some
reorientation process for the direction of the dipoles. As the
intensity of the electric field increases, the length of the dipoles
will increase which causes to merge the dipoles forming larger
dipoles in the form of nano-capacitors. At some point, merging
of the formed nano-capacitors will not succeed and instead,
a discharge of electrons from the a nano-capacitor to another
can occur by a resonate quantum tunneling phenomenon. The
latest can occur due to presence of trapped electrons between
two potential energy barriers, which can lead to harmonically
discharge the electrons from surface of the coating layer to
vacuum in the form of intense electron pulses.

IV. CONCLUSION

In this paper, three types of graphite based field emission
electron sources (cathodes) were prepared, tested, and anal-
ysed. The prepared cathodes were prepared from pure graphite
microflakes, polymer graphite, and polymer graphite coated
with epoxy resin. The results showed higher advantageous
characteristics for the case of the polymer graphite cathodes
and for this reason they were used to produce the coated
samples. The coated samples showed a unique field emission
behavior by emitting intense pulses of electrons with high
current densities.

The poor performance of the pure bulk graphite cathodes
is related to the limitation of the current flow inside the
bulk structure of graphite microflakes. For this reason, as a
future work, the project aims to proceed with pure graphite
microflakes and study the field emission characteristics from
cathodes prepared from shells of pure graphite microflakes,
since the shell structure is believed to provide promising field
emission characteristics.
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M. Horáček, Explanation of the quasi-harmonic field emission behaviour
observed on epoxy-coated polymer graphite cathodes, Materials Today
Communications 34 (2023) 105270. doi:https://doi.org/10.
1016/j.mtcomm.2022.105270.

[10] R. Ławrowski, M. Bachmann, R. Schreiner, Field emission arrays from
graphite fabricated by laser micromachining, Journal of Vacuum Science
& Technology B 40 (2) (2022) 023203. doi:10.1116/6.0001547.

[11] L. Chen, H. Yu, J. Zhong, L. Song, J. Wu, W. Su, Graphene field
emitters: A review of fabrication, characterization and properties, Ma-
terials Science and Engineering: B 220 (2017) 44–58. doi:https:
//doi.org/10.1016/j.mseb.2017.03.007.

247

https://doi.org/https://doi.org/10.1016/j.mtcomm.2022.103654
https://doi.org/10.3390/nano10071294
https://doi.org/10.3390/nano10071294
https://doi.org/10.1098/rspa.2013.0271
https://doi.org/10.1098/rsos.190912
https://doi.org/10.1098/rsos.190912
https://doi.org/10.1109/IVESC.2012.6264185
https://doi.org/10.1063/1.343225
https://doi.org/10.1080/00206818609466321
https://doi.org/10.1080/00206818609466321
https://doi.org/10.3390/nano9121756
https://doi.org/10.3390/nano9121756
https://doi.org/https://doi.org/10.1016/j.mtcomm.2022.105270
https://doi.org/https://doi.org/10.1016/j.mtcomm.2022.105270
https://doi.org/10.1116/6.0001547
https://doi.org/https://doi.org/10.1016/j.mseb.2017.03.007
https://doi.org/https://doi.org/10.1016/j.mseb.2017.03.007


Diffusion Behavior of Analyte Molecules in a 

Nanoporous Matrix Created from Polystyrene 

Nanoparticles

Zuzana Košelová  

Department of Microelectronics  

Faculty of Electrical Engineering and Communication, 

Brno University of Technology, 

Brno, 612 00, Czech Republic 

225675@vut.cz 

Abstract— This study investigates the diffusion behavior of 

analyte molecules in a nanoporous matrix of polystyrene particles. 

Two approaches, steady-state current and potential step 

chronoamperometry were employed to calculate diffusion 

coefficients and compare the effect of nanoporous matrices with 

different diameter of pores and different method of 

immobilization of enzyme. Pores were created with close packing 

of polystyrene nanoparticles. The covalent and cross-linking 

immobilization were used to immobilize the enzyme. 

Chronoamperometric measurement was applied to detect analyte. 

The study found that the presence of nanoporous matrices 

immobilized on p-lysine affects diffusion. The potential step 

chronoamperometry method showed the improvement of 

diffusion. This study provides insight into the diffusion behavior 

of analyte molecules in nanoporous matrices, which can be useful 

in optimizing the design of amperometric biosensors. 

Keywords—Diffuse coefficient, nanoporous matrix, potential 

step chronoamperometry, polystyrene nanoparticles, steady-state 

current  

I. INTRODUCTION 

The diffusion coefficient is a fundamental property of a 
material that characterizes how quickly particles or molecules 
can move through it under the influence of random thermal 
motions [1]. It is used to model the transport of solutes in porous 
media, is important in fields such as environmental science, 
geology, and biomedical engineering. It can be used to model 
the transport of analyte molecules to the sensing element of the 
nanobiosensor. The rate at which the analyte molecules diffuse 
to the sensing element depends on the diffusion coefficient of 
the molecules and the properties of the surrounding medium. By 
understanding the diffusion behavior of analyte molecules, the 
design of the sensing element can be optimized to improve the 
sensitivity, accuracy, and speed of the nanobiosensor [2]. In 
recent years, there has been a growing interest in modifying 
sensors using nanomaterials, particularly in the field of nanopore 
membranes for biosensors [3]. Nanoporous materials have 
unique properties, such as high surface area, tunable pore size, 
and the ability to selectively capture or transport molecules, that 
make them attractive for use in biosensors. They have numerous 
potential applications in areas such as medical diagnostics, 
environmental monitoring, and food safety. A dense planar 
arrangement of spherical nanoparticles (NPs) can be a viable 

option for creating nanopores, as the spaces between the NPs 
form the pores, with their width determined by the NPs' 
diameter. This allows to produce a versatile system by selecting 
the appropriate NPs material and shape. The study presented 
here utilized nonconductive polystyrene NPs of uniform size to 
generate porous matrices on electrodes, resulting in a 
homogenous monolayer. Electrochemical measurements, in the 
presence of redox mediators, are typically used to quantify the 
affinity phenomena in these nanopores. 

In the past, it was worked with similar systems as this paper 
[4][5]. We want to test, if diffusion through the pores is an 
important factor and whether the diffusion coefficients will 
decrease (a higher diffusion coefficient means better transport of 
substances). We also wanted to investigate if the sample without 
NPs, but with enzyme glucose oxidase (GOD) on poly-L-lysine 
hydrobromide (p-lys) will have the same diffusion. Therefore, 
we can distinguish only the effect of NPs. Then only the bare 
electrode with cross-linked enzyme was tested, to determine 
effect of p-lys separately.   

However, it is quite challenging for our electrode 
arrangement to devise and conduct diffusion coefficient 
measurements, especially considering the presence of not only 
ruthenium diffusion as both Hexaammineruthenium(II) chloride 
(Ru(II)) and Hexaammineruthenium(III) chloride Ru(III) but 
also glucose and its products. Because due to enzymatic reaction 
with glucose the ruthenium mediator Ru(III) was reduced to 
Ru(II) on electrode as showed on Fig. 2A,C. Two approaches 
for determining diffuse coefficient were selected, both based on 
amperometry measurements, namely the Steady-state current 
approach and the Potential step chronoamperometry approach. 
These are not new approaches, as they have already been 
employed as models in other systems [2] [6]. 

II. THEORY

A. Steady-state current approach

Steady-state current approach can be used for determining
the diffusion coefficient of electroactive species in solution. In 
this approach, a steady-state current is measured as a function of 
the concentration of the electroactive species at the electrode 
surface. The modified expression for the steady-state current 
was used: 
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I  =  4nFcDr0 (1) 

And were modified to expression for the microelectrodes 
with a recess depth [2]: 

I =
4nFcDr0

4L

π r0
+1

(2) 

where n is the number of transferred electrons, 𝐹  is the 
Faraday constant, 𝑐 is concentration, 𝐷 diffusion coefficient, r0

is the radius of the electrode, and 𝐿 is the value of the recess 
height. We rearranged the equation from [2] to calculate 𝐷: 

D =
I(

4L

𝜋Nrp
+1)

4nFcNrp
(3) 

where 𝑁 is the estimated number of pores and 𝑟𝑝 represent

the radius of single pore between NPs. Therefore the r0 = N𝑟p

because it is approximation of all pores in the surface area of 
electrode.  The equation, which can be derived from Fig. 2D, for 
obtaining 𝑟𝑝  is:

𝑟𝑝 = 𝑅𝑐𝑜𝑠30° − 𝑅 (4) 

The possibility to approximate rp  this way has already been

proposed in [4]. The R is the radius of NP. The relation is 
derived from the assumptions of ideal monolayers formed with 
NPs arranged closely together. The number of pores is 
calculated from: 

𝑁  =
𝑆

(2𝑅)2 (5) 

where S is area of the electrode 𝑆  =  0.378  10−6 m.

B. Potential step chronoamperometry approach

Second principle to calculate the diffusion coefficient is to

use potential step chronoamperometry approach [7][8]. It is a 

technique used in electrochemistry to study the kinetics of 

electrode reactions, particularly for studying diffusion-

controlled electrode processes. The potential step is applied to 

an electrode, and the current response of the system is measured 

as a function of time. The current response is analyzed using 

the Cottrell equation [6]: 

𝐼 =
𝐹𝑆√𝐷

√πt
[A]bulk (6) 

where D is the diffusion coefficient, [A]bulk the bulk 

concentration of species 𝐴  in the solution, 𝐹  is the Faraday 

constant and 𝑆 the electrode area, t is the time, we can express 

the fitting function: 

𝐼 =
𝐾

√t
+ 𝐶  K=

𝐹𝑆√𝐷

√π
[A]bulk (7) 

The diffusion coefficient was calculated from K: 

𝐷 = (
𝐾√π

𝐹𝑆[A]bulk
)2 (8) 

TABLE I. LIST OF VARIABLES USED IN THE PAPER. 

Variable Description 

[A]bulk the bulk concentration of species 𝑨 in the solution 

c concentration 

D diffusion coefficient 

F Faraday constant 

I current 

L value of the recess height 

n number of transferred electrons 

R radius of NP 

𝑟0 radius of the electrode 

𝑟𝑝 radius of single pore 

S area of the electrode 

t time 

III. METHODS AND MATERIALS

A. Chemicals

Carboxylated polystyrene nanoparticles (PS NPs) of diameter 

 40 and 80 nm were purchased from Magsphere Inc. (U.S.A.). 

Poly-L-lysine hydrobromide (p-lys), N-(3-

Dimethylaminopropyl)-N´-ethylcarbodiimide hydrochloride 

(EDC), N-Hydroxysuccinimide (NHS), glucose oxidase (GOD) 

from Aspergillus Niger, bovine serum albumin (BSA), 

Hexaammineruthenium(III) chloride (98%) (Ru3+), potassium 

ferrocyanide and potassium ferricyanide (Fe2+/Fe3+), 

glutaraldehyde solution (GO) (25%), 2-(N- 

morpholino)ethanesulfonic acid (MES) were purchased from 

Sigma-Aldrich (Germany). D-(+)-Glucose monohydrate, 

KOH, H2O2 (30%), isopropyl alcohol was purchased from 

Penta (Czech Republic). 

B. Aparature and electrodes

Chronoamperometry was recorded using µAUTOLAB III / 

FRA2 (Metrohm Autolab, Netherlands) analyzer, with help of 

NOVA software. The commercial electrodes in a 

biamperometric setup (www.printed.cz, Czech Republic) of a 

pair of two identical gold disk electrodes were used in this 

work. The electrode has internal diameter 400 µm and there is 

no separate reference or counter electrode. 

Fig. 1.  Measurement aparature with biamperometric setup connected 

to µAUTOLAB III/ FRA2 (Metrohm Autolab, Netherlands) analyzer. 

Electrodes have circular shape, and are located in visible golden squares. 
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C. Preparation of samples

The commercial electrodes in a biamperometric setup

(www.printed.cz, Czech Republic) of a pair of two identical 

gold disk electrodes were used in this work. The electrode has 

internal diameter 400 µm and there is no separate reference or 

counter electrode. The aim was to immobilize polystyrene 

nanoparticles (PNPs) with negative charge, of diameters  

approximately 40 nm and 80 nm, onto a thin layer of positively 

charged poly-L-lysine (p-lys) on a gold electrode. To prepare 

the electrode, it was first activated by polishing with microcloth 

and isopropyl alcohol to remove any residual photoresist and 

passivation layers from the surface. It was then treated with a 

solution of 0.5 M KOH and 20% H2O2 for 10 min. Next, amino 

groups were introduced onto the gold surface by functionalizing 

the gold electrode with 50 µg/mL p-lysine in phosphate-

buffered saline (PBS; 10 mM, pH 7.4) through adsorption for 

at least 30 minutes. Following washing and drying steps, and 

then the solution of 1% w/v PS NPs, dispersed by ultrasound 

for 20 min, with temperature lower than 35°C, was applied onto 

the electrode modified with positive charge and left for 

40 minutes. Next objective was to immobilize the enzyme. Two 

different immobilization procedures of the enzyme GOD were 

compared. In both cases, the enzyme was applied only on one 

of the two electrodes. The first method involves cross-linking 

using a bi-functional agent, while the second method involves 

introducing biomolecules onto the surface of PNPs through 

covalent_binding. 

Crosslinking method (Fig. 2C): The mixture of 16 µl GOD 

(8 mg/ml) and 25 µl BSA (16 mg/ml) in the optimal 

concentrations to be cross-linked with 2.75 µl 

2% glutaraldehyde (GO) solution was prepared. The microliter 

drop was applied to the PNPs modified electrodes and let dry. 

The reference sample was created as 33 µl BSA (13 mg/ml) 

with 2.75 µl 2% glutaraldehyde solution, without GOD. The 

second reference was the cross-linked GOD enzyme with BSA, 

but without NPs. 

Covalent binding (Fig. 2A,B): Covalent binding of GOD to NPs 

was initiated by the activation of carboxy-groups of PNPs with 

a mixture of 5 mM EDC and 5 mM NHS dissolved in MES 

buffer (pH 6.2) for 15 min. After rinsing the electrode in MES 

buffer, the GOD (8 mg/ml) solution was applied to the electrode 

and incubated for 24 hours. Then the electrodes were rinsed in 

PBS buffer and used for the measurement. The reference 

sample was created by replacing enzyme GOD with protein 

BSA (8 mg/ml) and incubated for 24 hours. The second 

reference was the covalent bounded GOD enzyme to 

glutaraldehyde 2% (2.75 µl, 2%, 40 min), but without NPs. 

IV. RESULTS AND DISCUSSIONS

To determine the diffusion coefficients, it was first necessary 
to perform amperometry. To get as much information as 
possible about the sensor, we performed calibration 
measurements, with gradually increasing glucose concentration 
(Fig. 3a). It also check correct function of this biosensor. Then, 
the most significant jumps of amperes were selected for further 
analysis of the diffusion coefficient. However, it turned out that 
although cross-linking of the enzyme was successful for these 
conditions, the same could not be said for covalent binding 
(Fig. 3b). The covalent bounding had not distinguishable 
distribution and characteristic only constantly increased. 
Therefore, only cross-linking samples were usable for this 
method and following text will deal more with them only. 

At first, diffusion coefficient was calculated from 
equation (3). Current I was used from chronoamperometry as the 
difference between two currents for different concentration of 
glucose. As recess height L was used diameter of NPs. 
Diametres of pores was counted as: 6.2 nm and 12.4 nm. 
Number of pores (N) were approximated from equation (5) as 
2 x 108 for 40 nm NPs and 5 x 107 for 80 nm NPs. Values for rp 

counted from equation (4) was estimated as 
rp(40) = 3.1 nm and rp(80) = 6.2 nm. Diffuse coefficient for NPs of 
cross-linked method GOD bonding was calculated from 
averaged currents which are in Table II and results are listed in 
Table III. Numbers in brackets in Table III determine which 
equation was used to calculate them.  Diffuse coefficient for the 
reference, electrode without NPs with crosslinked enzyme GOD 
on p-lys, was taken for counting D from equation (1), because 
there are no polystyrene nanopores. The sample with p-lys were 

Fig. 2.  Scheme of immobilization of GOD and BSA covalently (A and B) and by cross-linking method (C). The pore formation model and suggestion of pore size 

calculation (D). 
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chosen, because then we can observe just change created by the 
NPs. Assumption was that D would be lower for samples 
containing NPs because polystyrene particles shield the 
electrode, which for counting from equation (3) turn out to be 
true. According to literature the ruthenium(II) haves diffusion 
coefficient of about 

𝐷𝑅𝑢𝐼𝐼 =  7.9  10−10  
𝑚2

𝑠
[9] same as ruthenium(III)

𝐷𝑅𝑢𝐼𝐼𝐼 =  7.9  10−10  
𝑚2

𝑠
[10] and glucose in water 

𝐷𝐺𝑙 = 6 10−10  
𝑚2

𝑠
 [11]. 

TABLE II.  ABSOLUTE VALUES OF THE DIFFERENCE IN CURRENT [NA] 
CAUSED BY THE ADDITION OF GLUCOSE. THE VALUES ARE OBTAINED BY 

AVERAGING THE DIFFERENCE BETWEEN ADDICTION OF GLUCOSE FROM 

INDIVIDUAL MEASUREMENTS. 

Glucose 
Step in current [nA] for glucose concentrations 

40 nm 80 nm Plys+GO 

0.75 -- 1 mM 3.5 ± 0.2 7.1 ± 0.6 5.9 ± 0.2 

1.5 -- 3 mM 85 ± 13 67 ± 5 62 ± 5 

For our expreriment the meassurable diffusion is affected by 
traveling of glucose in liquid and by Ru(II) to the electrode not 
only from Ru(III), but as we see from literature, they diffuse 
coefficients are very similar, so the difference is neglected. Our 
values D without NPs are 100x higher, which may be caused by 

TABLE III. DIFFUSION COEFFICIENTS [ 
𝑚2

𝑠
 ] OF PLYS+GO AND PLYS+NPS 

COVERED ELECTRODES WITH GOD IMMOBILIZED BY CROSS-LINKING FROM 

CALIBRTION CHRONOAMPEROMETRIC MEASUREMENTS. NUMBERS IN BRACHIT 

SHOWS NUMBER OF EQUATION USED FOR CAUTING. 

Glucose 

Diffusion coefficients from steady state current 

Dbare 
𝑫𝟒𝟎 NPs 

(3) 

𝑫𝟖𝟎 NPs 

(3) 

𝑫𝟒𝟎 NPs 

(2)  

𝑫𝟖𝟎 NPs 

(2) 

1 mM 4.4 10−8 1.46 10−11 1.48 10−10 2.61 10−8 5.31 10−8 

10 mM 1.54 10−7 1.18 10−10 4.67 10−10 2.11 10−7 1.69 10−7 

the applied voltage, therefore the movement of particles is not 

free, but it is influenced in direction to the electrode. Secondly, 

the comparison with the potential step chronoamperometry 

approach for distinguish diffusion coeficient taken place. For 

measurement (Fig. 4) were used three different types of 

electrodes. The bear with cross-linked GOD, but this time 

without poly-lysine. Then GOD immobilized by the cross-

linking method for 40 nm and 80 nm NPs. Covalent bonding 

was skipped because amperometry does not seem like 

reasonably sensitive method for this type of biosensor. 

Therefore, only samples with cross-linked enzyme were tested. 

The diffusion coefficient was retrieved by fitting the measured 

curves with equation (7) and then calculated from equation (8). 

The measured currents after potential increment from 0 mV to 

0.5 mV were shown in Fig. 4. The diffusion coefficients are 

listed in Table IV. We can see that the electrode without a layer 

has a slightly lower value, but for a higher concentration of 

glucose, it is much lower. The products of glucose molecules 

may hinder movement and prevent a faster reaction process. In 

addition, since there is no complicated nanoterrain on the 

surface, where a larger amount of enzyme could be captured 

due to the increased surface area, this leads to a smaller number 

of ions arriving and transforming on the electrode, and therefore 

a diffusion coefficient is smaller. Between 40 NPs and 80 NPs, 

we can observe a difference in that for lower glucose 

concentrations (1 mM), 𝐷80 has twice the value, but at higher

glucose concentrations, it is the opposite. It is possible that at 

low concentrations, 80 NPs benefit from the increased surface 

area for immobilization, while glucose products do not block 

their path. However, for higher concentrations, 40 NPs will 

benefit from a larger mobilization surface and balance out the 

poorer pore permeability. What is most important is how is it 

possible that the first and second method give such different 

trends between NPs and the non-porous electrode? If we used 

equation (2) instead of (3) (the values given in Table III labeled 

(2)) D would result into closer result. That is, if we did not 

consider all individual pores separately but took it as one 

surface and only included the height, the result would be closer 

between the methods. This seems more plausible, especially 

considering amperometry, where for lower concentrations, the 

40 nm sample has lower currents than the other samples, while 

(a) 

(b) 

Fig. 3.  Calibration chronoamperometry of the cross-linked (a) and 

covalent bounded (b) enzyme GOD samples 

Fig. 1. Calibration chronoamperometry of the cross-linked (a) and

covalent bounded (b) enzyme GOD samples

Fig. 2. : Chronoamperometry after increment of potential from 0 to 0.5

mV. Measured separately for 1 mM and 10 mM concentration of glucose.

Average of the curves were used to calculate the diffusion coefficient.

Obtain only cross-linked samples.
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for higher concentrations, it is the opposite. That is consistent 

with equation (2) and potential step method. The equation (3) 

does not have to be completely wrong, but may be missing 

some necessary approximation, or our surface is not adequately 

porous. 

Fig. 4. Chronoamperometry after increment of potential from 0 to 0.5 mV. 

Measured separately for 1 mM and 10 mM concentration of glucose. Average 

of the curves were used to calculate the diffusion coefficient. Obtain only cross-

linked samples. 

TABLE IV. DIFFUSION COEFFICIENTS [ 
𝑚2

𝑠
 ] OF BARE ELECTRODES GOD 

AND NPS COVERED ELECTRODES WITH GOD IMMOBILIZED BY CROSS-LINKING 

FROM CHRONOAMPEROMETRIC MEASUREMENTS WITH POTENTIAL STEP FITTED 

BY COTTRELL EQUATION. THE UNCERTAINTY CONNECTED TO FITTING 

CURRENT IS AROUND 5 % OF VALUE. 

Glucose Diffusion coefficients from Cottrell equation 

𝑫𝒃𝒂𝒓𝒆
𝑫𝟒𝟎NPs 𝑫𝟖𝟎 NPs 

1 mM 1.22 10−7 2.38 10−7 4.34 10−7 

10 mM 1.59 10−10 8.05 10−8 4.48 10−8 

V. CONCLUSION

We tested two different methods for the application of the GOD 

enzyme for use as an amperometric biosensor with a 

nanoporous matrix of polystyrene particles. It was found that 

while there is enough enzyme left on the electrode with cross-

linking and we are able to measure the response for individual 

increases in glucose, for covalent bonding we get a continuous 

increase in current, but we are not able to measure individual 

additions, and this increase is only in the nA range. Therefore, 

further investigation of the diffusion coefficient focused on 

cross-linking. Using two different methods: steady-state current 

and potential step chronoamperometry, diffusion coefficients 

were calculated. In comparison with an empty electrode with 

cross-linking GOD, we can say that NPs in conjunction with p-

lys affect diffusion to the electrode, but in potential step 

chronoamperometry, it was shown to improve rather than 

worsen it. This counterintuitive result is probably due to the fact 

that we used amperometry as a basis on which we built the 

measurement of incoming Ru ions, but by increasing the 

surface area for enzyme immobilization, more RuIII was 

necessarily produced, resulting in larger currents being 

measured. We also compared approximations from the 

modified expression for steady-state current. When not 

accounting for individual pores but considering only the height 

of the matrix, we obtained a result closer to the potential step 

method. 
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Abstract— In the presented work, we report the dielectric 

behavior of epoxy–silicon oxide composites in the temperature 

range 240– 300 K, over the frequency range 10-2 Hz – 107 Hz. The 

measuring apparatus was based on the Novocontrol Alpha 

Analyser and the measured data were analyzed and interpreted 

using the Havriliak – Negami equation. The master curves of the 

real part of permittivity and the dielectric loss number were 

obtained by time–temperature superposition principle, and the 

results showed that the nano-composite had a much higher loss 

factor. Through the analysis of the origin of the dielectric response 

in epoxy/silica composite, the reason for the different dielectric 

relaxation behaviors of the nano-composite, and the pure epoxy 

was discussed.   

Keywords—nanofillers; dielectric relaxation Spectroscopy, 

epoxy resin, nanocomposite. 

I. INTRODUCTION

Epoxy is one of the greatest options among the various types 

of polymers in particular applications where robust, fracture-

resistant materials with high mechanical endurance are required 

[1].Moreover, epoxy resins have only recently been employed 

to improve the emission current properties of cold emission 

cathodes by creating a thin epoxy layer on their surface. 

Furthermore, epoxy resins find widespread applications in 

electrical engineering, particularly in high voltage systems. [2]–

[5]. The relatively extensive usage of epoxy resin is attributed 

to its exceptional electrical, thermal, and mechanical properties, 

as well as its ease of formation. [4]. Epoxy has excellent 

dielectric properties in addition to being known for having the 

highest degree of mechanical endurance [1].  

Enhancements in the dielectric and mechanical properties of 

polymers are being made possible by developments in the field 

of nanotechnology. Lately, composites based on different 

organic and inorganic fillers such as carbon [6], alumina oxide 

[7], titania oxide [8] are described with better dielectric 

characteristics as compared to pure epoxy. In a different 

study[1], [6], composites had a lower loss factor as a function 

of frequency than pure epoxy. Some studies have shown that 

nano- and micro-particles have a significant influence on the 

aging behavior of polymers [1], [8]. 

According to recent investigations, It has also been observed 

that the dielectric permittivity and the loss factor values of 

epoxy/nanofillers at lower concentrations (less than 0.5 wt%) 

are often lower than pure epoxy over a wide range of 

frequencies [9], [10]. Based on this observation, this work aims 

to study the effects of a high concentration of silicon dioxide 

nanoparticles (SNPs) (5 wt%, and 10 wt%) on the dielectric 

properties of epoxy/SNPs at different temperatures by 

comparing those results with the data obtained from the pure 

epoxy resin. In this context it was used Dielectric relaxation 

spectroscopy (DRS) for examining the electrical properties 

pure epoxy and epoxy nanocomposites  [3]. The dielectric 

constant, loss number, conductivity, and dielectric relaxation 

behaviors have been reported based on the Havriliak-Negami 

(HN) equation. 

II. Materials and Experimental Methods

A. Samples Preparation

The Epoxylite® E478 (E-478), purchased by Elantas (Wessel,

Germany), was used to prepare the DRS samples. High-purity

SNPs (99.5%) with a particle size range of (3 to 15) nm were

obtained from Sigma-Aldrich, USA. The epoxy resin was

mixed with the SNPs according to three steps. First, 5 g of

epoxy resin was placed in a container, it was mixed with 2 ml

of ethanol for 10 minutes in order to reduce the viscosity of the

epoxy. In the second step, the epoxy was mixed with SNPs

mechanically for 10 minutes. The following stage involved

adding SNPs to the dilute epoxy and stirring it mechanically for

10 minutes. Also, the mixture container was placed in an
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ultrasonic bath for two hours to ensure arbitrary distribution of 

silica nanoparticles. The mixture was poured into silicone 

molds that are resistant to high temperatures. The molds had a 

depth of 3 mm and a radius of 5 cm. The samples were baked 

in two stages. First, the mixture was baked at 80 ℃ for 8 hours 

in order to remove air bubbles within the mixture and to 

evaporate the ethanol. In the second stage, the mixture was 

annealed at 180 ℃ for one hour to harden the mixture,[2], [11]. 

After the hardening process, the samples were polished using a 

semi-automated grinding/polishing machine (TEGRAMIN 30, 

Struers, Denmark) to have approximately 250 µm thin layer of 

composite epoxy layer. The samples thickness was measured 

with a micrometer. After the polishing process, the samples 

were cleaned ultrasonically in a bath of distilled water for 10 

minutes. In summary, we have three samples, pure epoxy, 

epoxy with 5wt% of SNPs, and with 10wt% of SNPs. 

III. results and discussion

A. Characterization

A.1. Fourier transform infrared spectra

Transmittance spectra of samples were acquired by vacuum

Fourier transform infrared (FTIR) Vertex 70v, manufactured by

(Bruker, USA). Figure 1 shows the FTIR spectra of pure epoxy

and epoxy/ SNPs spectra, which display the presence of SiO2,

Si–OH, and O–H bending peak at 3433 cm-1 [12]. Also, C=O

and C=C bonds 1640 cm-1. And, the COOH is located at the

pure epoxy spectra at 3630 cm-1 [13]. The characteristic C-OH

stretching is responsible for the conspicuous absorption peak at

3590 cm-1. The hydroxyl bond with the secondary carbon atom

in the epoxy resin molecular backbone is confirmed by the

absorption peak at 1590 cm-1. The bands at 2130 cm-1 and 1890

cm-1 are caused by the vibrational stretching of carbon dioxide

Co2 and the methyl group. The band at 1470 cm-1 is caused by

the vibrational stretching of bending of primary amine N–H. In

the epoxy/SNPs spectra, it was observed that all peaks

disappeared except for the peaks of SiO2 at 3433 cm-1 and CH2

at 1890 cm-1[7], [12], [13].
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Fig. 1 FTIR spectra of pure epoxy and epoxy/SNPs. 

A.2. X-ray photoelectron spectroscopy (XPS) spectra

The surface of epoxy/SNPs was chemically characterized 
using XPS (Kratos, UK) analysis to determine its elemental 
composition and chemical states. All sample surfaces contain 
silicon, carbon, nitrogen, and oxygen. CasaXPS software was 
used to precisely determine the composition of the functional 
groups of the Si and C atoms. The percentage of both carbon, 
oxygen, and nitrogen on the sarfece of  pure epoxy sample was 
78%, 17%, and 2%, respectively. While the percentage of silicon 
increased from 2% in the pure sample to 4% in the epoxy with 
5wt% of SNPs sample, and 7% in the wt% SNPs sample. Fig. 2 
shows the XPS spectra of pure epoxy and epoxy/5wt% SNPs. 
The main distinction between epoxy and pure epoxy/SNPs was 
seen in the corresponding high-resolution spectra of silicone (Si 
2p), as illustrated in Fig.2. Pure epoxy's Si 2p spectrum shows 
two distinct peaks with FWHM values of 1.47 eV at 98.5 and 
1.27 eV at 99.4 eV. These peaks are related to CH2-SiO3 and 
SiOH, respectively. While Si 2p spectra for epoxy/SNPs exhibit 
a high peak of 1.53 eV FWHM at 98.16 eV[12]. These 
differences in the Si 2p spectra of the pure epoxy and the 
epoxy/SNPs are evident from the increase of SiO2 concentration 
within the epoxy. Moreover, the O 1s spectra show a peak of at 
528.15 eV with 1.74 eV FWHM, further supporting the 
development of SiO2 phases. The O 1s peak linked to O-Si 
bondsin SiO2 emerges at 528.15 eV. Upon deconvolution of the 
O 1s spectra, the second peak with an FWHM value of 1.51 eV 
at 529 eV is attributed to the O-C and O-H bonds present in the 
epoxy backbone. Likewise, the C 1s spectrum was divided into 
three distinct parts. The C-C or C-H group is associated with the 
first C 1s peak, which is located at 284 eV. The second peak, 
which is associated with C-atoms in the C-O-C and C-O-H 
groups, is located at 285.51 eV [9]. The third peak in the C 1s 
spectrum, positioned at 288.22 eV, can be attributed to the 
presence of C=O doule bound, which may exist as oxidized 
polymer components or adsorbed CO2. The high-resolution N 
1s spectrum is a valuable tool for XPS characterization of 
epoxy/SNPs.   

1200 1000 800 600 400 200 0

101100 99 98 97 96

290 288 286 284 282

532 530 528 526

100 98 96

102 100 98 96

402 400 398 396 394 392

Si 2p

Epoxy/ 5%SiO2

Epoxy/ 10%SiO2

 Epoxy

N 1s

O 1s

Si 2s Si 2p

Binding energy (eV)

Si 2p

C 1s

N-H

N-C
N-Si N-Cl

C-Si-(O)3

Si-OH

Si-OH

C-Si-(O)3

Si-OH

C-Si-(O)3

C-C

C-O
C=O

O-C

O-Si

 

Fig. 2 The XPS spectra of pure epoxy and epoxy/SNPs. 

The single N 1s peak at 395.47 eV is attributable to triamine. A 
singular N 1s peak is indicative of crosslinking between the 
epoxy and amine monomers [1], [9], [12]. 

B. DRS results
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Dielectric measurements were carried out on the Novocontrol 

Alpha-A analyzer with Quatro cryosystem (Novocontrol 

Technologies GmbH & Co. KG, Germany). The analyzer is 

capable to test a wide frequency range of 10-2 Hz – 107 Hz. The 

duration of a single sweep did not exceed 15 ms and the 

measurement across the full frequency range with 63 measuring 

points takes about 35 minutes. The samples were investigated 

at three different temperatures 240 K, 270 K, and 300 K. All 

samples and the electrode diameter of 20 mm with a voltage of 

3 VRMS were used. The Havriliak-Negami (HN) theory was 

used to fit the recoded experimental data [14]. The HN equation 

is composed of the Cole-Cole and Cole-Davidson functions 

[15], which, separately, describe the symmetrical and uneven 

broadenings of the dielectric function. The HN equation for the 

complex permittivity is the most commonly used function for 

describing the dielectric properties of materials and their 

relaxation behavior in the frequency domain. which can be 

written as follows [14], [16]: 

𝜀̂(𝜔) = 𝜀∞ +
∆𝜀

[1+(𝑗𝜔𝜏)𝛼]𝛽 (1) 

Where 𝜀̂  the complex permittivity, ∆𝜀 =  𝜀𝑠 − 𝜀∞ , 𝜀∞  is the
permittivity at infinite frequency also called optical permittivity, 
𝜀𝑠 is the static permittivity at zero frequency, α describes the
flatness/width of the maximum, β expresses the skewness 
(asymmetry) of the complex dielectric permittivity. α and β it 
and be in range of (0 < β ≤ 1 and 0 < β· 𝛼 ≤ 1), these parameters 
show the changes in the relaxation time distribution. ω is the 

angular frequency and 𝜏 relaxation time indicates the position of 
the relaxation maximum on the horizontal axis. Table 1 shows, 

the parameters ∆𝜀, 𝜏, α, and β·   related to the HN equation.The 
complex permittivity can be decomposed into the real ε´(ω) and 
imaginary ε″(ω) parts as follows [14], [16]: 

ε´(𝜔) = 𝜀∞ + ∆𝜀 𝑐𝑜𝑠(𝛽Ø)

[1+2(𝜔𝜏)𝛼𝑐𝑜𝑠(
𝜋𝛼
2

)+(𝜔𝜏)2𝛼]
𝛽/2 (2) 

ε″(𝜔) = 𝜀∞ + ∆𝜀 𝑠𝑖𝑛(𝛽Ø)

[1+2(𝜔𝜏)𝛼𝑐𝑜𝑠(
𝜋𝛼
2

)+(𝜔𝜏)2𝛼]
𝛽/2 (3) 

Fig.3 shows the changes in permittivity and loss values in 

response to frequency and temperature changes. It can be seen 

in Fig 3, a, b, and c (left) that the value of the permittivity of the 

epoxy/ 5 wt% of SNPs sample was lower than that of the pure 

sample, up to 300 K. While the value of the permittivity of the 

epoxy/ 10 wt% of SNPs sample increased significantly with the 

increase in temperature. Based on this result, it can be said that 

the  permittivity of epoxy/SNPs is lower than that of pure epoxy, 

provided that the filler concentrations are less than 5 wt% at 

room temperature lower. However, epoxy/ 5 wt.% of SNPs 

showed a decrease in loss value more than other samples at 

different temperatures, as shown in Fig.3 a, b, and c (right).   

The changes in permittivity with the presence of nanofillers and 

their loading with high concentration can be summarized into 

two reasons: the accumulation of space charges within the resin 

system induces interfacial polarization between the base resin 

and nanoparticles. Only, interfacial polarization occurs under 

lower frequency ranges up to 103 Hz [17]. As a result, the 

permittivity decreases as an effect of interfacial polarization, 

especially with lower concentration, so it can be neglected. 
Another reason is that the polarization of the 
epoxynanocompositewill decrease when the mobility of the 
dipole groups decreases.However,when the frequency of the 
applied field decreases, the Epoxy/ SNPs composites likewise 
experience a rise in active dangling bonds on the surface of the 
nanoparticles, which results in a decrease in electric 
permittivity of the epoxy [9]. In more detail, the addition of a 
small quantity of nanoparticles to the epoxy leads to the 
formation of easily polarizable bonds under the influence of an 
electric field. However, as the amount of nanoparticles in epoxy 
increases, a numerous thin immobile nanolayers formed as a 
result of powerful interaction between the SNPs and polar 
groups in epoxy. The presence of these immobile nanolayers 
may ultimately limit the mobility of the side- or end-chain of 
epoxy [9], this explains the reason for the decreasing 
permittivity of the epoxy/ 5wt% SNPs sample. As the filler 
content rises, the high inherent permittivity of SNPs begins to 
have an impact on the relative permittivity of nanocomposites, 
this is known as Lichtenecker-Rother law [17]. This explains 
why the sample permittivity for epoxy/10 wt% SNPs is 
increased. Yet as the temperature increases to 300 Kelvin or 
higher, the movement of the dipole groups and the epoxy chain 
will accelerate, which increases the electrical permittivity. 

 Figure 4 illustrates the impact of SNPs on conductivity at 
various temperatures. As demonstrated in Fig. 4a, the 
conductivity reached its maximum values at 4.2 × 106 Hz, after
which it began to decline.  Similarly, Fig. 4b shows that the 
conductivity of epoxy/SNPs sample reached its maximum 
values at 6 . 2 × 106  Hz, after which it began to decline, In
contrast, the conductivity rose for both other samples over the 
whole frequency range. As can be seen in Fig. 4c, the 
conductivity increased throughout the whole frequency range 
for all samples. 
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Fig. 3 Variations of permittivity( left) and loss number (right) 
with respect to frequency and temperature. 
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Table1:The conductivity and the HN equation parameters 

Material T (K) ∆𝜀 𝝉 (𝒔)  α β 

Pure epoxy 240 0.353 1.1 × 10−5 0.304 1 

270 0.34 5.9 × 10−7 0.413 1 

300 0.84 1.05 × 10−8 0.522 1 

Epoxy/ 

5%SiO2 

240 0.44 2.32 × 10−5 0.725 1 

270 0.53 1.33 × 10−7 0.811 1 

300 0.78 5.23 × 10−8 0.872 1 

IV. Conclusions

Dielectric spectroscopy has been used to examine the dielectric 
permittivity and loss number of pure epoxy and epoxy/SiO2 
nanoparticles loaded with high concentrations of SiO2. Based on 
this investigation, the following conclusion has been drawn. At 
room temperature or lower, the epoxy/ 5  wt% SiO2 sample has 
a lower permittivity, loss number, and conductivity than the pure 
epoxy sample. For epoxy/ 10  wt% SiO2 sample has a higher 
permittivity, loss number, and conductivity than the pure epoxy 
sample. The reason for this is when SNPs are added to an epoxy, 
thin immobile nanolayers are created inside the resin that 
impedes the movement of the dipoles and the chain of the epoxy. 
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Abstract—In this paper, we are focusing on comparing so-
lutions for localizing an unknown radiation source in both a
Gazebo simulator and the real world. A proper simulation of
the environment, sensors, and radiation source can significantly
reduce the development time of robotic algorithms. We proposed
a simple sampling importance resampling (SIR) particle filter.
To verify its effectiveness and similarities, we first tested the
algorithm’s performance in the real world and then in the Gazebo
simulator. In experiment, we used a 2-inch NaI(Tl) radiation
detector and radiation source Cesium 137 with an activity of 330
Mbq. We compared the algorithm process using the evolution of
information entropy, variance, and Kullback-Leibler divergence.
The proposed metrics demonstrated the similarity between the
simulator and the real world, providing valuable insights to
improve and facilitate further development of radiation search
and mapping algorithms.

Index Terms—Particle filter, Particle filter comparison, Simu-
lation of radioactivity, Kullback-Leibler divergence, Information
entropy, Autonomous radiation search

I. INTRODUCTION

Nuclear technology has a crucial role in numerous indus-
tries, medical, agricultural, and nuclear power plants. The use
of radiation has brought many beneficial usages; however, it
can also cause a significant risks to both human health and
the environment. Environmental contamination can result not
only from accidental radiation leaks but also from intentional
misuse of nuclear materials by terrorist organizations, warfare,
or damage to a nuclear power plant. Since 1995, the Incident
and Trafficking Database (ITDB) of the International Atomic
Energy Agency (IAEA) has documented over 3,500 incidents
involving the loss or theft of radioactive materials [1].

The potential consequences of nuclear incidents emphasize
the importance of effective, safety and fast radiation measure-
ment and serching. Due to the effects of radiation on human
health, it is valuable to develop algorithms for finding lost
radiation sources with unmaned ground vehicle (UGV) and
unmanned aerial vehicle (UAV).

Estimating the position of a radiation source is challenging
due to the highly nonlinear model and the lack of directional
sensitivity with only one detector. Developing a searching al-
gorithm requires a radiation source for evaluation. Experiments
involving radioactive substances are demanding in terms of
legislation, time, and organization. In recent decades, most
organizations involved in robotics research and development

(a) An environment with UGV and radiation source in
Gazebo classic

(b) Visualization particle filter algorithm in RViz2

Fig. 1: UGV searches for a lost radiation source

have used simulators [2]. Proper simulation can reduce the
time required for developing new algorithms. Therefore, this
paper proposes a method for searching for a radiation source
using a particle filter and focuses on comparing the proposed
algorithm in both real-world and Gazebo simulation scenarios.

A. Contribution

Robotics simulators contribute to making the development
of autonomous robots easier, faster, and cheaper, making it
advisable to use them. By comparing simulated and real
experiments, it becomes possible to detect differences between
the model and reality. This knowledge can then facilitate the
transfer of simulated problems to real hardware.

258DOI 10.13164/eeict.2023.258



B. Outline

The paper is organized as follows: Section II describes
the particle filter and the radiation model used in proposed
method. We also provide a detailed description our proposed
method for searching radiation sources and implementation
details. Section III presents an overview of performed experi-
ments and defines the metrics used to compare particle clouds.
The experiment results are presented in a subsection III-B.
Finally, we present our conclusions in the last section IV.

II. PARTICLE FILTER

The particle filter is a suboptimal variant of a nonlinear
Bayesian filter. The Bayesian filter seeks to construct the
posterior probability density function (pdf) of the state based
on knowledge of the system (1) and measurement (2) model
[3].

xk = fk(xk−1,vk−1) (1)

The system state xk is given generally by nonlinear function
fk : Rnx × Rnv → Rnx where vk−1 is process noise.

zk = hk(xk,nk) (2)

Similarly, the model state zk is also given by nonlinear
function hk : Rnx × Rnn → Rnz where nk is measurement
noise.

The pdf is obtained from prediction (3) and update (4) step
[3] [4] [5].

p(xk|z1:k−1) =

∫
p(xk|xk−1)p(xk−1|z1:k−1)dxk−1 (3)

The prior pdf p(xk|z1:k−1) is obtained from the system model
(1) and the pdf p(xk−1|z1:k−1) from the previous (k − 1)
update step (4).

p(xk|z1:k) =
p(zk|xk)p(xk|z1:k−1)

p(zk|z1:k−1)
(4)

In the update step (4), the measurement zk is used to
correct the prediction p(xk|z1:k−1). The normalization con-
stant p(zk|z1:k−1), which depends on the system model’s state
equation (2), is detailed in [3].

The predict and update equations provide a conceptual
optimal solution to the nonlinear Bayesian problem. However,
in many cases, the solution cannot be determined analytically.
Therefore, the problem is solved with more restricted optimal
Kalman and gradient-based filters. In cases where these re-
strictions are not met, suboptimal recursive solutions like the
particle filter are used. [3]

A. Description

The particle filter is a sequential Monte Carlo method
(SMC) that recursively estimates the hidden true state vector.
The key aspect of the particle filter is representing the posterior
pdf (5) with a finite set of random samples {xi

0:k, w
i
k}

Ns
i=1

associated with weights w. Each sample represents a possible

solution of the problem with a probability determined by its
weight. The number of samples Ns varies depending on the
application, but it can become very large. If the Ns →∞, the
samples describe the true posterior density. [6] [7]

p(x0:k|z1:k) ≈
Ns∑
i=1

wi
kδ(x0:k − xi

0:k) (5)

A sampling importance resampling (SIR) algorithm was
chosen for estimating the position and activity of a lost radia-
tion source. This algorithm requires knowledge of the system
dynamics (1) and measurement model (2). The probability
p(zk|xi

k) depends on the weight (6) of the particle.

wi
k ∝ p(zk|xi

k) (6)

To avoid the degeneracy problem [7], the low variance
resampling algorithm was chosen. This algorithm eliminates
particles with low weight and replaces them with newly
generated particles. The details of the resampling algorithm
are described in the II-C section. The weights of the particles
must satisfy the following statement (7). [3]

Ns∑
i=1

wi
k = 1 (7)

Therefore, before resampling, the weights must be normal-
ized (8) to ensure that the total weight is equal to one.

wn
k = (

Ns∑
i=1

wi
k)

−1wk (8)

B. Radiation model
Unstable atoms in radioactive materials emit various parti-

cles, such as alpha particles, beta particles, X-rays, and gamma
particles. Radioactive decay is a stochastic and strongly non-
linear process that follows a Poisson probability distribution.
Radiation detectors count the number of particles that have
passed through the sensor per unit time, typically measured
in counts per second (CPS). The CPS value is proportional to
the inverse square law, which describes how the intensity of
radiation decreases relative to the distance from the source, as
shown in the equation. [8]

λT ∝
CPS0

(xr − x0)2 + (yr − y0)2 + h
+Bg (9)

The λT represents the theoretical value of the detector at a
given position (xr, yr) and height (h) above the terrain when
the radiation source emits CPS particles per second at position
(x0, y0). The attenuation factor of air is neglected, and the
natural radiation background is denoted as Bg.

Radiation detectors cannot count all particles because it is
saturated by the detector’s dead time a measured in seconds.
Therefore, the theoretical value λT does not correspond to the
measured value from the detector. Measured value λ can be
modeled according to the equation (10). [9]

λ = λT e
−aλT (10)
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C. Implementation

This section provides a detailed description of the particle
filter used in this work. A particle filter is a recursive Bayesian
algorithm consisting of the following steps: initialization,
measurement, correction, and resampling. Since the static
position of the radiation source is assumed, the prediction step
is omitted.

The initialization step involves uniformly distributing Ns

particles with weight w within the desired area.

P = {pi, wi}Ns
i (11)

The particle set P is restricted to a 2D surface since
the radiation source lies on the ground. Each particle p
consists of uniformly distributed x ∼ U(xmin, xmax) and
y ∼ U(ymin, ymax) coordinates, as well as activity A ∼
Γ(α = 2, β = 6000) with a gamma distribution. The radiation
background Bg ∼ U(Bgmin, Bgmax) is generated uniformly
with low and high limits.

p =


x
y
A
Bg

 (12)

Measurements are taken at a frequency of 1Hz and include
radiation values CPS and the position of the robot xr. In
the correction step, the weights of each particle are computed
according to its probability. The low variance resampling
method [6] removes particles with low probability and replaces
them with a new set of particles. The details of the particle
filter are shown in Algorithm 1.

Algorithm 1 Particle Filter

1: Initialize : p = Random()
2: while varT (P) ≤ const1 do
3: Measurement : z ← CPS
4: for i = 0 < N do
5: λT = A

(xr−x)2+(yr−y)2+h +Bg

6: λ = λT e
−aλT

7: Weight: w(i) = N (z, λ, const2 ∗ λ)
8: end for
9: Normalize : wk = (

∑Ns

i=1 w
i
k)

−1wk

10: Low variance resampling algorithm()
11: end while

III. EXPERIMENT

The particle filter was tested in real world and simulation
experiment. In the experiment, a radiation source, Caesium-
137 with 330 Mbq, was placed inside a polygonal area of
over 500m2, which also had two restricted areas labeled as
’Hole1’ and ’Hole2’ as shown in the figure 2. Robot starts
from two positions and search one radiation source placed
in trhee different places in six experiments, see the table I.
The robot was equipped by an RTK GNSS receiver and a 2-
inch NaI(Tl) radiation detector with an estimated dead time of

a = 47 × 10−5s. The initial start positions of the robot and
the position of radiation sources are listed in the table I for
each experiment. The trajectories were recorded, allowing the
experiment to be repeated in the simulator.

(a) Source 1 (b) Source 2

(c) Source 3

Fig. 2: Experimental setup showing restricted area, radiation
sources, and trajectories recorded from real-world experiment

TABLE I: Experiments overview

Source [x [m], y [m]] Start [x [m], y [m]]
Experiment 1 Source 1 = [24.45, -43.50] Start 1 = [30.88, -54.47]
Experiment 2 Source 1 = [24.45, -43.50] Start 2 = [14.74, -26.61]
Experiment 3 Source 2 = [24.46, -32.77] Start 1 = [31.05, -54.43]
Experiment 4 Source 2 = [24.46, -32.77] Start 2 = [15.44, -27.10]
Experiment 5 Source 3 = [14.76, -36.06] Start 1 = [31.30, -54.38]
Experiment 6 Source 3 = [14.76, -36.06] Start 2 = [14.95, -26.62]

The same experiments were conducted in Gazebo simu-
lation Fig. 1. Each experiment was repeated five times, and
the robot followed the same trajectories as in the real-world
experiments. For simulation, the radiation sensor and detectors
used the same Gazebo plugins as described in [9].

A. Evaluation methods

The generation of particles for filter subjects to a random
process. Thus, comparing the evolution of two runs of the
same algorithm cannot be accomplished by comparing their
estimations with the true value. In this paper, the focus is on
evaluating the algorithm’s evolution, not just the result. The
first method evaluates the total variance of the particles at each
updating step.

varT (P) =
√
cov(x,x)2 + cov(y,y)2 (13)

The next one is the information (Shannon) entropy of
particles computed at each iteration. It represents the average
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amount of information. If the entropy decreases to zero, the
particles represent an estimation with no uncertainty. The
logarithm (14) has a base 2; therefore, the information entropy
is computed in bits in this paper. The information entropy for
random events x is computed as follows (14);

H(x) = −
∑

p(x)log2(p(x)) (14)

For multivariate distributed position of particles Pp, the
entropy H(Pp) is computed with the following equation
(15). The assumption is that the particles Pp are Gaussian
distributed.

H(Pp) = 1 + log(2π) +
1

2
log(|Σ|) (15)

Σ is the position covariance matrix of particles.
Kullback-Leibler divergence was used to compare two mul-

tivariate probability density functions P : ps ∼ N (µ1,Σ1)
and Q : pr ∼ N (µ2,Σ2) represented with simulated resp.
real particle clouds. [11] [12]

DKL(P ||Q) =
1

2
(µ2 − µ1)

TΣ−1
2 (µ2 − µ1)

+
1

2
tr(Σ−1

2 Σ1)−
1

2
ln

(
|Σ1|
|Σ2|

)
− 1

(16)

The Kullback-Leibler divergence compares two probability
density distributions and measures how P differs from the
reference distribution Q.

B. Results

This section presents the results of our experiments, which
we evaluated using three methods as described in the previous
section III-A. We compared the results of the particle cloud ob-
tained from the real-world experiment with the cloud obtained
from the simulated experiments. Each simulated experiment
was run five times with different source and position settings,
see the table I. All data captured from the experiments were
processed and divided into figures based on the position of
the radiation source, and sub-figures were created based on
different starting poses. For example, the left figure 3a displays
data from the experiment with source 1 and start position 1,
while the right figure 3b displays data from the experiment
with source 1 and start position 2.

The following three figures 3 - 5 depict the variances of
particles. The black transparent data represents the variances
of simulated particles, denoted with a hash and number, while
the orange line shows their average value. The green line
represents the variances observed in the real-world experiment.

The particle filter variance is similar to the real world
in Experiments 1, 3, and 6. In Experiments 2 and 5, true
variance oscillates around the average variance of the sim-
ulated particles. But, the variance trend corresponds to the
simulated particles variance. This difference may be caused
by the different noise characteristics of the real and simulated
detectors. Only the Experiment 4 is real-world experiment that
does not match the simulation at all. This discrepancy is due
to the simulated particle filter converges earlier than the real

(a) Start 1 (Exp. 1) (b) Start 2 (Exp. 2)

Fig. 3: Source 1: Variance

(a) Start 1 (Exp. 3) (b) Start 2 (Exp. 4)

Fig. 4: Source 2: Variance

(a) Start 1 (Exp. 5) (b) Start 2 (Exp. 6)

Fig. 5: Source 3: Variance

one. Additionally, the particles diffuse outside the polygon,
leading to a higher variance than at the start. At 35 seconds
into Experiment 4, Figure 6 shows the estimated probability
density functions of both the real and simulated particle filters.
The fast convergence of the simulated particle filter is clearly
visible, in contrast to the real experiment where the particles
have diffused over a much larger area.

The information entropy evaluation is the most crucial
evaluation method for particle filters in this paper. Entropy
quantifies the amount of information contained in a random
event, and the aim of the particle filter is to reduce the
information entropy to zero in an ideal case. A probability
distribution function with low entropy is highly skewed, and
therefore the estimation falls into a smaller area with a high
probability.

The similarities are visible in all experiments except for
the fourth. The information entropy rate descent is very
similar with the simulated experiment. The biggest difference
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(a) Real exp. 4 (b) Sim exp. 4

Fig. 6: Source 2: Multivariate kernel density estimation

in information entropy occurs in the last iterations of the
algorithm. The real-world algorithm converges more quickly
than the simulated one, possibly due to the different behavior
of the simulated radiation detector in the surrounding area of
the source.

(a) Start 1 (Exp. 1) (b) Start 2 (Exp. 2)

Fig. 7: Source 1: Information entropy

(a) Start 1 (Exp. 3) (b) Start 2 (Exp. 4)

Fig. 8: Source 2: Information entropy

The simulated particle filter requires more measurements
near the source for proper convergence. The simulated robot
only replicates real-world trajectories, the information entropy
does not decrease as rapidly as it does in the real-world
algorithm. This aspect is reflected in the Kullback-Leibler di-
vergence. It compares the probability density functions. When
the two probability density functions contain identical infor-
mation, the Kullback-Leibler divergence is zero. Contrarily,
when the two distributions differ completely, the divergence
goes to infinity.

At the beginning of the experiments, the initialization par-
ticles represent the same density function because they are

(a) Start 1 (Exp. 5) (b) Start 2 (Exp. 6)

Fig. 9: Source 3: Information entropy

generated from the same distribution. Therefore, the Kullback-
Leibler divergence is close to zero, see Fig. 10 - 12. With more
measurements, the two particle clouds start to differ slightly,
and the divergence gradually increases. The divergence sig-
nificantly differs in the last measurements before the real-
world algorithm ends. The divergence value reaches enormous
values due to the fact that the real-world algorithm has already
converged while the simulated algorithm has not yet, and the
density function completely differs. The particle cloud has
a huge density and skewed distribution function at the end
of the algorithm. Therefore, the distributions represented by
the particles can easily vary a lot. But the estimation can be
similar. See example Fig. 13. The final enormous Kullback-
Leibler divergence values are not shown in the figures for
better resolution.

(a) Start 1 (Exp. 1) (b) Start 2 (Exp. 2)

Fig. 10: Source 1: Kullback - Leibler divergence

(a) Start 1 (Exp. 3) (b) Start 2 (Exp. 4)

Fig. 11: Source 2: Kullback - Leibler divergence
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(a) Start 1 (Exp. 5) (b) Start 2 (Exp. 6)

Fig. 12: Source 3: Kullback - Leibler divergence

(a) Real experiment 1 (b) Sim. experiment 1

(c) Real experiment 3 (d) Sim. experiment 3

(e) Real experiment 6 (f) Sim. experiment 6

Fig. 13: An example of the probability density function at the
end of the algorithm

IV. CONCLUSION

Radioactivity is a serious threat to both human and animal
health and environment. When working with radioactivity in
healthcare, industry, and nuclear power plants, it is possible
that radioactive sources to become lost, requiring immediate
and efficient search to prevent environmental contamination
and health hazards. This underscores the importance of locat-
ing radioactive sources.

In this paper, we propose and describe a method for

searching a radiation source in a specific area using a particle
filter with a single sensor. We compared the algorithm’s results
in both the real world and Gazebo simulator to evaluate the
quality of the simulation of the radioactive source and sensor.

By comparing the evolution of particles’ information en-
tropy and total variance between the two runs of the par-
ticle filter, we have demonstrated the similarities between
the simulated and real-world experiments. However, the most
significant deviation from reality was observed in the behavior
of the radiation sensor near the radiation source. Specifically,
the particle filter in the simulation did not converge as quickly
as it did in real-world testing, as confirmed by Kullback-Leiber
divergence.

The practical implementation of the proposed method was
successfully replicated in simulation, indicating that simulation
can serve as a valuable tool for the development of mapping
and radiation source finding algorithms. By enabling faster
and safer testing with sufficient accuracy, simulation has the
potential to accelerate future advancements in this field.
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Abstract—Not only because of the convergence of Information
Technology (IT) and Operational Technology (OT) networks, the
pass-through network environment needs to be monitored and
adequate security implemented. Due to the occurrence of differ-
ent types of anomalies and their inconsistency in the literature,
three main types of anomalies have been identified in this paper
and a testbed has been proposed to serve for further experimental
testing. This testbed was created using an anemometer and in
the current state using an accelerometer. From the results so
far, a correlation between the normal condition and the induced
operational anomaly can be observed.

Index Terms—Anemometer, Anomaly detection, Network se-
curity, Testbed

I. INTRODUCTION

Industrial Control Systems (ICS) are used to control and
automate industrial processes such as manufacturing, produc-
tion, and more. These systems can be found in a wide range
of industries, including energy, transportation, water treatment,
and manufacturing. It is thus a combination of hardware
resources and software components in order to control and
monitor industrial processes. The main objective of ICS is to
ensure the efficiency, reliability, process safety, and produc-
tivity of industrial processes. Along with the development of
industries, another industrial revolution called Industry 4.0 has
taken place. There has also been a convergence of Information
Technology (IT) and Operational Technology (OT), which has
enabled the use of many tools from the IT environment. On
the other hand, these technologies have also been exposed to
IT threats. Common in OT networks until this time was mainly
provided by physical separation, but this has disappeared with
the convergence of IT and OT networks and so it is necessary
to develop new tools using modern technologies to ensure
security in these networks.

To be able to ensure sufficient security level in these types of
networks it is needed not only to use new approaches but also
to use appropriate methods using all available data. These data
might be taken from industrial devices and industrial processes
but also from redundant sensors. Redundant sensors might
be used to monitor both, industrial processes and devices to
get the most possible overview and use correlation evaluate
data to evaluate the current state. Current industrial testbeds
and dataset [1] mostly focus on incident detection using
developed tools mainly via machine-learning and deep neural

networks [2]. These approaches are mostly capable of detect-
ing and distinguishing individual attacks using all available
data. In other words, it is necessary to provide the maximum
amount of information to the incident detection system in order
to increase the potential of the tool and to enable not only
the correct detection of anomalies but also their classification
into defined classes. The data can be divided into main three
groups (1) data taken from a transmission medium (protocol
data, medium usage, etc.), (2) data taken from the end devices
(masters, slaves, servers, actuators, sensors, etc.), and (3) data
taken from additional sensors which main purpose is not to
control and measure industrial process but to control and
measure the state of individual devices.

The purpose of this paper is to present a proposal for the
creation of a new industrial testbed that will generate data
only from the industrial process but will also use redundant
sensors and sensors that will monitor the status of the testbed.
The purpose is to further provide proof of work that the
use of additional data can be used for early-fault detection
and classification of anomalies. Also, the aim of the paper is
to introduce the division of anomalies into three categories,
namely: security, operational, and service anomaly.

II. CURRENT STATE-OF-THE-ART

Due to the heterogeneous approach of anomaly detection
and classification in the industrial network, the current state
of the art is not consistent from the view of individual anomaly
classes. For this reason, we have included in this section
relevant resources dealing with the identification of security,
operational, and service anomalies. Goran Jurišić, et al focused
in their paper [3] on creating of testbed created for analysis
of fault detection reaction times. In their approach, they use
industrial protocol GOOSE to test the time of reactions. Due to
the fact, that the testbed simulates power-grid distribution and
impacts of failure, the testbed is also capable of generating
different values based on the chosen scenario. In paper [4]
Jhonathan Julián Gallego Rojas, et al. introduced real-time
Small-Scale Wind Turbine Emulator. This system is used for
static behavior analysis of the whole system. The testbed is
so not specifically, in this stage, focused on specific anomaly
detection. From the view of output data, the testbed is capable
to generate diverse data due to the different behavior of the
whole system in dependence on wind speed (rotor movement).
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Michael Sinner, et al. [5] focused on the development of
a model predictive controller for blade pitch control of wind
turbines. In their approach, they use as the only one from the
selected papers, data from redundant sensors as an additional
input of data. They focus on blade pitch control, so the data are
not used for anomaly identification/classification. Due to the
variable dataset, the output data might vary from the settings
of the scenario. Daijiry Narzary and Kalyana Chakravarthy
Veluvolu introduced in their paper [6] sensor fault detection
method. Their presented method uses data that is normally pro-
cessed by the system and does not use additional sensors, thus
focusing only on early-fault detection. The testbed handles the
drive, so the output might be different for each scenario. In
paper [7] Jing Wang, et al. described data processing analysis
implementation of processing data taken from a penicillin
simulator for fault detection. In their approach, they focus
on the identification of operational anomalies (fault detection
of machines) but this approach is not capable early-fault
detection/prediction. The used testbed is able to generate
various data.

Paper [8] written by Jinrui Nan, et al. focused on Big
data-based early fault detection in relation to batteries. The
presented paper describes a method for data extraction for
early-fault detection based on big data processed via machine
learning approaches. On the other hand, their approach does
not detect the existence of attacker and anomaly classification.
Paper [9] created by Sinil Mubarak, et al. presents industrial
datasets with an ICS testbed. The approach describes a method
for data evaluation and anomaly detection presented on indus-
trial protocol Modbus. The data they used do not contain data
taken from other external sensors or external machines and
their state. Asuka Terai, et al. present in paper [10] cyber-
attack detection based on the monitoring system and data
evaluation. The approach is presented on a water distribution
testbed using industrial protocol OPC. The presented approach
is focused only on security incidents. In paper [11] Jonathan
Goh, et al. presented a secure water treatment testbed/dataset.
The dataset is highly used for data evaluation purposes and
detection of cyber anomalies in the industrial system due to
the precisely presented dataset consisting of many industrial
parts (physical one). The EtherNet/IP protocol is used as a
transmission protocol.

Paper [12] described Franck Sicard, et al. developed a
physical testbed for naval defense security. In their paper,
they describe four possible attacks on that testbed including
its detection. In their testbed, they use S7 communication
protocol. The resulting dataset contains heterogeneous data
due to the heterogeneity of the test environment. Jehn-Ruey
Jiang and Yan-Ting Lin presented in their paper [13] anomaly
detection technique via deep learning methods. The approach
is based on powergrid dataset that uses the Modbus commu-
nication protocol. In their paper, they focused only on the
detection of security anomalies. Jehn-Ruey Jiang and Yan-
Ting Chen presented in their paper [14] anomaly detection
and its classification using network traffic. In their paper,
they performed the classification of a total of six attacks, i.e.

they performed the classification of security anomalies. Their
research was based on two publicly available datasets.

Table I provides a summary of the mentioned papers in
terms of the parameters assessed. From the table, it is visible
that most papers are focused on security anomalies (incidents).
Based on the analysis, the approach of evaluating all types of
anomalies is not yet used in the current literature. Similarly,
the use of additional/redundant sensor data sources and their
processing is not frequent. There is also no intersection
between early-fault detection and security anomaly detection
within industrial networks. There is also no clear definition of
the different types of anomalies within the current literature.
For this reason, the individual data had to be obtained by
classifying the different approaches of the compared papers
into defined sections. Values that could not be derived from
the content of the paper are marked with a question mark.
From the state-of-the-art analysis, it was also found that many
papers do not deal with operational anomaly detection and if
they do it is typically in combination with early-fault detection.
However, many times it is difficult to deduce from the text of
the work whether it is possible to perform not only early-fault
detection but also anomaly detection at the current time and
vice versa.

TABLE I
CURRENT STATE OF THE ART

Paper Year RS Protocol
Anomaly

EFD Variable data
Sec. Oper. Serv.

[3] 2018 No GOOSE Yes No Yes No Yes

[4] 2019 No ? No No No No Yes

[5] 2021 Yes ? No No No No Yes

[6] 2022 No ? No Yes No Yes Yes

[7] 2022 No ? No Yes No No Yes

[8] 2022 No ? No Yes No Yes Yes

[9] 2021 No Modbus Yes No No No Dataset

[10] 2017 No OPC Yes No No No Yes

[11] 2017 No EtherNet/IP Yes No No No Yes

[12] 2022 No S7 Yes No No No Yes

[13] 2022 No Modbus Yes No No No Dataset

[14] 2022 No Modbus/S7 Yes No No No Dataset
The abbreviation Sec. stands for Security; Oper.: Operational; Serv.: Service; EFD: Early Fault Detection.

III. INDUSTRY 4.0 AND ANOMALY DETECTION
APPROACHES

The scope of the fourth industrial revolution called Industry
4.0 is very wide from the perspective of all possible compo-
nents and features, due to the integration of several digital
technologies and concepts in the manufacturing industry, such
as the Internet of Things (IoT), artificial intelligence (AI),
and big data analytics. Also the convergence of IT and
OT technologies opens hitherto completely isolated systems
to new threats (from the perspective of OT networks). OT
networks were not prepared for this convergence without the
effort of additional security features from the perspective of the
often-used legacy industrial environment (typically old devices
running over an insecure industrial protocol). Therefore, state-
of-the-art approaches must be used for the early detection and
classification of anomalies within industrial networks. Only
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through early detection of an intrusion (preferably just an
attempted intrusion) can potential damages such as production
downtime, data theft/manipulation, equipment damage, safety
risk (from the view of the industrial process), data exfiltration
(ransomware), malware infiltration (for later usage/backdoor),
etc. be avoided. Thus, one of the key aspects appears to be
the use of a digital forensic investigation architecture using
the maximum amount of data [15].

Anomalies, not only in industrial networks, define a con-
dition where an unusual or unexpected event has occurred
within an observed entity (object) that deviates from expected
states/values/patterns/behaviour. Based on the purpose and
combination of conditions, the anomalies can be divided into
three main categories, namely on: security anomaly, oper-
ational anomaly, and service anomaly. A security anomaly
includes any condition in which a security breach is attempted
and can be further divided into subcategories such as Denial
of Service (DoS), Man in the Middle (MitM), unauthorized
access, and Malware. This category of anomaly can cause
targeted network damage, data leakage, denial of service, etc.
Thus, it includes all cyber-attack related behavior. Typically
this kind of security breach can be detected by analyzing
the transmission medium using appropriate intrusion detection
and prevention methods and deep analysis such as machine
learning techniques or neural networks.

Operational anomalies include all conditions in which an
anomaly occurs from the perspective of individual devices as
such without the need for targeted intervention or damage.
Typically, these can be various types of faults on individual
pieces of equipment caused, for example, by material wear
or manufacturing defects. The consequence of such anomalies
may be deviations in production, and delays in transportation
or logistics operations. Operational anomalies can also include
early-fault prediction, or the use of data nuances to detect
a potential fault early and perform a timely service action
without the need to shut down the production process.

Service anomaly refers to all conditions in which an
anomaly occurs due to service interventions caused by im-
proper station/element configuration. This can include packet
dropping, overloading of some stations, lack of security fea-
tures, wrong cipher suite, communication errors, slow net-
work connection, excessive network traffic, etc. Some of
these events can be detected by collating data obtained from
redundant sensors, network traffic and values obtained from
individual stations.

IV. INDUSTRIAL TESTBED FOR ANOMALY
CLASSIFICATION

In order to perform validation testing of the proposed
method, i.e., using redundant sensors to classify the detected
anomaly, it is necessary to create an experimental site. Indus-
trial control systems typically work with mechanical devices,
their processes or states are monitored or controlled within
the process. End devices, i.e. controlled or monitored devices,
can be divided into actuators and sensors according to the
activity performed. An actuator represents an active device

in terms of the operation being performed, its purpose is
typically to perform an action (e.g. to close a tap) by means
of mechanical work. Sensors, on the other hand, are used to
monitor this quantity, i.e., for example, to monitor the flow of
a fluid through a monitored pipe by converting the observed
phenomenon into an electrical phenomenon (evaluable by
software). The resulting correlation, however, can be made
using data obtained from the aforementioned actuators and
sensors (controlling process) and additional sensors (which
are not designed to monitor the observed quantity within the
process, but to monitor quantities related to the state of the
equipment – for example, vibration). Fig. 1 shows the actuator
being controlled through the control station (green line) while
data from additional sensors are acquired (orange line). The
data is then evaluated at the monitoring and evaluation station
using machine learning structures.

ActuatorControlling station
Monitoring and 
data evaluation

Controling MonitoringControling Monitoring

Fig. 1. The principle of advanced data evaluation using redundant sensory
sources.

There are certain criteria that need to be taken into ac-
count when creating this workplace. The criteria are namely:
repeatability, reproducibility, extensibility, based on a real pro-
cesses, and data variability. The requirement for repeatability
focuses on the observed process and the possibility to perform
the same experiment repeatedly assuming identical or very
similar results. The requirement of reproducibility determines
the possibility to create an identical testbed based on the
knowledge of the monitored process. The data generated is
thus not dependent on a specific workplace, but on the process
being monitored. Another requirement is extensibility, which
defines the possibility to use other monitored processes or to
integrate existing workplaces into another structure, ensuring
mutual operability. Furthermore, it is necessary to take into
account the requirement for the veracity of the data, or the use
of real processes that are monitored and controlled in order
to present the possible use in practice and at the same time
to minimize the differences from the testbed and real use.
Related to this is the requirement for data variability, which
defines the variety of data within a process. In other words,
it is possible to generate different data for different scenarios,
and these data correspond to reality.

A. Testbed description – current state

Based on the established criteria, a testbed was designed.
This testbed is based on an anemometer that communicates
using the industrial Modbus RTU protocol. This anemometer
thus uses the Modbus protocol to acquire individual sensor
data such as wind direction and wind speed. It is thus a
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representation of a sensor that converts the mechanical rotation
of the blades relative to the base into an electrical signal,
which is then stored in the protocol memory blocks. These
register values are then read by the master station where the
individual values are stored. Additional data are acquired using
a 3-axis accelerometer. Using this data it is possible to identify
sensor position, individual vibrations, and acceleration. The
Raspberry Pi is connected via a USB cable to the RS-485
converter to achieve Modbus RTU messages. The acceleration
sensor (MMA7660FC) is capable to distinguish changes ±1.5g
(1 g = 9.8 m/s2). The structure is shown in Fig. 2, where the
sensor data taken from the anemometer are marked blue and
the additional data taken from the additional accelerometer are
marked purple. The accelerometer is rigidly attached to the
anemometer structure where the induced shocks are acquired.
Data is acquired from the accelerometer through the GrovePi+
hat, which is used to connect I2C and other analog ports.

Serial link (Modbus RTU)Sensor data

Raspberry PiAnemometer

I2C

U
S
BRS-485

Accelerometer Construction

Fig. 2. Mutual interconnection of anemometer and raspberry Pi.

B. Testbed Goals

To create a more purpose-built testbed, further expansion
of the workstation with Pulse Width Modulation (PWM)
controlled fans is planned. The aim of these fans is to simulate
a real environment. In this way, a high-quality dataset covering
different states will be obtained and, in particular, this dataset
will be diverse in terms of long-term measurements. In addi-
tion, other sensors will be placed within the workstation, such
as an ultrasonic ranger to measure the vibrations generated
by the ultrasonic signal. Subsequently, a data correlation of
the measured values from the testbed and the data obtained
from the additional sensors is planned. To perform anomaly
classification, scenarios focusing on security, operational, and
service scenarios will be developed. Based on their analysis,
patterns will then be identified and the data will be processed
by neural networks to automatically classify the data.

V. PROOF OF WORK

Using the current state of the mentioned testbed, proof
of the work is given in this section. With the usage of
an acceleration sensor (MMA7660FC) and data taken via
Modbus RTU, the two scenarios were described. The first
scenario is focused on the legitimate/normal behavior of the
testbed. The second scenario is focused on the operational

anomaly, so the anomaly behavior is simulated by adding
material to one of the rotor blades. The change in wind
direction was not considered in this experiment. The wind
force was simulated using compressed air. The purpose of this
proof of work is only to demonstrate the ability of the basic
correlation between the values obtained from the observation
of the process (obtaining anemometer readings) and the values
obtained from the anemometer. This experiment will be further
used to modify the proposed testbed and the use of individual
sensors.

Fig. 3 shows the correlation between the individual vibra-
tions as a function of the measured speed from the anemometer
in the case of normal operation with no anomalies occurring.
In the figure, the speed is shown in red, and the measured
vibration is in blue. The average measured velocity was
9.62 m/s, the average vibration rate was 3.24 m/s2, the median
measured velocity was 10.80 m/s and the vibration rate was
2.45 m/s2. Thus, the ratio of the median values of wind speed
and vibration in this case is 2.97 s.

Fig. 4 shows the correlation between the vibration and
the measured speed from the anemometer in the case of
an operational anomaly. The color coding is identical to
Fig. 3. The average measured velocity was 10.85 m/s, the
average vibration rate was 6.05 m/s2, and the median measured
velocity and vibration rate were 11.50 m/s and 5.20 m/s2,
respectively. Thus, the median wind speed and vibration ratio,
in this case, is 2.21 s. Compared to the normal condition, the
ratio was thus reduced by 0.76 s. The operating anomaly was
simulated by placing a 2 g load in one of the blades of the
anemometer. This is to simulate the clogging of the blade by
e.g. a layer of ice. The different scenarios were simulated to
achieve the smallest possible differences between scenarios,
but deviations still occurred. Therefore, the proposed testbed
needs to be refined to ensure data and state consistency.
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Fig. 3. Values obtained from anemometer and accelerometer - normal
behaviour.
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Fig. 4. Values obtained from anemometer and accelerometer - operational
anomalies.

VI. CONCLUSION

This paper focused on presenting three identified classes
of anomalies in industrial networks using additional sensor
data. Distinguishing these types of anomalies can help in
anomaly identification, maintenance planning, and activation
of appropriate response measures. A combination of available
network data as well as sensor data is needed for appropriate
resolution.

Subsequently, an industrial testbed was designed and par-
tially implemented to present these classes of anomalies to
obtain a robust dataset. The industrial testbed produced two
sensors where the deviations and correlation between mea-
sured wind speed and acceleration were observed. The wind
speed was obtained through the industrial Modbus RTU proto-
col and the acceleration was obtained using an accelerometer
mounted on the base of the anemometer. The first scenario
focused on the correlation during normal running, data was
acquired and the ratio of these values was evaluated.

The second scenario simulated an operating anomaly by
placing a load in one of the rotor blades presenting, for
example, the blade is covered by a layer of ice. From the
experimental test, anomalies were identified where the ratio
of wind force to total acceleration was 2.97 s in the normal
operation and 2.21 s in the second test. Thus, the difference in
values is 0.76 s. Thus, by using the designed testbed and the
available sensor gauges, it is already possible to differentiate
these conditions from each other in this condition and thus
identify the operating anomaly. This is despite the limitation
that the scenarios were not identical in terms of testing
(same wind speed at the same time for both scenarios) and
thus cannot be directly compared without incurring additional
errors. Thus, the proposed testbed could be used to acquire and
evaluate additional data using more types of sensory gauges
and to expose additional types and kinds of anomalies.
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Abstract—The conference paper focuses on the testing of
a polygon for the role of Power Line Communication (PLC) in
ensuring compliance with ISO 15118 and IEC 61851 standards
in Electric Vehicle Supply Equipments (EVSE). The study aims
to validate the effectiveness of the proposed polygon as a test
platform for evaluating the performance and interoperability
of EVSEs that utilize PLC technology for communication with
electric vehicle (EV). The proposed polygon is a reliable test
platform for evaluating the compliance of EVSEs with ISO
15118 and IEC 61851 standards, and can help in identifying and
resolving interoperability issues between different EVSEs and
EVs. The paper highlights the importance of ensuring compliance
with these standards for the reliable and efficient operation of
EVSEs, and demonstrates the potential of the proposed test
polygon as a useful tool for achieving this goal.

Index Terms—HLCP, HomePlug Green PHY, IEC 61851, ISO
15118, LLCP, PLC, test polygon

I. INTRODUCTION

As the demand for Electric Vehicles (EVs) continues to
increase, there is a growing need for efficient and reliable
communication systems between EVs and charging stations
(EVSEs). Power Line Communication (PLC) is one such com-
munication technology that is becoming increasingly popular
in the electromobility industry. However, before PLC can be
deployed on a large scale, it is crucial to test its functionality
and reliability in a controlled environment.

This conference paper discuss the importance of a test poly-
gon for testing PLC communication in electromobility. Paper
analyze the current state of PLC communication technology,
including its advantages and limitations. Moreover, investigate
the challenges facing the deployment of PLC communication
in the electromobility industry.

Furthermore, this paper will propose the concept of a test
polygon for testing PLC communication in electromobility.
The article describes the design and implementation of a test
polygon, including the selection of appropriate testing equip-
ment, test scenarios, and measurement parameters. Addition-
ally presents the results of testing and provide recommenda-
tions for future research and development.

This conference paper aims to provide insights into the im-
portance of testing PLC communication in electromobility and

the development of a test polygon for this purpose, similar to
[1]–[4]. This paper will contribute to the ongoing discussions
on the deployment of efficient and reliable communication
systems in the electromobility industry and provide insights
for policymakers, industry stakeholders, and researchers.

A. State of the art

The significant increase in the number of electric cars
and charging stations increased interest and the need for
a bi-directional communication protocol that would enable
effective and safe communication between the electric car
and the charging station. Current charging stations mainly
use the IEC 61851 communication standard, which uses very
limited functions for charge management and does not have
bi-directional communication.

In recent years, there has been a growing interest in ISO
15118, particularly in Europe. The European Union has rec-
ognized the importance of this protocol and has included it in
its directive on alternative fuels infrastructure. This directive
mandates that all public charging stations in the EU must
support ISO 15118 by 2025. For example, in Germany the
government has been particularly proactive in promoting the
adoption of ISO 15118. In 2016, the German Federal Ministry
for Economic Affairs and Energy launched a program called
”Living Lab” to promote the development and testing of
ISO 15118-compatible charging infrastructure. The program
involved a partnership between the government, automakers,
and charging infrastructure providers to accelerate the adoption
of ISO 15118.

ISO 15118 enables communication between the electric
vehicle and the charging infrastructure, allowing for features
such as bi-directional charging, secure communication, and
automatic authentication. Overall, the adoption of ISO 15118
is expected to increase as more countries and organizations
recognize the importance of this protocol in enabling ef-
ficient and secure communication between electric vehicles
and charging infrastructure. The protocol’s adoption is also
expected to be further accelerated by the increasing popularity
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of electric vehicles and the need for interoperability among
different charging networks.

B. Contribution

Test polygon for ISO 15118, IEC 61851 and PLC tech-
nology can bring significant advantages to the EV charging
infrastructure and automotive industries. It can help acceler-
ate the adoption of these protocols, improve interoperability,
and ensure the reliability and security of the communication
between electric vehicles and charging stations, ultimately
leading to a better user experience for EV owners. Polygon
will also bring new opportunities in the form of contract
research, development of new testing tools and methodologies.

II. STANDARD FOR EV CHARGING IEC 61851

IEC 61851 is an international standard that defines a com-
munication protocol for charging electric vehicles. This proto-
col is used to ensure safe and reliable charging of electric
vehicles in various situations and environments. The IEC
61851 protocol defines several types of charging modes. Each
of these modes has specific requirements for the equipment
used for charging, such as connectors, cables and charging
stations [5]. The table I shows the parameters of the modes.

TABLE I
MODES PARAMETERS ACCORDING TO IEC 61851-1 [6].

Mode: Charging Type: Max. Current: Max. Power:
1 Slow 16 A, AC, Single-Phase 3.7 kW

2 Fast 32 A, AC, Single-Phase
32 A, AC, Three-Phase

7.4 kW
22 kW

3 Rapid 62 A, AC, Three-Phase 43 kW
4 Ultra-Rapid 400 A, DC 200 kW

• Mode 1 – this mode does not require any special charging
equipment, except for a special cable with protective
elements and a connector to connect to the EV.

• Mode 2 – charging is carried by a special cable with
integrated protective elements. This cable contains a com-
munication interface and can be connected to a standard
socket or to a special charging station (EVSE).

• Mode 3 – uses special charging stations with protective
elements and a communication interface. Charging in this
mode is secured by introducing standardized charging
connectors and an interface for communication between
the EV and the EVSE.

• Mode 4 – mode for DC charging at a permanently
installed (EVSE). The EV can be charged using two
different connector systems: Combined Charging System
(CCS) and CHAdeMO.

The IEC 61851 also specifies various parameters for charg-
ing, such as voltage, current, frequency and protection ele-
ments, which ensure the safety and reliability of charging. In
addition, it defines communication protocols for communica-
tion between the EVSE and the EV, which includes vehicle
identification, charging status information, charging control
options, and more.

A. Principles of communication within IEC 61851-1

Communication within the IEC 61851-1 standard between
EVSE and EV is based on pulse width modulation (PWM)
between Control Pilot (CP) and Ground (GND) wires. The
main goal is to ensure the transmission of all the necessary
energy related information, so called Low Level Communi-
cation Protocol (LLCP). The figure 1 shows the individual
states/faults and the corresponding value of the PWM signal.
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Fig. 1. Indication of states and faults according to the PWM signal [7].

Voltage +12 V on the CP wire signals state A, which means
that the EV is not connected. After connecting the EV to the
EVSE, the positive value of the PWM signal amplitude will
be reduced to +9 V through a simple circuit, and state B is
signaled (EV connected). The start of charging is requested by
the EV by connecting an additional resistor to the circuit, the
voltage is reduced to +6 V and status C (charging) is signaled.
If additional ventilation is needed, an additional resistor is
connected and the voltage value of the PWM signal drops to
+3 V, state D is indicated (ventilation required). In states A–D,
the negative part of the PWM signal must be -12 V. State E
indicates a problem on the EVSE side and state F indicates
that the EVSE is not available. Reliability of communication
even during interference is ensured by the permitted deviation
for the voltage level and distortion of the PWM signal.

The second parameter that can be transmitted as part of
the communication is the maximum value of the current that
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the EV can take from the EVSE or grid. The information
about the maximum value of the current is transmitted by duty
cycle of the PWM signal. The transmission of this information
is critically important to ensure the stability and security of
the grid by preventing overload. The circuit for ensuring IEC
61851 communication between EV and EVSE is shown in the
figure 3.
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Fig. 3. Simplified circuit diagram for communication between EVSE and EV.

III. COMMUNICATION PROTOCOL ISO 15118

ISO 15118 is a communication protocol standard that facil-
itates the communication between EV and EVSE. It specifies
the information exchange requirements, communication se-
quences, and messages for bi-directional communication. Key
component of the ISO 15118 standard is the High-Level Com-
munication Controller (HLLC), which allows the use of High
Level Communication Protocol (HLCP) [8]. The HLLC serves
as the interface between the EV and the EVSE. The HLLC
is responsible for managing the communication between the
EV and the EVSE, and ensuring that the communication is
secure, reliable, and efficient. The HLLC performs several key
functions:

• Authentication – HLLC ensure that EV and EVSE
are authorized to communicate with each other. This is

important for security reasons, as it prevents unauthorized
devices from accessing the EVSE.

• Identification – verifying that EV and EVSE are com-
patible with each other. This ensures that the EV and the
EVSE can communicate effectively and efficiently.

• Session establishment – is responsible for establishing
a secure communication session between the EV and
the EVSE. This involves negotiating the communication
parameters, such as the communication speed and the
encryption algorithm.

• Message exchange – is responsible for managing the
exchange of messages between the EV and the EVSE.
This includes sending and receiving messages, as well as
managing message errors and retries.

• Security – ensuring that the communication between the
EV and the EVSE is secure. This involves encrypting the
communication and using authentication mechanisms to
prevent unauthorized access.

A. Implementation of High Level Communication

The figure 2 shows the principle of communication between
EV and EVSE within the ISO 15118 protocol using PLC
technology, which is described in the chapter IV. The existing
communication according to IEC 61851 is further extended by
PLC modems of the HomePlug Green PHY (HPGP) standard.
Modems implement the necessary functions to ensure bi-
directional secure communication, according to the ISO 15118
protocol.

HPGP Modems are specifically designed for emobility
applications and have the SLAC (Signal Level Attenuation
Characterization) protocol, which is designed to meet the
requirements of the ISO 15118 protocol. SLAC is a protocol
that enables the EV and the EVSE to establish a secure
communication channel and exchange authentication and au-
thorization information. SLAC protocol involves several steps:

• Synchronization – synchronization process ensures that
both the EV and the EVSE are synchronized to the same
frequency and time.

• Network Discovery – EV and the EVSE start the net-
work discovery process to discover each other on the
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Fig. 2. HLCP implementation between EVSE and EV [9].
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power line network. The EV sends a broadcast message to
discover available EVSEs, and the EVSE responds with
a unicast message.

• Link Setup – process establishes a communication link
between the EV and the EVSE. The link setup process
involves several steps, including signal quality estimation,
link negotiation, and key exchange.

• Authentication – ensures that the EV and the EVSE are
authorized to communicate with each other. The authen-
tication process uses advanced encryption algorithms to
protect the transmitted data from unauthorized access.

IV. ROLE OF THE PLC IN EMOBILITY INDUSTRY

In the context of ISO 15118, PLC is used to establish
a communication channel between the EV and the charging
station. This communication channel is used for a range
of functions, including authentication and authorization, data
exchange, and control of the charging process.

One of the key benefits of using PLC for EV charging is that
it eliminates the need for additional wiring or infrastructure.
This makes it a cost-effective solution that can be easily
implemented in a range of different environments. It also
provides a reliable and secure communication channel, which
is crucial for ensuring the safety and efficiency of the charging
process.

A. HomePlug Green PHY

HomePlug Green PHY (HPGP) is a communication technol-
ogy that is used for powerline communication (PLC) in various
applications, including the electric vehicle (EV) charging
infrastructure. One of the key advantages of HomePlug Green
PHY is its energy efficiency. The technology includes power
management features that enable the EV charging process to
be more energy-efficient. This is particularly important during
peak demand periods when the electricity grid is under strain.
HomePlug Green PHY helps to minimize the impact of EV

charging on the grid by reducing energy consumption during
the charging process [10].

The HomePlug Green PHY technology is also highly adapt-
able, making it an ideal solution for the evolving EV charging
infrastructure. The technology can be used in conjunction
with other communication technologies, including cellular
communication and Ethernet, to provide a seamless and secure
communication channel between the EV and the charging
station.

HPGP is directly based on the previous HomePlug AV
(HPAV) standard, which was primarily intended for broadband
transmission of audio and video content. HPGP share several
similarities with in terms of their physical layer technology,
interference mitigation techniques, security mechanisms, back-
ward compatibility, standards compliance, and energy effi-
ciency. HPGP focuses mainly on reliable and energy-efficient
communication instead of high data rate. The table IV-A
describes the differences between HPGP and HPAV standards.

TABLE II
COMPARISON OF THE HOMEPLUG AV STANDARDS.

Parameter: HP AV HP GP
Freq. Band 2–30 MHz 2–30 MHz
Modulation OFDM OFDM
Number of subcarrier 1155 1155

Subcarrier modulation BPSK, QPSK,
16–1024 QAM QPSK

Supported data transfer ROBO (up to 10 Mbit/s)
ABL (up to 200 Mbit/s) ROBO

V. CONCEPT OF THE TEST POLYGON

The designed test polygon, shown in the figure 5, presented
in this article, provides a controlled environment for testing the
implementation of IEC 61851 and ISO 15118 protocols within
EVSE of various manufacturers. It is designed to simulate
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Fig. 4. Block diagram of the proposed test polygon.
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conditions and test the performance and reliability of EV
charging systems under different scenarios.

The test polygon is designed to exactly match the logical
topology of EVSE – EV communication and IEC 61851
and ISO 15118 standards. The part representing the EV is
made up of several sub-units. To simulate the individual states
according to IEC 61851, described in the subsection II-A,
a simple analog circuit was designed, which simulates the
individual EV states using a dip switch and several resistors.
An oscilloscope is connected to the analog circuit simulating
EV to measure the voltage level of individual states, their
visualization and communication diagnostics. The simulation
of energy consumption is realized by a DIN socket connected
to the EVSE. The polygon also include a PQ (Power Quality)
monitor for control measurement of current drawn by load
connected to socket.

Polygon also enables communication testing according to
the ISO 15118 protocol. For this purpose, two HPGP modems
are deployed in the polygon, which are capable of simulating
the entire communication between EVSE and EV or testing
real EVSE with the use of EV side HPGP. Modems implement
High Level Communication (HLC), which was described in
more detail in subsection III-A. Using the Open-PLC-Toolkit,
the diagnostic PC (Raspberry Pi) also enables monitoring of
parameters such as SNR (Signal to Noise Ratio), data rate on
physical layer or tone mask. The assembled polygon shows
the figure 5.

Fig. 5. Assembled polygon for EVSE testing.

In the figure we can see a real EVSE measurement with
implemented IEC 61851 communication. The oscilloscope
displays the current charging status and ccurrent draw defined
by duty cycle. The constructed polygon will be further ex-
panded with other elements such as alternative HPGP modems,
advanced EV simulator and SW tools.

VI. CONCLUSION

The article describes the design of a polygon for testing
the IEC 61851 and ISO 15118 standards for communication
between EVs and EVSEs. In the individual chapters, the IEC
61851 and ISO 15118 protocol are described in detail. Part of
these chapters is also the role of PLC communication, specif-
ically HomePlug Green PHY and its application within the
mentioned ISO 15118 communication protocol. The designed
polygon is first presented on a block diagram and the individ-
ual parts of the polygon and their meaning and function are
described. Subsequently, an image of the constructed polygon
during real EVSE testing is shown. Polygon is currently used
for testing several charging stations with the implemented IEC
61851 protocol.

Future work will focus on the design of test scenarios,
collection and evaluation of measured data, design of mea-
surement methodologies and possible HW and SW expansion
of the polygon.

This work was supported by the Technology Agency of
Czech Republic project No. TK05020114, Czech Republic.
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