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Design of 6 4 digit multimeter

Martin Petrek!
! Department of Electrical and Electronic Technology, Brno University of Technology, Czech Republic

E-mail: martin.petrek@vutbr.cz

Abstract—Paper summarizes individual parts of DMM (digital multimeter) and how they
work. Design approach in comparison to commercial solution is in the thermal stabilization
of the whole analog assembly. DMM has 8 custom designed PCBs (printed circuit board):
Processor PCB, Keyboard and input backlit PCB, Analog PCB, Voltage reference PCB,
Thermostat PCB, AC/DC PCB and LDO (Low dropout voltage regulator) PCB. User
interface, program, thermal stabilization and mechanical construction are also described.

Keywords— 6 Y digit multimeter, LTZ1000A, design, testing, bench multimeter,
measuring device, ovenized multimeter, DMM, precise instrumentation

1. INTRODUCTION

In 2019 | decided to design and built a precise bench multimeter with thermal stabilization on budget,
with parameters as in Table I: Projected parameters. After few design iterations and talks to experts | let
out the budget limitation and continued designing. After a year of intermittent design, | started the
process of gathering parts and finances to build the first prototype as you can see in the Figure 2: First
prototype. In time of writing this paper, first prototype is built and now it is in process of programming
and solving all problems which every first prototype has.

2. COMPONENTS AND PCB’S
Multimeter can be divided into block diagram showed in the Figure 1: Block diagram

User interface: Measured values are displayed on 3.5” Nextion touch screen [7]. It uses its own

48 MHz microcontroller and data are transferred to it via serial bus at speed of 115200 baud. Display is
programmed in its own language. For most used actions, such as change of measuring function or
START/STOP of acquisition, there is membrane keyboard with custom backlit. Banana input is also
backlit for visual representation of used input terminals.

Program: Microcontroller of DMM, two-core 32bit 240 MHz ESP32 is programmed in C/C++. First
core is used for programming ADC (analog to digital converter) digital filter, starting conversions and
reading its result. Result is in a format of 32-bit binary number which is converted to decimal number.
Slope and offset are added according to measured function and range. Acquisition frequency can be
determined either by NPLC (number of power line cycles) or Sa/s (Samples per second). When NPLC
is higher or equal to one, then ADC will start new conversion on every rising and falling edge of mains
sinus. After desired number of NPLC the results are averaged and displayed. There is also filtering
which happens inside of ADC which can’t be explained due to size restrictions of this paper. Second
core handle practically everything else: preparing and sending data to Nextion display as well as reading
data from Nextion display, reading keyboard state, power button state, controlling input and keyboard
backlit, changing ranges and controlling circuitry of Analog PCB. DMM can be also controlled through
SCPI commands which are processed with second core. For now, it accepts commands via USB, but
ESP32 has built in Wi-Fi and Bluetooth.

Thermal stabilization: Change in temperature can affect the parameters of all components. To fight
this, DMM not only use stable resistors with very low thermal coefficient, but it also has ovenized analog
PCB with reference PCB. This is done with fully analog thermostat regulator [1] with small processor
cooler inside of thermally isolated 3D printed box where analog and reference board are located. This
mean that maximum temperature of multimeter will by determined by oven temperature subtracted with
temperature raise caused by self-heating of components. Minimum temperature, on the other hand, will
be determined by isolation effectivity of box and power of heater which is about 30 W. To measure the
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temperature and its stability inside of oven, there is platinum resistance thermistor and 24-bit ADC on
Analog PCB.

Mechanical construction: Whole body is assembled with laser cut and CNC bent 1 mm thick stainless
steel. This 4-segment body holds all PCBs and acts as most outer EMI shield. Front and back of the
multimeter are finished with 3D printed PLA panels. In the middle section of the multimeter a

3D printed containment with very low infill, acting like thermal insulation for proper working of
thermostat. This middle section is also isolated with stainless steel sheets for EMI shielding.

PCBs: The multimeter has total of 8 PCBs with 2 and 4 layers.

Processor PCB: 2-layer PCB. It is an important part of user interface which controls all backlit LEDs
with three eight-channel serial to parallel convertors [8] and drivers. Keyboard and power button presses
are monitored with parallel to serial converter. Microcontroller is socketed for easy change. Buzzer is
used for sound notification.

Keyboard and input backlit PCB: 2-layer boards for custom backlit of keyboard keys and input
banana plugs. Keys are backlit with red/green and white color LEDs depending on key usage. Input
banana plugs are backlit with green LEDs only.

Analog PCB: 4-layer board. Board has four front ends for measuring voltage, voltage with high
impedance, small currents (I <= 10 mA) and medium currents (I <= 1 A). Every front end has multiple
protections in front and within it. First protections are high-energy fuses which are protecting against
longer lasting overloads and are capable to safely disconnect multimeter from measured circuit. There
is 440 mA fuse for small currents and all voltage measurement front ends and 3 A fuse for medium
currents front end. MOV and gas discharge tube are also located in front of voltage measurement front
ends. Schottky diodes, Zener diodes and TVS diodes are protecting sensitive component inside front
ends. With combinations of front ends it is possible to measure: resistance in 2W or 4W mode, diode,
continuity, temperature and capacitance. Signal from these front ends is switched with analog
multiplexers, buffered, filtered and fed to 32-bit SAR Oversampling ADC LTC2500-32 [3] with
configurable digital filter. In ADC is analog signal quantized to digital signal which is transmitted to
MCU via optocoupler. Used ADC has fully differential inputs, but in effort to reduce noise, there is no
circuitry to convert input signal to fully differential mode. Instead, negative input of ADC is connected
to Vrer/2 and positive input of ADC is just buffered with op amp and is ranging from GND to Vger.
This lowers the resolution of ADC to 31-hits, which is still more than sufficient resolution for count of
1000 000. Ranges are set with combination of analog multiplexers, relays and anti-serially connected
P-Channel MOSFETSs. All relays, MOSFETSs and analog multiplexers are controlled though four eight-
channels serial to parallel convertors. All digital signals are galvanically isolated from Processor PCB
via two six-channel optocouplers.

Voltage reference PCB: 4-layer PCB with most stable, voltage reference on chip, which you can buy
in quantity of one. LTZ1000A [2] is buried Zener diode with its own heater for lowering thermal
coefficient to only 0.05 ppm/°C [2]. This is achieved by heating diode to stable temperature which do
not change with ambient temperature. How stable the temperature will be is determined by resistors
used in controlling circuitry. 0.02 ppm/°C foil resistor [6] and 8 ppm/°C resistor networks [5] are used
in first prototype for setting temperature and current trough Zener diode and for lowering its output
voltage from circa 7.2V to 5 V.

Thermostat PCB: 4-layear PCB. Schematic from “Thermal compensation of the optical RF delay lines
for SPS damper” [1] slightly modified by me. Used and modified with author's permission. Board is
designed by me to fit inside the multimeter.

AC/DC PCB: 2-layer PCB. It takes mains AC 230 V and convert it to more manageable DC voltages.
Transformer is used for processor board power supply because its sinus output is used for synchronizing
a frequency of ADC conversions with mains to reduce noise. All AC/DC and DC/DC convertors are
medical grade. Output from this PCB is 6 V 2 A AC, 3.3 V signal for mains frequency synchronization,
+9V 1670 mA DC, = 15V 200 mA DC and +5 V 6 A DC with -5 VV 200 mA DC for Thermostat PCB.

LDO PCB: 4-layer PCB. It uses Ultralow Noise, Ultrahigh PSRR Linear Regulators [4] to filter a
voltage from AC/DC, DC/DC convertors and transformer. Output from this PCB is +5 V 1.5 A DC for
Processor PCB and +0.5 V 10 mA DC, + 2.5V 200 mA DC, +4.5V 10 mA, +5V 400 mA DC, +5V 1
A DC, 2x +14 V 200 mA DC, -5V 200 mA DC, -14 V 200 mA DC for Analog board.
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Nextion display

Keyboard

Figure 2: First prototype
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Table I: Projected parameters

Count 1 000 000
Best accuracy 10 ppm for 10 V DC rage
Function Range Best resolution
DC Voltage 10 mV —-1kV 10 nV
AC Voltage 10 mMVpp—1 kVpp 10 nVrums
DC Current 10nA-1A 10 fA
AC Current 10 nAp-p— 1 Ap-p 10 fArms
2W Resistance 1 Q- 100 MQ 1pQ
4W Resistance 1 Q—100 MQ 1pQ
Diode 2 V, selectable current: 1 uV
100 pA -10 mA
Temperature RTD —depends on type 100 p°C
Continuity Programable current depends on frequency

of ADC conversions

4. CONCLUSION

I'm only to see if I managed to complete all projected parameter with this first prototype. Right now,
I’'m in process of programming and multimeter works like it is designed. It was my most challenging
and longest lasting project. My eventual goal is to make it my bachelor project, but for that | have more
than a year.
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Modelling of Electric Traction Vehicles with
Regard to the Power Quality and Dynamics
of Operation

J. Bures?, and J. Klusacek®
1Dept. of Electrical Power Engineering, FEEC, Brno University of Technology, Czech Republic

E-mail: 220755@vut.cz, klusacekj@vut.cz

Abstract—The article deals with modelling of traction vehicles being operated in the
Czech Republic in the 25 kV/50 Hz power system with respect to their consumption quality
and power consumption. Models of typical locomotive categories, sorted according to their
electrical equipment and typical power quality, were created in PSCAD . The models are
able to simulate the locomotives dynamical operation up to the detail of power quality.

Keywords—Electric traction system, power quality, locomotive, equation of motion,
PSCAD

1. INTRODUCTION

The aim of the article is to show the consumption quality of traction vehicles as a result of different
topology of traction equipment of real locomotives. The main motivation is to observe the effect of
traction vehicles on the traction feeder (TF) and the conversion transition from traction transformers to
static converters [1]-[3]. Simple models representing the real traction vehicles enable simulation of the
realistic train operation, powered from the 25 kV/50 Hz traction power system (TS) and to observe the
effects that individual vehicles have on the TF. Individual parametrization of a train set in combination
with external description of motion brings the possibility of evaluation both on the level of power flow
and also in the detail of power consumption quality criteria: 1) current waveform harmonic distortion,
2) power factor and 3) total distortion ratio TDR = /13,5 — I?/1;, where Irus is RMS value of the current
and 1, is RMS value of the fundamental [4]. If there are more trains present on the line, it is possible to
simulate and evaluate how they mutually affect each other during the operation with the option to choose
the distance “TF-train” or “train-train”.

2. MODELLING OF A LOCOMOTIVES

Three simplified models of locomotives, called Loc 1, Loc 2 and Loc 3 where created in order to
simulate the consumption character of real locomotives used in the Czech Republic. The differences are
represented in Figure 1. Loc 1 uses a transformer with 32 taps, full-wave rectifier and DC traction motor
as their traction equipment. The model obeys this topology while DC motors are replaced by resistors.
The character of the current consumed from the catenary line (CL) is determined by the topology and
by high inductance of the traction equipment of locomotives thus the current is deformed. Loc 2
represents locomotives which consists of full-wave rectifier, DC-DC step-down converter with thyristor
and DC traction motors. The waveform of the consumed current is distorted similarly as for Loc 1 but
the waveform is rippled with pulse-width modulation of the DC-DC converter (switching frequencies
33 1/3 Hz, 100 Hz and 300 Hz, depending on operational state). The Loc 3 traction equipment consists
of transformer, active rectifier with a DC filter, three-phase DC-AC inverter and asynchronous traction
motors. In the model, an active rectifier is used on the secondary windings of the transformer, where the
asynchronous motor is represented by a current source that allows the power to be varied and capable
of reverse the current direction. The consumed current is sinusoidal with superposed ripple caused by
the pulse width modulation, attenuated by the input filter [5]. Replacing traction motors with a resistor
or current source on all locomotives is a relevant solution because of the power draw and the effect of
traction motors on the quality of the draw is neglected in this stage. Due to simplification of the traction
equipment topology of the locomotives and of the simulation data, the waveforms of consumed current
are idealized in contrast with the reality, nevertheless they show the typical signs and are sufficient for
the demonstration of the difference in consumption quality of real locomotives.

13
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Figure 1: Simplified diagrams of Loc 1, Loc 2 and Loc 3 traction circuits with the character of the
consumption current waveform.

3. DESCRIPTION OF THE MECHANICAL MOTION OF THE TRAIN

Except of the consumption quality simulation, a simulation of train motion and consumption evaluation
at the level of energy flows. Train motion is described by means of the equation of motion that expresses
the total mechanical torque Mmech On the shaft of the locomotive:

Muecn, = Ma(s) + Mp(w) +] 52 = Ma(s) + kg - @ +] - Giax, (1)

where Ma(s) is the torque depending on the track slope, s is the track slope, Mg(w) is torque needed to
overcome the driving resistance, kg is the coefficient representing the torque needed to overcome the
driving resistance, w is the angular speed of the axle, J-dw/dt represents the acceleration torque, where
J stands for the total torque of inertia of the train and amax is the maximal possible angular acceleration
in the actual locomotive state. The mechanical power is calculated as:

Pmech=Mmech'w=MA(S)'w+kB'w2+]'amax'w. 2

Both of the equations are used for the torque characteristics of individual traction vehicles. It is divided
into the area of constant power and constant torque. Demonstrative example of torque characteristics
and mechanical power dependency on angular velocity of the axle of the locomotive class 242 is shown
in Figure 2. Implementation of the equation of motion into individual models uses the law of energy
conservation when mechanical power in the equation of motion corresponds with the electrical power
of the resistive load in the locomotive models. This equivalence is provided by power regulator
preserving the equivalence of calculated mechanical power of the locomotive and the active electrical
power at the locomotive input for Loc 1 and Loc 2. Loc 3 holds the DC link voltage thus providing the
power control.

4 . . . . 150
\ _Pmech .
— —M
=3 mech | 125 £
=] Z
=2 100 =
[5] Q
Q (7]
E 1 475 SF
0 Il L @ L L L 50
0 10 20 30 40 50 60
w (rad/s)

Figure 2: Torque characteristic including dependence of mechanical power on axle angular velocity of
locomotive class 242.
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4. SIMULATION OF THE OPERATION

The analysis of mutual influence of locomotives with different traction equipments and different
nominal powers uses a model of CL with a TF 25kV/50Hz. The functionality of this model is
demonstrated by models Loc 2 and Loc 3 (Figure 3).

7 ™

ks '
25 KV/S0 Hz {1

o EQ ﬁ HM
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Y
+

Figure 3: Model of single-track line with Loc 2 and Loc 3.

Consumed electric power of these locomotives is controlled to be equal as the mechanical power which
is a result of the equation of motion (2). Figure 4 shows performance of the power regulators in Loc 2
and Loc 3 with different nominal powers; Loc 2 represents locomotive class 362, with nominal power
3060 kW and Loc 3 represents locomotive class 380 with nominal power 6400 kW. The Figure 4 shows
the situation that only one locomotive is being operated on CL and it can be seen that in both cases the
consumed electric power is in accordance with the calculated mechanical power after the initialization
of the regulators. The power consumed from the TF is increased by the losses in the CL sections, having
impedances Z; and Z,. The impedance per km value is (0,26+j0,45) Q/km according to the [6], for
single-track. The rail impedance is omitted due to the fact that its value is by order of magnitude lower,
than impedance of the CL.
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Figure 4: Mechanical power from motion equations and electrical power at the feeder during solely
Loc 2 and solely Loc 3 acceleration.

o

In the next scenario, the simulation of Loc 2 and Loc 3 influencing each other is presented. The resulting
power drawn from the electrical station is shown in Figure 5. The scenario begins with the start of Loc 3
up to power 3060 kW (see part 1), which is also the nominal power of Loc 2. In the part Il, the power
consumed from the electrical station is increased as the Loc 2 increases the power up to nominal
3060 kW while Loc 3 still consumes 3060 kW. In the part I, the electric energy from Loc 3 is being
recuperated back to the CL by 3060 kW of power and Loc 2 still consumes 3060 kW. The power
supplied from Loc 3 to Loc 2 during the recuperation is decreased by the loss power in the impedance
Z,, which is compensated by the power from the feeder. The locomotives are 1 km apart from each other
at CL. In the part 1V, the electrical station is loaded by the Loc 2 power only.
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Figure 5: Flow of power drawn from the feeder during Loc 2 and Loc 3 operation.

Figure 6 shows waveforms of the feeder currents which is a sum of both locomotives currents. It is
obvious that although the power supplied and the power consumed of Loc2 and Loc 3 are in
equilibrium, the energy exchange between the TS and the DS occurs. Disregarding the loss power in the
catenary it is being generally classified as a non-active power.
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Figure 6: Current fed from the feeder during Loc 2 and Loc 3 operation.

5. CONCLUSION

According to the real topology of traction equipment, the simplified models that keep the basic principle
of real traction vehicle behavior were created. Therefore, the influence of traction vehicles on
25 kV/50 Hz TS could be simulated to the detail of the power quality. The comparison of Loc 2 and
Loc 3 by means of TDR has been demonstrated and the model has been tested simultaneously. The
scenario of operation of two locomotives of different quality consumption points out the interaction of
two locomotives by means of sum of the currents at the TF. The locomotive models can be also used for
study and analysis of traction vehicles interaction with filtering-compensating devices connected to the
TS or with other types of electrical stations, e.g. static converters. Models are universal so they can be
parametrized by nominal parameters of various traction vehicles. Moreover, the Loc 3 can be enhanced
with models of static converters of various topologies, being deployed in the modern traction vehicles.
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Abstract—This article deals with the smart home and technology stack behind for properly
secure and reliable system. Clarify different approaches to communication protocols and
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multiple brands. The main benefit of the model is the expansion of awareness of the general
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1. INTRODUCTION

This article provides an introduction to home automation and introduces the technologies used for com-
munication between devices. It also discusses the issue of compatibility of devices from different man-
ufacturers on the Home Assistant platform. This platform is the most widely used open-source platform
for home automation and IoT(Internet of Things). Many manufacturers officially support integration into
Home Assistant and those that have not done this are often covered by the community with their support.

2. HOME AUTOMATIONS PLATFORMS

In today’s market is a lot of options to choose from. Some manufacturers developing own platforms,
but if you choose one of these platforms, you are vendor-locked probably for the rest of your life.
And thus you are forced to buy all the equipment from one manufacturer. Another key difference
between home automation platforms is where services are hosted. A lot of these systems are cloud-based,
meaning that once your internet goes down you lose all the smart features. Sometimes even the actual
functionality of switches and other smart devices is affected. Another downside to these cloud-based
systems is the legitimate privacy concerns about these very personal data, with all of these devices
providing information about your behaviour in the home, from data like when you usually come home
to when you turn off the last light and head to bed. That’s why our chosen system is Home Assistant,
which, unlike cloud solutions, runs on a local device, so all the data doesn’t need to leave your private
network. Another indisputable advantage of Home Assistant is its ability to be completely customised
to the user’s requirements and the countless official integrations and add-ons.

2.1. Home Assistant

Home Assistant is free open-source software for creating and controlling home automation. It is a
complete hub for smart home. The main application is written in python and the first version was
released in 2013. According to the GitHub State of the Octoverse!, in 2020 it became the second largest
open-source project by number of contributors that is written in python. Home assistant also has apps on
android, i0OS and watchOS. Most commercial IoT and Home automation products have an official add-on
available for this system, there are over 1700 of these official add-ons available. Home assistant’s biggest
focus is on security. It is a local solution therefore the data is not stored anywhere but on your device, this

IBased on statistics published on https://octoverse.github.com/
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is one of the biggest advantages over cloud services and other proprietary systems. It can also connect
to well-known home automation ecosystems such as Google Home, Apple HomeKit, Mi Home, IKEA
Smart Home. With an emphasis on security, it is possible to set which entities will be available for each
of these services. Ul (User interface) of home assistant is named Lovelace and an example of dashboard
created in Lovelace you can see in Figure 1.
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Figure 1: Home Assistant Ul Lovelace[1]

3. COMMUNICATION TECHNOLOGY
This section describes the communication technology that is used on the smart home model.

3.1. MQTT

MQTT (Message Queueing Telemetry Transport) is a communication protocol originally developed by
Andy Standford-Clark and Arlen Nipper in 1999 for the transmission of oil pipeline monitoring data from
the desert, so it emphasizes efficient use of the data stream, overall lightweighting and low battery require-
ments. The name is historically derived from the IBM MQ product line. IBM standardized this protocol
with the OASIS (Organization for the Advancement of Structured Information Standards) standard, then
version 3.1 also received ISO (International Organization for Standardization) standardization. MQTT
is a publish/subscribe protocol that introduces the concepts of client and broker as shown in Figure 2.
The broker receives all messages from each client and then forwards them according to the subscription
topic to the clients. The information is organized by “topic”. MQTT is based on the TCP (Transmission
Control Protocol) protocol, which can be encrypted using TLS(Transport Layer Security)/SSL(Secure
Sockets Layer). Both client and broker must have a TCP/IP stack. [2]
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Figure 2: Schema of MQTT communication protocol [3]

The main advantages of MQTT [4]

* Lightweight protocol with the main focus on data minimization
* Topic based protocol for controling scope of recepients

 Easy scalability up to millions of devices

L]

QoS (Quality of Service) specifying the importance of the messages sent

» TLS provides communications security over a computer network.

3.2. ZigBee

Zigbee is a mesh wireless protocol. It strengthens and expands the network by using a device to relay a
signal to other devices. When compared to Wi-Fi, the advantage is lower energy consumption. The most
recent version, ZigBee 3.0, promises improved device and version interoperability.

ZigBee2MQTT is the layer that translates ZigBee device messages to the MQTT broker and vice versa.
The main advantage is then a unified communication platform. Schema of communication through
Zigbee2MQTT and broker with the home assistant you can see in Figure 3.

}gbee =
Home automation
software [€—— MQTT —> g'gﬂ Brok.er [€— MQTT —> i QTT Zigbee
(E.G. home assistant) (B mEEmiis)
Zigbee
[}

Figure 3: Schema of ZigBee2MQTT [5]

3.3. Wi-Fi

Wi-Fi is a set of wireless network protocols based on the IEEE 802.11 standard family. The 2.4 gigahertz
(120 mm) UHF (Ultra High Frequency) and 5 gigahertz (60 mm) SHF (Super High Frequency) radio
bands are the most often used for Wi-Fi, and both bands are split into several channels. In our case,
Wi-Fi devices will use a some proprietary protocol or directly MQTT as a communication protocol.

4. SMART HOME MODEL

This section is describing the construction and used communication technologies in our model.
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4.1. Communication

Our smart home model uses a combination of these communication protocols. The main gate of commu-
nication between devices and the backend is the MQTT broker. For ZigBee devices, we use translating
layer of ZigBee2MQTT which translate messages between these two layers of communication. Some
devices use proprietary protocol on Wi-Fi, with device manufacturer integration to communicate.

4.2. Construction

The frame structure itself is aluminium and is divided into six rooms, each representing a different
segment of the house. For example, in the utility room there is a water meter, a water leak sensor and a
light bulb simulating a valve to close the main water supply. In programmed automation, when a water
leak is detected, the water supply is stopped and a notification is sent to the owner.

4.3. Devices used in model

The model combines Sonoff, Aqgara, IKEA and our ESP32 device. Different types of switches are used
such as fully wireless, wired without neutral. Furthermore, the combination of bulbs both via Wi-Fi and
ZigBee. Smart sockets built directly into the installation box, smart attachments to existing sockets or
switches for existing sockets. Camera system with motion detection and motion detector itself.

5. CONCLUSION

The aim of this article is to improve the overall availability of Smart home systems, with the desired
result being an increased number of smart homes practising effective energy management.

The second section is sum up home automation platforms and introduces the chosen one the Home
Assistant The Home Assistant platform is rapidly evolving and keeping up with the trends of the times,
which is why the current emphasis is on energy management. It includes pre-made dashboards and charts
for solar panels and other sustainable sources.

The third section shows a variety of communication technology and shows their advantages. The model
shows the possibility of interconnecting devices from different manufacturers into one platform using
MQTT with multiple end-to-end communication sources.

This model will be used as a demonstrator of a smart home and will create space for the implementation
of new final theses on this topic.
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Abstract—This work deals with the design and development of a time domain reflectometry
method based handheld tester for microphone cables. The main aim of the work is to adopt
a suitable measuring method for locating faults in microphone cables, develop electrical
design and realize its practical implementation. Next, firmware for the microcontroller unit
is also created. The measurement is based on a time-to-digital converter integrated circuit
used in Light Detection and Ranging (LIDAR) applications. First experimental results
confirmed the functionality of the proposed concept.
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1. INTRODUCTION

During manipulation with hundreds of meters of microphone cables (e.g. a sound system of a concert
hall) commonly faults could occur. To find possible faults in long cables is not an easy task. Hence,
devices to localize and measure fatal faults in microphone cables are required.

In this work, a handheld device appropriate to measure and particularly localize different faults in
microphone cable is introduced. As a measurement method, the impedance mismatch based time-domain
reflectometry (TDR) was adopted [1]. The proposed device is developed in cooperation with company
OTVP!, which designs, manufactures and installs public address (PA) sound systems.

This short paper is organized as follows. Brief description of the TDR measurement method is presented
in Section 2. The concept of the proposed microphone cable tester is described in Section 3. First outputs
from the experimental verification of the realized device are discussed in Section 4. Finally, the paper is
concluded in Section 5.

2. TDR METHOD

The microphone cable consists of two twisted pairs covered by metal shielding. Its structure is very
close to the shielded twisted pair cables employed in Ethernet networks. The microphone cable could be
understood as an impedance-matched line with characteristic impedance Z,. When imperfection or fault
(e.g. discontinuity, short circuit) occurs in the cable, its impedance locally deviates from the value of Zj.

There exist several methods to localize the faults in a microphone cable. The proposed microphone cable
tester adopted the TDR method. It is based on the incurred reflections from impedance discontinuities.
In brief, the tester sends a measuring signal into the tested cable and measures the level of reflected power
and group delay. The type of fault can be differentiated from the character of the reflected signal [2].
Examples of the reflected signals in the case of open and short circuit line are shown in Fig. 1. The voltage
pulse response can be understood as a derivative of the line impedance depending on the distance from
the connector. The time is directly proportional to the distance toward fault.

3. MICROPHONE CABLE TESTER

The measurement of the response of measuring signal requires a precision in order of nanoseconds.
Every nanosecond, depending on the velocity of signal propagation, could mean approximately 10 cm
of inaccuracy. Thereby, an ultra-high speed analog-to-digital converter (ADC) is required, which is not
a cheap solution. There are several methods for sensing the response of a signal. In the introduced
concept, a technique based on the measuring of time intervals between the transmitted measuring signal

Uhttps://www.otvp.cz/
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Figure 1: Reflected voltage step (1 V/div; 10 ns/div) on 1 m long line: opened (left) and shorted (right) at the end.

and reflecion from mismatch is proposed. From this point of view, a time-to-digital converter (TDC)
integrated circuit used in LIDAR and ultrasonic sensors applications [3] was chosen. Its IO works as
fast stopwatches measuring the time-of-flight (ToF) of measuring signal. TDC is a cheap, affordable and
accurate solution for the TDR application.

3.1. Topology

The topology of the developed microphone cable tester is shown in Fig. 2. The principle of the proposed
concept can be described as follows. The microcontroller unit (MCU) is used to generate Pulse Width
Modulation (PWM) signal with a frequency of 62.5 kHz, filtered by a low pass filter (LPF), that is used
as a voltage reference for the comparator. Next, the MCU sends signals (separately or both at the same
time) into the buffer and start pin of the TDC. The buffer is employed as an amplifier and the voltage
step controlled by MCU goes directly to the measured cable only via resistor trimmer causing impedance
cable matching. The typical microphone cable impedance is from 20 to 60 Q.

Due to impedance discontinuities, reflections occur on the line. These signals with delay are the second
input of the comparator. When the voltage level on the measured line is higher than the voltage reference
threshold level (taken from the MCU), the comparator flips over and stops TDC. Time accumulated in
TDC is directly proportional to time delay of the reflection. The typical value of the measured time delay
is from units of nanoseconds to tens of microseconds. The TDC can sense the rising and falling edge of
the stop trigger pin, so we are not limited only to positive polarity responses. The MCU and TDC are
connected via Serial Peripheral Interface (SPI). The whole device is powered by 5V power supply (in
the future, 18650 battery cell will be used). This voltage level was chosen mainly due to the LCD power
supply and as a compromise for the level of measuring signal (to guarantee acceptable signal-to-noise
ratio). The TDC circuit is available only in a version of 3.3V, so the voltage must be converted between
the levels of 5V and 3.3 V. The reference voltage for the comparator can be swept over the entire supply
voltage interval.

3.2. Realization

The Atmega328P 8-bit microprocessor (Microchip) and the TDC7002 TDC (Texas Instruments), creating
the core of the microphone cable tester, were used at the hardware (HW) realization of the device. They
were chosen due to availability, easy of use and low cost. The main time reference is driven by a 16 MHz
xtal oscillator. For experimental purposes, a single-side Printed Circuit Board (PCB) was created under
home conditions. Minor power consumption is assumed for long battery life time because the device
will be realized in a hand-held form. Prototype of the microphone cable tester is shown in Fig. 3.

3.3. User Interface (UI)

The firmware is written in programming language C++. It supports the using of user-interface (UI)
created by four buttons (see Fig. 4). The entire UI is arranged in menus and sub-menus and the user
can intuitively scroll between them by the using of arrow keys. A 20 x 4 blacklight LCD alphanumeric
display is used to visualize information and outputs of the provided tests. The control of device is intuitive
and robust (see Fig. 4). Display backlight is also switchable for lowering power consumption.
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Figure 2: Topology of the proposed microphone cable tester.

Figure 3: The first prototype of the microphone cable tester.
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Figure 4: The hierarchy (menus and sub-menus) of UI.

4. EXPERIMENTAL VERIFICATION

The functionality of the proposed microphone cable tester has been verified in experimental
measurements. To obtain results at the measurement of microphone cable in a correct form, it is important
to create an appropriate measurement algorithm.

It should identify and measure variations of rising and falling edges at noisy sampled waveform. As a
measuring signal, voltage step is used (instead of a pulse) which, unfortunately, results in more difficult
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Figure 5: Visualization of the process of obtaining the rising edge (real data from 100 m long cable)

detection of points. As it was mentioned, ADC is not used because causes non-equidistant distribution
of the measured points in time domain. The situation is different as in the case of equidistant samples.

The created algorithm consists of these consecutive steps: 1) Measuring of samples for every reference
value; 2) Ordering of the the measured samples in time domain and filtering by a digital LPF;

3) Providing numerical derivate calculation followed by filtering; 4) Finding minimum and maximum
and 5) Calculation of time differentiation of the rising/falling edge.

For the software (SW) debugging, a script enabling calculation and visualization of data was created in
program environment MATLAB. The output of the processed data is shown in Fig. 5 (can be compared
with Fig. 1). The filtered measured values are highlighted by a blue curve. The resulting point, which
is determined by the algorithm as the beginning of reflection, is marked with a black ”x”. It is visible
that the leading edge of the measured signal is not completely rectangular. Hence, it is very important to
determine the exact place of the beginning of reflection. Numerical first and second derivatives (red and
pink curves) are used for the calculation. The required time delay value defines the first leading edge
and the marked point.

5. CONCLUSION

A handheld microphone cable tester, developed and created within the first part of bachelor thesis, was
introduced in this short paper. Its topology as well as HW/SW parts were briefly described.
Functionality of the proposed concept has been verified by experimental measurements.

Future work plans include the design of a switched-mode power supply for suitable battery supply, SW
debugging and the design of professional PCB. After production of the final prototype, it is planned to
test the product in real deployment of the company OTVP and its small-scale production.
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Abstract—This paper presents a development of a device that can measure air quality
parameters and send them wirelessly to the remote server. There, the measured data are
processed and shown to the user via user-friendly website. The aim is to create a device
with the lowest possible power consumption for the possibility of battery operation. Data
will be sent through available Internet of Things network, where user can select between
Wi-Fi and LoRaWAN.

Keywords—IoT, ESP32, sensors, dust particles sensor, air quality, LoRaWAN, gas sensor,
temperature, humidity, light intensity, UV light

1. INTRODUCTION

Nowadays, the quality of the environment and air is deteriorating and so these parameters need to be
monitored. The primal parameters of air is temperature and light intensity. But there is a lot of other
parameters which are important in air quality monitoring. To this category we can include humidity, air
pressure, dust particles, UV light intensity and carbon dioxide concentration. These parameters are only
the few that can be measured. I chose them, because there are sensors of this parameters that we can buy
cheap and are widely available. This device is not only to be low power due to the battery operation but
also low price for wide availability. Last but not least I must choose some communication module or
transmission network for data sending.

2. SENSORS AND MEASURING

As mentioned above, | must choose a lot of sensors to measure all needed variables. The first thing I
focused on was the selection of the sensor for the temperature measurement. There are many of these
sensors on the market and they have very different parameters and functions. Nowadays, availability
and especially price are also important for all components, so this parameter is one of the main ones
considered. I chose a sensor from Sensirion called SHT40. It can measure temperature ranges -40°C to
125°C with precision 0.2°C and consumption of only 350 pA. Another important feature is that the
sensor can also measure humidity. Thanks to this, it is possible to save money on an additional sensor
that would have to measure it. We can measure the humidity in a range of 0 to 100 % with 1.5 %
accuracy. This sensor will communicate with microcontroller (MCU) through the I°C bus.

Another necessary sensor is the atmospheric pressure sensor. As before, the price and availability of this
sensor must be considered. Bosch offers many affordable and relatively accurate sensors. From this
company I chose a sensor with designation BMP388. This sensor allows you to measure atmospheric
pressure within a range from 300 to 1250 hPa at average consumption of 3.4 pA. The communication
of the sensor with the MCU is again based on the I°C bus.

Another of the measured variables is the light intensity. This parameter can be measured in different
ways including some photoresistor or photodiode. But I chose a sensor that is directly designed to
measure this variable and provide it in digital form to MCU. The sensor is VEML7700 from Vishay
Semiconductors company. Sensor can measure up to 120 000 1x that are measured using an AD (Analog
to Digital) converter with 16-bit resolution. Communication with MCU is again through I°C bus and
maximal current consumption is 45 pA.

Second light parameter that is measured is the UV intensity value. Again, there are a lot of this sensors,
but most of them are expensive or they are very poorly available. I choose ML8511 from LAPIS
Semiconductors. This sensor has a photodiode and operational amplifier inside. Measured range is from
0 to 15 mW/cm? at 365 nm light wavelength at which is this sensor the most sensitive. This sensor does
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not have any digital communication interface so the output of this sensor is raw voltage value, and I
must connect it to AD converter for further processing. This sensor needs typically 300 pA for its
operation.

The penultimate sensor is air quality and carbon dioxide sensor. Most manufactured and commercially
available solutions are very expensive, as most sensors are designed for professional applications and
go through a calibration process at factory. However, if we look at affordable sensors, there are hardly
any types available. Pretty much the only affordable sensor available is SGP30 from Sensirion company.
This sensor allows to measure the carbon dioxide equivalent value, which is calculated from the content
of the other chemicals in the air. Range for this value is from 400 to 60000 ppm (parts per million). It
also allows to get TVOC (Total Volatile Organic Compounds) which is used to get a relevant view of
the measured air quality. This sensor also uses I?*C communication bus and needs typical current around
48 mA at 1.8 V.

The last sensor used is the dust particle sensor. I chose the PMS5003 sensor, which is relatively cheap
and mainly available in stores. This sensor can measure particulate matters (PM) with diameter 2.5 um
with range from 0 to 500 pg/m’. This sensor needs relatively high current up to 100 mA at 5 V due to
the need to blow fresh air through a fan into the measurement area. The sensor uses UART (Universal
Asynchronous Receiver-Transmitter) communication to send data to the MCU.

3. MICROCONTROLLER AND COMMUNICATION MODULE

The basic element of the whole board is the control microcontroller, which ensures communication of
all connected sensors, processes data and is responsible for sending them to the server. The choice of
microcontroller depends mainly on the required functions, the number of GPIO (General Purpose Input
Output) pins and hardware peripherals of communication buses.

There are a lot of [oT (Internet of Things) networks nowadays. One of the first networks for this type of
communication was Sigfox. This network is designed for not very frequent transmission of mostly small
amounts of data (maximum size for one message is 12 B). For this reason, this type of communication
is inappropriate. Next bad thing is, that this network is provided only by one company, and you must
pay for using it.

Next well-known IoT network is LoRaWAN. This network is operated in ISM (Industrial, Scientific
and Medical) band and is free of charge. You can connect to a worldwide network TTN (The Things
Network) and send data to any gateway that are in your range. The advantage of this network is that it
is free of charge and the communication modules are widely available and relatively cheap.

A relatively new network is NB-IoT (Narrow Band-IoT) that is provided by emerging 5G
communication networks. This network is designed exactly for these applications, such as sending data
with low power consumption but still sending relatively much data. However, this network is not free
of charge because it is operated by mobile operators (in Czech Republic by Vodafone).

Another usable network is WiFi. It is not planned as low power network, but you can use it at home.
WiFi is available almost in every house and their adjacent gardens and around the house.

Due to all reasons mentioned above, I ended up choosing the main data transmission line through the
LoRaWAN using TTN network. I must select communication module. If we look at the shop’s offerings,
we find that the only available and cheap module is RFM95W by Hoperf company. However, this
module is mostly used by makers and is well documented and there are also software libraries available
for programming. This module will use SPI (Serial Peripheral Interface) communication.

The last thing that must be selected is microcontroller. There are a lot of companies producing various
types of MCU s, such as Microchip, STMicroelectronics, NXP, Espressif, Texas Instruments and other.
I selected microcontroller ESP32 from Espressif company. This microcontroller is nowadays relatively
cheap in compare with the others, provides a lot of hardware peripherals with deep-sleep consumption
down to 5 pA, and what is its greatest advantage, it contains a built-in WiFi.

4. DATA PROCESSING AND VISUALIZATION

The measured data will be sent through the networks mentioned above, but they need to be processed
and stored somewhere. Well known are servers and services like Thingspeak, Ubidots and many others.
These servers allow you to create free account and use their services, but there are a lot of restrictions.
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Some are restricted at number of connected devices at the same time, or do not support sending more
than eight variables from one device and many more restrictions. Due to these limitations, I decided to
use own solution based at free and open-source applications.

For minimal functional use I need an MQTT (Message Queueing Telemetry Transport) broker which is
used to receive and send MQTT messages with all needed variables from all devices. For this application
I use Eclipse Mosquitto, which is open-source implementation of the broker. Next step in data storage
is database application. For this monitoring devices is very convenient using time series database instead
of normal database (e.g. MySQL). The time series database gives every record made in it a unique
timestamp with actual time and date. Due to this feature, you can easily get data from defined time slot
or for example from last 7 days. Last needed thing in this processing chain is visualization to user. For
this purpose, I used Grafana service, which is also open-source solution. This service is used to setup
for getting data from database and visualization them to user in defined charts, bars or just text with e.g.
minimal or maximal values. Very simple visualization of temperature from last 7 days can be found at
Figure 1.

Teplota [*C] Maximalni teplota /24h Minimalni teplota /24h

8.62. 8.17_

03/06 00:00 03/07 00:00 03/08 00:00 03/09 00:00 03/10 00:00 03/11 00:00

Figure 1: Simple temperature data visualization.

5. POWER SUPPLY

An important part of the whole device is the power supply. As mentioned before, this device is designed
to be powered from the battery. I chose secondary cell based at LiFePO4 technology. This technology
has nominal voltage value at 3.3 V and can be charged up to 3.6 V, which makes it perfect for powering
devices who needs 3.3 V at its power pins. These devices almost certainly have allowed voltages up to
3.65 V. So, most sensors and microcontroller will be powered directly by this accumulator.

Next voltage value that I need is 5 V for powering the dust particle sensor. I will get this voltage from
step-up converter AP1603 from Diodes Incorporated. This converter can deliver up to 200 mA. Last
voltage value that I must provide to sensors will be 1.8 V that will be generated by linear regulator
directly from battery. I chose NCP115 with fixed output voltage at 1.8 V from ON Semiconductor
company. This regulator can provide up to 300 mA. All these regulators and power blocks can be
powered off by microcontroller, when battery voltage will be too low to properly operate. This option
should also help to reduce the power consumption of the entire board.

6. PCB DESIGN

The last important thing that I need to make was creating schematic and routing board. The circuit
schematic was created in KiCad EDA according to the block schematic mentioned at Figure 2.
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SGP30 SHT40 | |BMP388 | |VEML7700] |PMS5003
| Pc UART
- iR 3\/3?l
) 4
0
3v3 REM95W
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WIFi/LoRaWAN
| SPI
| Loo Step-up o | 1 Analog Bv3
S Ry o ool avs  [ays|MePs202 ML8511

Figure 2: Block schematic diagram.
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After creating schematic with all needed features and components I was able to start routing board and
placing components. The PCB (Printed Circuit Board) has two layers with mainly SMD (Surface Mount
Devices) components from both sides. The PCB was designed with emphasis on low power, small used
area and for hand soldering all components. For this purpose, SMD components are at least in size 0603
for passive components like capacitors and resistors. Finished board from both sides is on Figure 3.
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Figure 3: Finished PCB from top and bottom side.

7. CONCLUSION

As part of this work, a device with low power design and a lot of air quality sensor was created. First
prototype (not shown in this paper) has idle current consumption 500 pA and measuring and sending
current between 80 to 100 mA which leads with one hour measuring period to three months working
with 3200 mAh battery. This device can measure temperature, humidity, light level, UV light level,
atmospheric pressure, carbon dioxide level and dust particles concentration. All sensors were driven by
MCU ESP32 from Espressif and programmed using their ESP-IDF framework. The whole design was
created as least costly as possible for the possibility of spreading to as many people as possible and
creating an extensive monitoring network. Overall price was in January 2022 about 2000 CZK. There
is no similar device of this complex format on the market nowadays.
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Abstract—This thesis is aimed at the development of the localization system without using
GNSS. The first part describes technologies, which can be used for localization of robots
in known environment.Then positioning system based on UWB technology is designed.
Additionally, localization system based on DWM1000 is designed and tested.
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1. INTRODUCTION

The aim of this work is to design a localization system which be able to locate a robot in known environ-
ment without using GNSS. The main motivation for the creation of this work is that the system could
be used for military purposes or automation in the future. The most of current localization systems are
dependant on receiving signals from satellites. However, these systems as most known GNSS can’t be
practically used for indoor-positioning. Receivers are not able to receive signals from satellites because
of signals are blocked by walls and roofs.

This article looks into the available technologies for positioning. Methods for determining distance
between transmitter and receiver will be also discussed. We will discuss advantages and disadvanta-
ges of each technology and methods.

2. TECHNOLOGIES FOR POSITIONING

WPS (Wi-Fi - based positioning system) is system for determination of position using Wi-fi routers or
hotspots, wireless access points as source of the signal. The interesting thing about this technology is that
sources of signal are basically every around us. With WPS is basically possible only use RSSI (Received
signal strength, intensity) method for determining position between access points and tracked device. It’s
because other methods like ToA (Time of Arrival) or TDoA (Time difference of arrival) needs to have
synchronized time between all sources. When you are using RSSI measured date can be influenced by
an external source. Wi-Fi technology was never designed for determining position.[1]

Bluetooth is low range wireless technology, which is used for exchanging data between devices. Originally
was designed as a wireless replacement of RS232. Bluetooth was also not designed for positioning.
However the Apple company came up with connection with Bluetooth LE (Low energy). The result of
their work was system beacon released in 2013. Each device has a unique identifier which is received
by compatible device. Typical range of first versions of Bluetooth was about 10m but current Bluetooth
version 5.0 declares range of 40 to 400 meters. The main disadvantage of this technology is that accuracy
is dependant on the distance between source and receiver.[3]

UWB (Ultra-Wideband) technology is the successors of Bluetooth. This technology uses for transmitting
information across a wide band typically around 500 MHz. So that means that UWB technology can
transmit much more data during the same time in comparison with Bluetooth. Band of this technology
is from 3.1 to 10.6 GHz. This technology is commonly used by researchers, in industry and other
positioning areas. The aim of this technology is the achievement of high resolution, position accuracy
and lower options of interference. The advantage of this system is the possibility of a combination of
positioning and communication in one system. The biggest advantage of this technology is that it can be
used basically with every known method for determining position between transmitter and receiver.[2]

In table I you can see a comparison of technologies which can be used for positioning. For each
technology is described band in which works. As you can see UWB technology has the widest from
all technologies. Also has the highest accuracy, range and can be used with all of the known methods for
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determining position between transmitter and receiver. So we can say that UWB technology will be the
best for our application.

Table I: Comparison of technologies

Technology WPS UWB Bluetooth
Band 2402489 GHZ 1 4| 106 GHz | 2.402-2.480 GHz
5.15-5.85 GHz
Bandwidth 22 MHz 500 MHz 1 MHz
Range 100m 290m 10m
Accuracy 10m 10cm 10m
RSSI v v v
AoA v v v
ToA X v v
TDoA X v v
ToF v v v

3. CHOICE OF COMPONENTS

In the table II we can see an overview of available UWB integrated circuits from different manufacturers.
Most of it is used in commercial devices, for example NXP SR100T is integrated in newest smartphone
Samung Galaxy Note20 Ultra. Apple has also developed its own UWB integrated circuit U1, which they
integrated into their devices iPhonel 1, Apple Watch 6, and newer. One of the most used non-commercial
and most affordable UWB integrated circuit is DW1000 from Decawave (Qorvo). They also produce
DW3000 version which works in a slightly different band. So from available UWB integrated circuits
DW1000 was chosen. One more reason why to chose DW1000 is that Decawave company produce
module DWM1000 which integrates antenna, power management and DW1000 IC. The next thing which

Table I1: Overview of available UWB integrated circuits

Manufacturer Product name Band Release date
NXP NCJ29D5 6-8.5 GHz 12.11.2019
NXP SR100T 6-9 GHz 17.09.2019
Apple Ul 6-8.5 GHz 11.09.2019
Qorvo DW1000 3.5-6.5 GHz 07.11.2013
Qorvo DW3000 6-8.5 GHz 01.01.2019
CEVA RivieraWaves UWB | 3.1-10.6 GHz | 24.06.2021

needed to be chosen was the right micro-controller. It is possible to use some micro-controller from the
AVR family known from development kits Arduino. However, these micro-controllers have several
times lower processor frequency in comparison to ESP family. Using of micro-controller from ESP
family allows simple connection of the module without need to some logic level converters. The AVR
micro - controller has also several times higher energy consumption. All of the ESP development boards
have built-in 3.3V voltage regulator. So that allows simple power supply for micro-controller and UWB
module. Most of available development kits are with ESP8266 and ESP32 processor. Very popular
and affordable development board is WeMos D1 mini with the ESP8266 micro - controller. For this
development board is available a lot shield modules. The small dimensions of the development board
are also advantageous.
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4. FIRST TEST

During the first tests the physical connection of the module with ESP board was tested. DWM1000 has
also GPIO pins which can be configured for some purpose. Two of them are reserved and can be enabled
as TX and RX signalization of the module. It is a useful thing during debugging and testing. At the
figure 1 you can see the first prototype connection of the module on breadboard.

[ Automatice rolovane ] Zobrast' fasowd znadiu Moy rissdeok (NL) w | | 9600 baud v Vymazot vishp

Figure 1: First tests on breadboard, sample output

5. SHIELD MODULE

After the first prototype tests the decision to make a shield module for WeMos D1 Mini development
board was made. On the shield were also added leds which signalize transmission of the UWB module.
Also was added an extra load which is connected to the power-supply of the UWB module. The unused
pins of the UWB module were placed to the soldering pads on the bottom of the shield. UWB module is
placed on the shield as the manufacturer recommends. Antenna of the UWB module needs to placed out
of the board. It is due to possible interference of the antenna. At the figure 2 you can see PCB design
and assembled shield module.

Figure 2: PCB design and completed shield module

6. ANCHORS

For determining relative position in the area with trilateration the static points needs to know the exact
position of anchors. So anchors need to be a standalone source of signals with exact known positions.
For the power-supply a WeMos battery shield which has built-in voltage 5V regulator for ESP board
and battery charging was used. The battery cell from an old battery which I have at home was used.
It’s 1000mAh one cell LiPo battery. The battery case was designed then 3D printed. Figure 3 shows
assembled hardware of the achors.
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Figure 3: Battery shield, complete stack, stack with battery

7. DETERMINING RELATIVE POSITION

For relative position determination the trilateration algorithm was used. System computes relative position
based on measured data itself. Tag measures distance between each anchor, then from 3 nearest will
compute relative position. As was mentioned before the position of the anchors need to be known. So
tag needs to know the position of the all anchors. In my solution saving configuration of anchors to flash
memory of the tag was implemented. This configuration includes an address and position of the anchor.
In the figure 4 shows test data. The anchors were placed in the corners of the room.

Relative position in the room
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ANCHOR 1 > B, ANCHOR 2
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Figure 4: Sample data, placement of anchors

8. CONCLUSION

The result of the work is a working concept of the positioning system. First tests prove that this technology
has potential to be used for positioning. In the process of working on this thesis the correct hardware and
design of the shield module had to be chosen. After initial tests the concept still needs more testing and
fine-tuning. It is also necessary to measure the accuracy of the system.
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Abstract—The field of bone tissue engineering deals with the issue of developing
compatible and non-toxic scaffolds, which provide the growing bone cells with the
necessary mechanical support and suitable stimulation for proper growth and proliferation.
Polyvinylidene fluoride (PVVDF) nanofibers are considered to be a suitable scaffold due to
their biocompatibility, fibrous structure, and characteristic piezoelectric properties, which
have proven to be an important factor in cell regeneration. For this work, flexible PVDF
nanofibers were successfully spun, from which the scaffolding needed for the subsequent
settling of cultivated osteoblasts was created. Thereafter the structure and compatibility of
this nanomaterial were assessed in relation to the study of cell adhesion to individual
nanofibers.

Keywords—bone tissue engineering; polyvinylidene fluoride; piezoelectric properties;
scaffolds; osteoblasts.

1. INTRODUCTION

At a time of ever-increasing incidence of musculoskeletal disorders due to obesity, sedentary work, and
unhealthy or poor physical activity we are looking for the most suitable ways to replace damaged bone
tissue and support its regeneration and healing. The cells needed for this therapy are grown on special
scaffolds that simulate the natural extracellular matrix that cells make for their support. This scaffold
also works as a network for signalization and interaction between each cell or whole tissue.

Each scaffold must meet certain requirements such as good biocompatibility and flexibility and should
have hydrophilic, fibrous, porous, and piezoelectric properties. It was found that piezoelectric materials
can generate and deliver an electric stimulus as a result of the application of mechanical stress without
any external power source. Human bone tissue produces electric charges due to the deformation of
extracellular fibrous protein - collagen, which is crucial for the right function of cellular membrane
channels, therefore cell communication and growth [1]. To mimic this behavior, it was discovered that
a fabrication technique called electrospinning is the most effective and low-cost method for achieving
both fibrous structure and piezoelectricity in PVDF scaffolds [2].

The cells chosen for this work are osteoblasts that make up the bone tissue. Osteoblasts specialize in the
synthesis of bone matrix and secretion of collagen which is needed for the bone to adjust to current load
and mechanical tension. Osteoblasts are mostly found in a layer on the surface of bone structures. When
new cells completely bury mature osteoblasts, they transform into osteocytes which are chiefly involved
in metabolism [3].

2. MATERIALS AND METHODS

2.1 PVDF FABRICATION

The method chosen for fabricating a flexible fibrous PVDF scaffold for this experiment is called
electrospinning. The basic principle of electrospinning is that an electrical potential is applied between
an emitter - the spinneret and an electrically conductive collector for the produced nanofibers. The newly
formed electric field stretches the electrically conductive solution which is forced to take a highly
specific shape called the Taylor cone. When the electrical voltage is increased and reaches the critical
value when the surface tension is no longer enough to maintain the Taylor cone, the polymer is drawn
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to the surface of the spinning collector and begins to form a thin layer [4].

The electrospinning device used for this experiment was a 4SPIN (Contipro, Dolni Dobrou¢, Czech
Republic) with a cylindrical collector wrapped with aluminum for better separation of the formed
nanomaterial from the cylinder at the end of the making process. The emitter was in a form of one
needle, which the solution was passed through at a flow rate of 30 pl per minute. The voltage between
the emitter and the collector was 50 kV. The used solution was a 20% solution of PVVDF with a molecular
weight of 275,000 g/mol in a solvent of dimethyl sulfoxide/acetone in a ratio of 7: 3, which was heated
for 24 hours on a stirrer at a temperature of 80 °C and a speed of 200 rpm.

2.2 CELL SAMPLE PREPARATION

The preparation of cell samples is a standardized procedure. Modifications were chosen according to
existing experiments that used cultured osteoblasts [5]. Human osteosarcoma Saos-2 cells (ATCC®
HTB-85™) were maintained in complete Dulbecco’s Modified Eagle’s medium (DMEM) supplemented
with 10% fetal bovine serum and 5% penicillin/streptomycin (50 UI - mL* and 50 pg - mL?) at 37 °C
in a humidified 5% CO; incubator. Cells were harvested by trypsinization with 0.25% trypsin-EDTA
solution. Saos-2 cells were seeded at the density of 1 x 10% - mL™ onto the sterile PVDF samples (1 x 1
cm) placed in a polystyrene microplate.

The interaction of cells with PVDF fibers was visualized by immunocytochemistry in 48 hours.
Paraformaldehyde - fixed Saos-2 cells were permeabilized with a solution of 0.5 % Triton-X 100
supplemented with 2 % bovine serum albumin for 2 hours and thoroughly washed in deionized water.
The actin fibers were stained with ActinGreen™ 488 (Invitrogen™) for 30 min at RT. The stained cells
were imaged using a confocal microscope (CLSM) Zeiss LSM 880 with a 488 nm laser. All chemicals
were purchased from Sigma Aldrich.

To observe the sample on a Lyra3 (Tescan, Brno, Czech Republic) scanning electron microscope (SEM),
it was necessary to metalize the surface of the preparate. The metal coating does not only dissipate the
charge, which then does not accumulate on the surface but also fixes the fibers that would be otherwise
affected by the electron beam and began to twist. Thanks to this, they do not move, and it is possible to
take a good picture. Gold was used to metalize the samples, which is also good for energy-dispersive X-
ray spectroscopy (EDS) because gold does not disrupt the peaks on the spectrum. The EDS detector
used was X-Max 50 (Oxford Instruments, Oxford, United Kingdom). An instrument called coater EM
ACEB00 (Leica, Wetzlar, Germany) was used for metal coating and the gold layer was 7 nm thick.

3. RESULTS

3.1STUDYING QUALITY OF PVDF SCAFFOLD

For making a good scaffold for cells to grow on is also important the overall layout of nanofibers. It is
known that for some types of cells the alignment of nanofibers is essential. The right layout can be
achieved during the process of electrospinning. The polymer jet has a chaotic trajectory therefore the
collected fibers exhibit various orientations. The fibers can be directed during spinning by controlling
the rotation speed of the collector or adjusting the electric field between electrodes [1].

Two nanofiber materials with different fiber orientations were created by this method, which were then
cut down into small samples. The nanofibers were successfully spun with no greater imperfections. The
occurrence of beads on the fibers was not common thanks to the right ratio of dimethyl sulfoxide and
acetone. For this observation were used two types of samples. The first sample had nanofibers that were
spun at a speed of 300 rpm, and the second sample had nanofibers spun at a speed of 2000 rpm. Both
samples were after proper preparation and gold coating imaged by SEM under a voltage of 5 kV.

The biggest difference in samples is the very arrangement of individual fibers, which are in a non-
directed sample in Figure 1a very chaotic and variously twisted and bent. On the contrary in Figure 1b
can be seen fibers highly aligned and stretched in the same direction. The next important difference is
the thickness of fibers which varies dramatically in the non-directed sample. The thickness difference
between the widest and thinnest nanofibers in Figure 1a is 1872,79 nm. Meanwhile, Figure 1b shows
directed nanofibers that were spun at a much higher speed, where the thickness of individual fibers is
smaller and more consistent. The biggest thickness difference there is only 603,87 nm.

36



g

i S, 655.92.1m
.\ " : -

989,68 nm

a)

Figure 1: Examples of a) undirected PVDF nanofibers and b) directed PVDF nanofibers. Imaged by
SEM.

3.2 OBSERVATION OF CELL ADHESION

To evaluate the degree of adhesion of individual osteoblasts to the surrounding nanofibers, a confocal
microscope was chosen, in which, thanks to the green staining, it was possible to distinguish the cells
from the fibers very well and observe their various attachments. The cells adhered to the fibers very
nicely and could be seen using the fibers as mechanical support.

Figure 2: Stained osteoblasts on directed PVDF nanofibers imaged by CLSM.

An interesting difference in cell attachment can be seen through SEM in samples with different fiber
orientations. A better result is shown on the directed nanofibers in Figure 3b, where the osteoblasts are
oriented mostly parallel to the fibers, the cells are elongated, and they are in larger equally aligned
groups. While on undirected nanofibers in Figure 3a the cells oriented randomly, took on more various
shapes, and didn’t form a greater pattern due to their random location and orientation.

a) ’ ' R b)

Figure 3: Examples of a) osteoblast seated on undirected PVVDF nanofibers and b) osteoblast seated
on directed PVDF nanofibers. Imaged by SEM.
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3.3 EDS MAP ANALYSIS

The gold-coated sample was subjected to EDS, which confirmed the elemental representation in the
nanofibers and the cell itself. The main elements forming the whole sample are carbon, oxygen, and
fluorine. In Figure 4b can be seen an independent representation of oxygen which is the second most
represented component in the sample right after carbon and is part of both osteoblasts and PVDF
nanofibers. On the other hand, in Figure 4c, it is shown that fluorine is only a part of nanofibers and
does not influence or pollute the cells.

Electron

Figure 4: Results from EDS: a) example of colored sample according to the representation of carbon
(purple), oxygen (green), and fluorine (red) in the spectrum, b) highlighted oxygen, and c) fluorine.

4. CONCLUSION

In this work a PVDF nanomaterial was created through the process of electrospinning. This material
proved to be suitable for making a biocompatible scaffold for settlement of cultivated osteoblasts.
Through examining the samples with SEM and CLSM, it was proven that increasing rotation speed over
2000 rpm during the process of electrospinning reduces the fiber diameter and porosity of the scaffolds.
It directs the fibers to the same course, which enhances the piezoelectric properties of the material which
makes the material more preferable for the right attachments of cells. The osteoblasts attached well and
overall seem to exploit the potential of nanofiber support without any difficulties. The EDS map
confirmed the expected elemental composition of the sample. It is a fact that PVDF is a hydrophobic
material, which could be counterproductive in means of proper cell adhesion. If | were to continue this
line of work, | would deal with the combination of PVDF with other materials such as polyamide 6,
which is considered highly hydrophilic. | would examine the differences in cell adhesion also in
combination with different cell types.
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Abstract: This work deals with design of micromanipulator based on pantographic
mechanism with electronic control. The main purpose of this micromanipulator
is repairing printed circuit boards, but it has been designed to be universal for any use
case. The main focus is on creating device that will have the highest possible accuracy,
while still being able to provide necessary force to carry out mechanical repairs of printed
circuit boards. The work contains the design of the pantographic mechanism, stepper
motor based electrical drive section and control circuits with power supplies.
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1. INTRODUCTION

Printed circuit boards are the main building block of most electronical devices. Modern printed circuit
boards are being made with focus on minimalization. The effort is to fit same or more complex circuits
on the same, or smaller space, with utilizing the use of smaller and smaller conductive traces, vias,
embedded components etc. This is increasing the complexity of printed circuit boards and also
increasing the chance for failure to appear in manufacturing process, soldering process, desoldering
process and during repairs. Since the printed circuit boards are so complex and the occurring failures
are so small, the repairs can’t be done using normal tools like tweezers etc. This process requires usage
of specialized equipment designed for this purpose. The equipment in question is called
micromanipulator. It is a device that allows user to manipulate with instruments in very small
distances, mainly in order of micrometers.

Commercially available micromanipulators can be really expensive, so the main focus of this work
is to design a special kind of micromanipulator with usage of mechanical pantographical mechanism
to scale down the movement of electronical drive section, that will be significantly less expensive,
while still approaching the parameters of the ones commercially available.

Pantograph is a simple mechanism that was mostly used for recreating and redrawing pictures while
simultaneously changing their size. The most basic one is consisting of 4 arms that are connected
in specific shape that is pictured in figure 1 [1].

Figure 1: Example of pantographic mechanism [1]

40



2. DESIGN

The designed micromanipulator is intended to be used for repairs of printed circuit boards, but the way
it is designed in allows it to be used in any scenario. The output of this mechanism is designed
asashaft on which can be mounted anything form knives for scraping, to attachments
for wirebonding. The workspace is around 25 mm x 25 mm x 25 mm, but not strictly limited to it. This
is the minimal workspace with which was this device designed, the real usable workspace will
be determined when the device is constructed. This device only purpose is to serve as “arm” that can
move desired tool in desired space, with desired accuracy. This means that this device needs
to be used alongside with some means of holding the repaired object and because of the small nature
of the movements, use of some type of microscope is recommended. Because of that, this device can
be used alongside with any other device, which makes it truly universal.

2.1 REQUIREMENTS

The main requirement was to create micromanipulator, that would be capable of moving tools
it the order of micrometers. Second requirement was the use of pantographic mechanism to scale
the movement down. Last requirement was to design electronic drive section that would allow
the use computers or joysticks for the control of the movement.

Theoretically the designed mechanism would be able to move in steps as small as 150nm, in reality
this number will be much bigger because of the backlash and tolerances introduced because
the mechanism will be handmade on lathe and mill. The aim will be to achieve tolerance
of somewhere about 1-10um.

Pantographic mechanism is used to scale down the movement. The design of the pantographic
mechanism is inspired by design of company SINGER witch is called MK1 Manipulator
and it is based on patent form 1950 made by Robert Barer and A.E.Saunders-Singer [2]. This design
is on figure 1. Basically, it contains two basic pantographic arms connected via ball bearings. This
allows to translate and scale down movement in every axis including tilting. The design of electrical
drive section was inspired by the design of Novel 5-DOF spatial parallel micromanipulator, created
by Daniel Prusak, Konrad Kobus and Grzegorz Karpiel from the AGH university of Science
and Technology from Krakow [3]. Their design is on figure number 2. This design was chosen
because it allows full movement in all three axes, and it also allows tilting of the tip.

Figure 2: Manipulator MK1 [2] Figure 3: Novel 5-DOF micromanipulator [3]

The last requirement was to allow the use of computer or joysticks to control the micromanipulator.
Because of that, the Raspberry PI ZERO control board was chosen. It is basically a small computer,
S0 it covers the first part, and it is equipped with USB connectivity. Thanks to that it will be possible
to use any kind of joystick, or other device, equipped with USB to control the micromanipulator.

2.2 MODEL

The model shown on figure 3 was created is program called Autodesk Inventor 2022. Aluminium
extrusions were chosen for the construction of the main body. Electric drive section has the same
motor and axis placement as Novel 5-DOF micromanipulator. Everything else was customized
in a way to be constructed from commonly available parts and or from parts that can be created on mill
or lathe. Our design is made up of three identical legs. Each leg contains one stepper motor, mounted
on bearings for smooth movement and trapezoidal screw for transferring rotational movement of the
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motor to linear movement. The chosen stepper motor has higher strength, which is essential for any
kind of mechanical repairs. The trapezoidal screws were chosen with gradient of 2 mm per rotation,
for smaller sizes of steps. For now, the mechanism used for leading the nut on the screw it designed
as piece of machined aluminium. If it proves to be the bottleneck in terms of accuracy and tolerance,
it will be replaced with linear guides. All three legs are connected via magnetic ball bearings to one
single base, which then moves just like an ordinary delta 3D printer. Thanks to the addition of ball
bearings, the whole base can be tilted in any direction.

Electric drive section

Pantographic mechanism \

Electronic control box

Figure 4: 3D model of designed micromanipulator

The design of pantographic mechanism is similar with Manipulator MK1 with the use of two
pantographs parallel to each other and connected via ball joints. The dimensions of our design were
calculated using mathematical model created in Microsoft EXCEL to find the correct lengths of arms
to ensure no distortion of movement and to find out the size of movement reduction. The final
movement reduction was chosen to be 4x. Similarly, to the electric drive section, the pantographic
mechanism uses magnetic ball bearings.

2.3 ELECTRONICS

As was stated before, the main control board was selected to be Raspberry PI ZERO. The control
program is created in Python. To power the stepper motors, specialized stepper motor drivers
had to be chosen. Driver called A4988 was chosen, because it is capable to support the nominal
current of our chosen stepper motors and it also allows the use of microstepping, which allows even
smaller step sizes. Endstop switches were also added to the electric drive section to allow for quick
calibration.

The stepper motors each require current of around 2 A at 12 V. The Raspberry Pl ZERO requires
around 1 A at 5V and the stepper motor drivers require around 10m A at either 3,3V or 5 V. Because
of the currents required to run the motors, a primary source of 12 V was chosen, which is capable
of supplying 6 A. To supply the control circuits, a DC-DC step down converter was chosen
for supplying 5 V.
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3. CONCLUSION

This work deals with the design of pantographic micromanipulator. The final design is shown on
figure 4. The design is made up of three parts. The pantographic mechanism was designed to scale
down the movement of the electric drive section by the factor of four and at the same time to not
distort the movement. The design of electric drive section powered by stepper motors is using ball
bearings and trapezoidal screws with the gradient of 2 mm to allow for the smallest possible steps with
as small play and backlash as possible. Finally, the control circuits and power supplies were chosen to
accommodate the used stepper motors and to allow smooth control via any device supporting USB,
mainly joysticks.

The device is currently under construction. The electric drive section is completed, alongside with the
main chassis. Right now, we are waiting for ordered parts to be delivered.

The control program is also in development. The mathematical model that determines the correct
movements of the motors is currently being written and tested.
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Abstract—The aim of this work is to characterize the inner egg shell membrane (IESM)
and compare different methods of extracting it from an egg. Scanning electron microscopy
(SEM) was used in a combination with energy dispersive X-Ray spectroscopy (EDX) to get
an idea of membrane structure and chemical composition and impacts of the used extraction
method. Significant differences were found between the measured samples, but it has not
been verified whether they affect the resulting physical properties yet. The importance of
this study lies mainly in the future investigation of several factors, such as piezoelectric
properties, so it serves as a fundamental research.
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1. INTRODUCTION

Due to a huge development in technology during last years, there is a growing need to think more
and more about materials which are used to create our devices. Some materials are becoming more
difficult to obtain — their extraction can be devastating for nature or expensive. Humans need to focus
more on renewable and biodegradable resources. The inner egg shell membrane (IESM) is naturally
piezoelectric [1] and as a result can be used to create high-tech products, for example, pressure sensors.

1.1. Inner egg shell membrane (IESM)

An egg is basically a shelter for a fetus, it contains necessary nutrients for embryonic development and
provides protection to it. There are two membranes under the egg shell called inner and outer, their
roles are to reinforce fragile shell and significantly increase its anti-bacterial protection [2]. This paper
focuses mainly on the inner egg shell membrane due to its piezoelectric properties and greater potential
for technological applications.

2. MATERIALS AND METHODS

2.1. Materials

Both hen eggs used for this observation and the cheap distilled vinegar used for membrane separation
were purchased from a local supermarket, all eggs were medium size. Pure acetic acid solution (Merci,
Brno, Czech Republic) served as an alternative to the vinegar. Deionized water (Merci, Brno, Czech
Republic) was used to clean the extracted specimens before observation.

2.2. Membrane separation

In order to separate the membrane from the rest of the egg, various techniques have been tried.
Subsequently, all samples have been compared to determine which of the methods least affected the
desired properties.

At first, membrane was isolated directly from a cracked egg. It is not very hard, but it is not possible to
acquire larger parts intact. The samples obtained this way were only several square centimeters in size
on average.

Another way to easily separate membrane is to chemically decompose the shell. The cheap distilled
vinegar was used as the first chemical solvent. It lasted about two days to fully decompose the outer
shell with vinegar. In addition, for closer examination of this method two concentrations of acetic acid
solution were used. In widely available kitchen vinegar concentration of acetic acid is between 4 and
18 % and further used concentrations were 30 % and 90 %.

All methods mentioned above have been tried both on boiled and unboiled eggs. After separating
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the membrane, all specimens were washed in deionized water, placed on SEM stab and dried at the
temperature of 60 °C for one hour. They were also coated by 7 nm of gold using the EM ACE600 (Leica,
Wetzlar, Germany) coater to prepare them for SEM observation. Gold coating was preferred over carbon
coating for the purpose of following EDX analysis.

2.3. Specimens measurements and observation

All specimens were observed using Lyra3 SEM (Tescan, Brno, Czech Republic). Because the membrane
is a biological material, only 5 kV was used as the acceleration voltage, higher voltage could possibly
damage a membrane structure. A total of 5 samples were observed from both top and bottom side.
Specimens are fully described in Table L.

Different parts of the membrane from multiple specimens were also exposed to EDX analysis using
X-Max 50 device (Oxford Instruments, Abingdon-on-Thames, Great Britain), acceleration voltage for
the EDX was 10 kV and the measurement lasted two hours.

Table I: Specimens description.

Label IESM separation method

S1 boiled egg in vinegar

S2 unboiled egg in vinegar

S3 directly from cracked egg (unboiled)
S4 boiled egg in 30 % acetic acid solution
S5 boiled egg in 90 % acetic acid solution

3. RESULTS

3.1. Scanning electron microscopy (SEM)

After the SEM observation of the first round of specimens, significant differences between the samples
were observed, indicating that the membrane has two different looking sides. This assumption was
confirmed by the observation of an additional set of specimens showing both sides of the same membrane
sample. As Fig. 1 shows, the specimen S3 was torn into two pieces, which allowed us to observe both
sides of the membrane simultaneously.

 ‘carbon tape
(not part of IESM)

7

ve

Vi Al iy

- 5um

Figure 1: The torn piece (S3) clearly shows that the two sides of the membrane are different. (A) is a view from
the top with carbon tape in the background, (B) is a cross-section image from 50° angle.
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One side of the membrane is formed by highly porous fiber network while the other side is rather
solid. As Fig. 1B shows, the more solid side is significantly thinner. From a simple calculation, the
thickness of the membrane at this spot was estimated to be 8 um. This value is not corresponding to the
information provided by M. U. Khan, Q. M. Saqib and G. Hassan in their articles [3, 4] which was about
20 um. Also, a different specimen was measured on the cleanly cut edge instead of the torn one and the
observed value was about 40 pm. The thickness varies greatly and could depend on the age and size of
the egg, different kinds of hens and other factors as well. To specify the values, it would be necessary to
conduct further research. A detailed view of the membrane fiber side is shown on Fig. 2C and D.

All specimens were carefully observed using SEM and a few significant differences were found. On
some specimens, a fiber structure was perfectly visible and fibers looked clear and compact. On the
other hand, some specimens contained regularly dispersed viscous structures around 20 pm in size and
a viscous cover was also on most of the fibers and between them. These differences are depicted in
Fig. 2A and B. Some differences were also found on the solid side of the membrane, mainly the variation
in surface roughness.

Figure 2: Difference between S2 (A) a S3 (B); More detailed images of S1 structure (C and D).
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3.2. Energy dispersive X-Ray spectroscopy (EDX)

Both sides of the membrane were processed by EDX analysis to find their chemical composition. No
significant differences were found and it was confirmed that the chemical composition of all investigated
samples is very similar. The results also correspond with the articles mentioned above [3, 4]. On 350 eV
there is probably a calcium peak hidden, interfering with the peak of carbon. Due to this it is difficult
to determine the percentage distribution of the elements. The Fig. 3 contains the most interesting part of
the EDX representation of the S5 specimen.

-10°

Au S
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08 1 12 14 16 18 2 22 24 26
keV

Figure 3: A part of the EDX representation of S5 (10 kV).

4. CONCLUSION

The paper describes the process of IESM characterization and several methods of extraction a membrane
from an egg. Using SEM and EDX analysis, it was found that all used methods could be applied for
membrane separation, but significant differences between observed specimens were found. The future
study is needed to determine whether these anomalies have any impact on desired physical properties
with main scope on piezoelectricity. Finding an effect of egg age to the IESM structure or properties
would also be very useful.
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Abstract—This work gradually summarizes key points about Asset Administration Shell
(AAS) with respect to requirements for execution in practise. It also shows how AAS could
be realized in Siemens PLCs using methods which are called by OPC UA client, as well as
evaluates deficiencies in the proposed implementation.
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1. INTRODUCTION

There has been achieved great progress in the concept of Industry 4.0 over the last decade and one of
its new component is Asset Administration Shell. Nowadays, PLCs are in almost every plant from the
Third Industrial Revolution. This work aims to connect these newly developed concepts together with
already built infrastructure in order to improve competitiveness of individual companies with little to no
requirements to invest in new, expensive devices.

2. WHAT IS ASSET ADMINISTRATION SHELL?

We can imagine Asset Administration Shell (AAS) as some kind of cousin of our well-known Digital
Twin, which we can hear about in almost every article (or Ad) about the topic of Industry 4.0. The AAS
got much more communication possibilities, stricter rules to follow regarding its data storage and it can
decide its actions based on predefined rules. The basic scheme of AAS can be seen in Figure 1.

Asset Administration Shell

Head

Asset ID
Asset Administration Shell ID

Asset Administration Shell — | Body

Submodel n. 1: Physical dimensions

Asset: like a cup
Submodel n. 2: Content

Submodel n. 3: Life cycle

ﬁ ﬁ Gormmunication @ @

Figure 1: Asset Administration Shell.

2.1. Passive AAS

The passive AAS contains information about devices in Industry 4.0. It is composed of a head, where
identification information can be found, and a body, which is divided into several submodels, each
containing appropriate information about a specific device. The number of submodels varies depending
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on specific requirements. It ought to react to requirements not only from production, but also from
commercial or marketing areas. The AAS has to allow also other AAS and its own submodels to be
referenced [1].

2.2. Active AAS

The active part of AAS allows communication with other entities that have AAS implemented too. VDI
2193-1/2 defines a unified interface for communication between devices via the 140 language. However,
many of these recommendations had to be ignored because of the implementation on PLC, which has its
own limitations [1] [2].

Participants in the communication are divided into 2 groups: Service Requesters and Service Pro- viders.
During communication, Service Requester (SR) asks several Service Providers for a service they require
and after demand negotiations (which is done by Support function) choose the best suited Service
Provider (SP) for their specific needs. When this happens, SP is reserved by SR and aims to get into
its area of influence, where those reserved actions may be taken care of. Every entity with implemented
AAS should be able to change its current status from SP into SR and vice versa [3].

3. IMPLEMENTATION

The AAS was implemented into SIMATIC S7-1200 via TIA Portal v17 on ’Barman’ testbed. Current
version of implementation supports multiple AAS in one PLC, which reduces hardware requirements
even more in a trade of added AAS limitations. This means AAS cannot change from SP into fully
capable SR as well as it adds additional identification parameters for methods.

3.1. Requirements

The method of implementation this paper suggests is not able to be utilized everywhere and neither should
it be. Apart from PLCs, which we can consider proudly available, it also requires infrastructure, where
individual products can move across the plant with ease, eg. a robust framework of ’smart’ conveyors
or manipulators. The second important requirement is diversified production itself. Application of AAS
into PLC makes sense only in a plant, which changes its products frequently. Meaning utilization of
AAS for static production is much lower, thus usage of the old way of centralized control is better in
mentioned situation.

3.2. Data model

Each AAS has one data block (DB) in PLC with all of their data divided into standardised structures.
There are 7 cyclically called functions, which have only 1 input as a string message divided by °/’
character and return a string with predefined structure too. It is mandatory to send both SR and SP
IDs in each message in case of the implementation with multiple AAS in one PLC, so each message
consists of at least ’SR ID/SP ID’. Mentioned functions are:

Submodel Each Service Provider is divided into three main groups of services it provides. The input
message for this function consists of only 2 words (’SR ID/SP ID”), asking the device which type of
service provider it is. It returns >Submodel/SR ID/SP ID/submodel type’, where submodel type
can be ’Storage’, ’Manipulator’ or *Mixer’.

Support The input message contains five word message with an expected format of: SR ID/SP ID/ope-
ration ID/material/amount’. It returns ’Support/SR ID/SP ID/value’, where value is dimensionless,
in range of 0-255, where 255 stands for the best and 1 for the worst cost, 0 is reserved for not
supporting at all. This gives the service requester an opportunity to choose the most suitable device.
The algorithm which decides the returning value is specific for every SR, depending on plant
requirements.

Reserve There are currently no queues implemented in PLC, but there are expected to be some of
them in the future. The input message for this function contains only SR ID/SP ID’ and returns
"Reserve/SR ID/SP ID/True or False’, depending on whether a specific device did or did not reserve
its resources for a specified Service Requester. The AAS stays in reserved state for 2 minutes after
receiving and successfully acknowledging a reservation, after which function Free is called.

Free The input message of Free function has the type SR ID/SP ID’ which cancels the reservation.
After that, it returns *Free/SR ID/SP ID’. This function is used in case of malfunction of SP or just
its disconnection, which could cause deadlock in a plant.
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Service requester 1 Service provider 1 Service provider 2 Service provider 3
Glass (ID = 16) Manipulator (ID = 1) Shaker (ID = 2) Doser (ID = 3)

i Submodel(16/1) ’
Submodel/16/1/Manipulator

Submodel(16/2) i ’
Submodel/16/2/Mixer

Submodel(16/3)

Y

A

Submodel/16/3/Mixer

L Support(16/2/4/Rum/20) | :
| Support/16/2/0 i

Support(16/3/4/Rum/20)

Y

Support/16/3/100

P Reserve(16/3)

Reserve/16/3/True

_\  Support(16/1/2-4-7/1/1) 1

Time >
B Support/16/1/255
;I/‘ ;:_/
PRI Reserve(16/1) L
| Reserve/16/1/True
N Transport(16/1/1/1/4/7) _
Transport/16/1/True
_Transport/16/1/InProgress
Transport/16/1/Done
;:_/‘ ~—
. Change(16/3/4/Rum/20)
Change/16/3/True
| _ Change/16/3/InProgress
| Change/16/3/Done

Figure 2: Example of communication.

Transport This function is available for Manipulator submodels only. Input message consists of 5
words: SR ID/SP ID/Asset ID/Amount/coded_starting position/coded final position’. This fun-
ction returns message “Transport/SR ID/SP ID/True or False, InProgress or Stopped and Done or
Failed’.

Give This function is available for Storage submodels only. Input message consists of 4 words: SR
ID/SP ID/requested material/amount’ and returns message *Give/SR ID/SP ID/True or False, InPro-
gress or Stopped and Done or Failed’.

Change This function is available for Mixer submodels only. The input message consists of 5 words as
"SR ID/SP ID/operation ID/material/amount’ and returns message *Change/SR ID/SP ID/True or
False, InProgress or Stopped and Done or Failed’.
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3.3. Communication

Communication is supported via OPC UA, where Service Requester as a client is calling predefined
functions with string messages.

An example of communication can be seen in Figure 2 where the Glass as the SR is calling SP functions
with an aim of carrying out its predefined recipe (saved in SR repository), which is to fill itself with 20 ml
of Rum in this simple example. SR first asks what kind of submodels SPs are, then asks Mixers whether
some of them can offer a service coded as ’4’, meaning liquid dosing. Once this service is reserved, SR
is then required to get into the right position for dosing (eg. to be transported from position 4 to position
7). When SR is in position, dosing can start as the Glass requested.

3.4. Future work

Unfortunately, there are some difficulties with this implementation which should be addressed and re-
solved later. The first one is the queue system for reservations, which would improve continuity of
production. The second major problem is the unfinished Service Requester. So far, all testing was done
manually using UaExpert as a client calling PLCimp methods. Implementation program (eg. in C++),
which would stand for the SR and call all required methods of Service Providers, is currently missing.

4. CONCLUSION

This work introduced the novel approach in the PLC control system by implementation of the AAS using
OPC UA as a communication protocol. Decentralised control by services is a possible way to greatly
improve an efficiency of specific plant types. Mentioned implementation was successfully tested manu-
ally via UaExpert and is ready for future improvement by reservation queues. It will create an environ-
ment which could be implemented in a plant if SP is implemented to represent devices.
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Abstract - The paper deals with developing application for testing of selected errors
contained in Siemens TIA Portal V16 PLC Project. The application is being developed for
the company ICE Industrial Services. The application should find bugs that programmers
or PLC code generators make, but TIA Portal cannot detect them defaultly. In this moment,
application is able to open or find opened TIA Portal project and load its important parts to
my structure — ProjectBlocks structure. Application can also find some errors described in
Chapter 2.

Keywords - C#, TIA Portal, TIA Portal Openness, Windows form application
1. INTRODUCTION

Code validation testing (whether desktop application development code or PLC code) is an important
activity, the underestimation of which can lead to increased costs development. If the software is not
tested, there is a good chance that when it continues to operate in near future mistake. At best, the
problem still occurs in development phase, in the worst case for a customer who notices defects or errors
and will request a repair or refund. [1]

There are 2 testing technique areas: Static software testing and dynamic software testing. If static
software testing techniques is used, tester do a visual control of PLC program — visually check, if code
doesn’t contain any visible error. Also, can find a mistake or irregularity in the project documentation
and discuss it with his colleagues. In other words, static software testing is used for error prevention. On
the contrary, dynamic software testing techniques usually running the code to determine what kind and
how many errors are contained in program. There are two approaches: Black box testing techniques and
white box testing techniques. [2]

Black box testing means that tester may not understand at all how the tested program code works.
Probably he is not allowed to even see a code. His job is to know the purpose of the program and to be
able to distinguish between its correct and incorrect working. He is typing data to the aplication or (in
PLC programming case) i.e., do an 10 check — how controlled machine is working when something he
pulls, activates the sensor, etc. [2]

When white box testing approach is selected, tester is code-knowledgeable person — in most cases
programmer himself and he is trying diverse edge cases to error-testing a program such as statement
coverage, branch coverage, condition coverage or basic path testing. [2]

There are lot of approaches and testing techniques being used in software development industry, but
only four testing levels in project develing process. Unit testing is a level of SW testing, where individual
units (such as station funcions or function blocks) being tested. The purpose is to validate that each unit
of the software performs as designed. Integration testing is a level of the SW testing process where
individual units are combined and tested as a group. The purpose of this level of testing is to expose
faults in the interaction between integrated units. System testing is a level of the software testing process
where a complete, integrated system is tested. The purpose of this test is to evaluate the system’s
compliance with the specified requirements. And finally, acceptance testing is a level of the software
testing process where a system is tested for acceptability. The purpose of this test is to evaluate the
system’s compliance with the business requirements and assess whether it is acceptable for delivery. [3]

In the field of PLC program testing, there are several approaches in use: Manual testing — basically
dynamic white box testing, where programmer can watch variables behavior in the program run,
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automatic testing — testing cases are generated i.e., by SCADA system. Also, formal testing techiques
can be used. [4]

2. TIAPORTAL COMMON ERRORS

As the abstract says, my paper deals with developing application for testing of selected errors in PLC
(ladder) code. This PLC code is written by PLC programmers in one smaller company in my city and in
most cases containing lot of errors or bugs of various relevancy such as:

Reading Temp variable before writing to it

Not named networks

Wrong used sensor symbolics (i.e., sensor from Station 120 used in Station 180)

Same variable assignments on multiple coils

For more instances of used function blocks, timers, triggers, etc. used same DB variable
Not used variable, which is defined in the interface of the PLC block

Too many instructions in one network

Used bad merkers

Default name of HW components

Not assigned partner in PN topology

Version of TIA Portal: V16

3. DIAGRAM

TIA
Openness

]

Figure 1: Simple diagram of application, communicating with TIA Portal and exporting blocks via
TIA Portal Openness

4, HOW THE APPLICATION WORKS

The application for PLC code testing is being developed in Visual Studio 2019, C# programming
language and as a simple windows form application. Application communicates with opened TIA Portal
project via TIA Portal Openness. TIA Portal Openness is the API for WinCC and STEP7 in the TIA
Portal, which enables users to create their own TIA Portal controlling application, or enabling automate
their engineering tasks, or read info about HW configuration, PLC blocks, HMI devices, etc. Application
can open TIA Portal or TIA Portal project or recognize and connect to opened TIA Portal project and
load it into a TiaProject class instance in my application, which is provided by Openness and inform the
user about connected project and show its name.

The main problem of Openness is that it cannot access individual networks and network parts, so the
Openness is for most of the problems described in Introduction unusable. So, there must be another way
to access networks and read specific information about them and this is can be realize via XML
prescription of PLC blocks.

After the successufull connection is made, application will clear special folder, and then recursively
export all PLC blocks from TIA Portal project to this folder, again by Openness. When this is done,
application starts read info and taking it to my special structure of PLC blocks, already containing the
info about all networks, parts, variable accesses, wires (ladder diagram) and FB/FC calls.

After all blocks are loaded into ProjectBlocks structure, application starts error finding algorithms and
taking them into lists of errors. Every error, found in the structure, is recorded, and shown in the list
view. Application enables user to download list view to text file. Error is identified by its name,
description, project, PLC block and network in which it occurs.
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Network

+Name: string
+Number: int
+Comment: string

+ProgramminglLanguage: ProgramminglLanguage
+Accesses: List<Access> ——
+Parts: List<Part>

+Calls: List<Call>
+Wires: List<Wire>—
> Access
+Uid: int
+Scope: AccessType (enum) Instance
+Var: string +Uid: int
+Scope: AccessType (enum)
— Part +Var: string
+Uid: int
+Name: PartType (enum) TemplateValue
+DisabledENO: bool +Name: string
+Instance: Instance +Type: string
+TemplateValues: List<TemplateValue> +text: string
Inst
> Call +InstanceUld: int
+Uid: int +InstanceScope: AccessType (enum)
+Name: string +InstanceName: string
+BlockType: CallBlockType (enum) Parameter
+Instance: Inst —
+Parameters: List<Parameter> +U'd:_'nt .
+Section: CallBlockSection (enum)
. — +Type: string
+Uid: int IdentConn
+Powerrail: bool +Uid: int
+ldentConn: IdentConn NameConn
+NameConns: List<NameConns> +Uid: int
+Name: string

Figure 2: Network class of PLC block in ProjectBlocks structure

I'= TIA Portal Project Vi cation App

Projekt Checking List of Errors

Emor Mame Description Project Block Type  Place/Block Line/Network [ad

Device name default PLC_1is default device name Testovaci.. None HW configuration None
Device name default HMI_1 is default device name Testovaci.. None HW configuration None
Device name default PC-System_1 is default device name Testovaci None HW configuration None
Device not assigned Port_1[%1] on PROFIMET interface_ Testovaci None Topology view None
Device not assigned Port_1[%1] on PROFIMNET interface (...  Testowaci.. None Topology view MNone
Device not assigned Port_1[%1] on PROFINET interface (...  Testowaci.. None Topology view None
None network name Metwork 1is unnamed Testovaci.. OB Main Netwark 1
None network name Metwork 2 is unnamed Testovaci.. OB Main Network 2
None network name Metwork 3 is unnamed Testovaci.. OB Main Network 3
None network name Metwork 4 is unnamed Testovaci.. OB Main Network 4
None network name Netwark 3 is unnamed Testovaci.. FB Station110 Network 3
None network name Netwark 17 is unnamed Testovaci.. FB Station110 Network 17
. None network name Metwork 18 is unnamed Testovaci FB Station110 Network 18
OpenEd prolect: None network name Metwork 19 is unnamed Testovaci FB Station110 Network 15
None network name Metwork 1is unnamed Testovaci.. FB Station130 Netwark 1
None network name Metwork 2 is unnamed Testovaci.. FB Station130 Network 2
None network name Metwork 3 is unnamed Testovaci.. FB Station 130 Network 3
None network name Metwork 4 is unnamed Testovaci.. FB Station 130 Network 4
v 4 None network name Metwark: 5 ig unnamed Testovaci.. FB Station130 Network 5
None network name Metwork & is unnamed Testovaci.. FB Station130 Network &
None network name Metwork 7 is unnamed Testovaci.. FB Station130 Network 7
None network name Netwark 1is unnamed Testovaci.. FB TestBlock 1 Network 1
None network name Metwork 1is unnamed Testovaci FB TestBlock2 Network 1
None network name Metwork 1is unnamed Testovaci FC Func Network 1
None network name Metwork 2 is unnamed Testovaci.. FC Func Network 2
None network name Metwork 3 is unnamed Testovaci.. FC Func Network 3
‘Wrong symbolics Variable or sensor named STATUS_1... Testovaci.. FB Station110 Network 1
‘Wrong symbolics Variable or sensor named 120KHO1-K... Testovaci.. FB Station110 MNetwork 1
g:i:ggﬂgg;qﬁen:wﬁrg:%%‘z";;%“_?ﬂ:ggﬂ‘;??gjxﬁd' Wrong symbalics Variable or sensor named 120KH01-K... Testovaci.. FB Station110 MNetwork 1
PLC software compilation before checking...Clearing Wrong symbolics Varizble or sensor named 120UR01-...  Testovaci.. FB Station110 Metwork 2
XML Folder.. Wrong symbolics Varizble or sensor named 130UR01-...  Testovaci.. FB Station110 Metwork 2
E‘l‘éﬂgﬂﬁwslﬂg{fﬂrgﬁiﬁﬂ}_‘j XML.. Wrong symbolics Variable or sensor named 130KHO1-K... Testovaci.. FB Station110 Network 2
Errors checking " Wrong symbolics Variable or sensor named 120KHD1-K...  Testovaci FB Station110 Network 4
Found 156 emors.. Wrong symbolics Variable or sensor named STATUS_1... Testovaci FB Station110 Network 8
‘Wrona symbolics Variable or sensor named 120UR01-...  Testovaci.. FB Station110 Network 8

Figure 3: Application interface
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If you have opened TIA Portal project, you can simply run the application. Application will
automatically connect to your opened project. You can open another project in application too. The
found project name is displayed. The all you need to do is click on the Check project for errors button
and full progress of error finding will be launched. On its end, results will be displayed in the list of
errors to the right on the figure 2. You can save this list to txt file.

5. CONCLUSION AND WORK PROGRESS

My work’s will be purely oriented in the software field. Practically, 1 work only with TIA Portal,
Openness, Visual Studio, XML and text editors. My work is intended for company usage.

Currently, application is almost done. All error searching algorithms are implemented and my work is
focusing on improving application’s reliability and stability — trying to find exception throw cases,
having meeting with company consultant and make testing cases in TIA Portal.

The benefits of this work, which | consider as important, are ProjectBlocks structure, object-oriented
application and, of course, gained experiences with TIA Portal Openness. The biggest benefit is
application functionality itself — it allows programmers to detect their mistakes, which TIA Portal can’t
detect defaulty by compiling. This role is very important in terms of PLC code testing and finding out
where the error is occurred. In company, for which | am creating this application, are also being strictly
used their own datablock variables and PLC tags which allow me to implement Wrong symbolics error
searching algorithm.

The main disadvatage of my application is relative long error finding time, expecially if there is a huge
project with lots of blocks, where each block contains over 100 networks. In this case, error finding time
can reach 2-3 minutes, including blocks export to XML, blocks XML loading into ProjectBlocks
structure and error searching itself.

Work progress

| started working on this application at the end of January 2022 and in first three weeks of work | was
learning TIA Portal Openness and finding its functionalities, which can be important and crucial for my
work. | found out, that Openness is unable to approach networks and interfaces of PLC blocks, but is
able to export PLC blocks to XML files. And in this block XML file, networks and interface are already
contained. Then | made a structure (which Networks part is shown up in fig. 2) and method, which
contains algorithms of loading important parts of XML file to this structure. After that | was able to do
error searching algorithms. In case of HW configuration errors, I didn’t even need to use ProjectBlocks
structure, in case of SW errors, ProjectBlocks structure was necessary.
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Abstract - This paper deals withinstalling a new system for the supply and management
of water on a farm. A PLC from Unitronics company was chosen with the appropriate
modules for control and operation. The PLC program has been written in the UniLogic
integrated development environment from Unistronics company using ladder language.
The new system is controlled and monitored locally by the HMI panel and remotely by
the website. The HMI and the website were created in the UniLogic Integrated
Development Environment. The thesis also deals with selecting suitable sensors and
components for system regulation.

Keywords — PLC, Control system, flowmeter, level sensor

1. INTRODUCTION

Description of the old system

The control system for water supply and management, which is currently applied on the farm,
is considered outdated froman economic and safety point of view and completely inadequate
to current modern standards. At the time the system was designed and commissioned, it was
one of the most advanced control systems on the market. However, the gradual advent of more
modern and affordable technologies has made it obsolete. Therefore, farm owners have opted
for investing in a control system that will already meet the requirements of modern times e.g.
remote communication, diagnostics of equipment connected to the system. Furthermore, the
system should not be demanding and costly to maintain and meet the safety requirements of
today.

Water reservoir

Contact
GSM switching
module < |

Contact
Well switching
_.

Figure 1: Block diagram of the old system

57



Concept of the new system

The system that will be installed in place of the existing system will work on a completely
different principle of water supply to the farm. As this is not a retrofit of an existing system, the
design can be implemented from scratch and does not have to follow the existing wiring. The
newly installed system will meet the requirements of today's modern times, which present easier
maintenance and operational requirements for the operator. The control system will be able to
communicate with the operator remotely in the event of a fault, thus greatly reducing the time
from fault onset to detection to fault clearance. Furthermore, the system will record operating
conditions, according to which regular maintenance of the installed equipment can be planned.
Last but not least, it will be possible to control and monitor the system remotely via a website.

HMI Web
server
A h
Ethernet Etherne! t
Y Y
GSM sﬁ::'{'ﬁﬁfg 4-20 mA
module | PLC

Well Flow Wa{ter Pressure
1-6 meter meter meter

Figure 2: Block diagram of the new system

2. SOLUTION

PLC

A PLC from Unitronics was selected to control the entire water supply system. The PLC was
selected based on positive experiences in previous projects. Specifically, the B10-T42 model
of the Unistream series was selected, this is the most advanced PLC that Unitronics supplies.
The PLC also supports a Web server option for remote communication with the PLC via the
Internet. Due to the lack of digital and analog inputs, the PLC has been supplemented with
expansion modules, namely the UID-1600 and WCB2 modules. The UID-1600 module is
used to expand the PLC with 16 more digital inputs. The WCB2 module is used to expand the
PLC by two analog inputs and 10 digital inputs.

Flowmeter

An inductive flow meter was chosen to measure the flow rate at the inlet pipe to the reservoir.
The inductive flowmeter was chosen because of its low purchase price compared to other
flowmeters that work on a different measuring principle (ultrasonic, turbine). Another reason
why it was chosen is its design and method of flow measurement. There is no need for long
stilling pipes etc.

Level gauge

A hydrostatic probe type level gauge was selected to measure the water level in the reservoir.
The level gauge was selected based on the ease of installation in the reservoir and its purchase
price. A two-state level sensor was selected as a backup level sensor in case of failure of the
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hydrostatic probe. The hydrostatic probe measures continuously so that the actual level in the
reservoir can be read.

Control system

The control system monitors the water level in the reservoir, from which the entire system is
controlled. The system has created four virtual levels (level 1 - Water tank is full, level 2 -
Water level in the water tank is decreasing, level 3 - Water level is low, level 4 - Water tank is
empty). Based on these levels, controlled pumps are started to replenish the water in the
reservoir, as well as the automatic pressure station (APS).

Levels in the water reservoir

The water is at level 1 in the reservoir. The booster pumps are off. When the water in the
reservoir dropsto level 2, the replenishment starts to bring the water in the reservoir to level
1. If the water intake from the water tank is greater than the inflow to the water tank and the
water level dropsto level 3, a text message is sent with a low-level message in the water tank.
If the water level has dropped to level 4 i.e. the water tank is empty. The APS is switched off
to avoid damage due to dry running and the pumps that replenish the water tank are still on.

Additional pumps

Additional pumps are located in wells around the farm. The pumps are controlled by a control
circuit that communicates with the control system. In case of a request from the control
system, the pumps are switched on. The pumps are equipped with several protection elements
(current protection, phase failure control, and probes that monitor the water in the well). If the
pumps are faulty, a fault message is sent to the control system and then a fault SMS is sent to
the system operator.

APS

The APS ensures constant pressure in the farm's water supply system. The APS controls itself
according to the current pressure in the line, when the pressure drops and there is enough
water in the water tank the APS starts, if the APS does not start even if there is enough water
in the water tank a fault SMS is sent.

Controls

The switch cabinet includes an HMI module that can be used to control and monitor the entire
system. The HMI panel shows the current values of the system (outlet pressure, water level in
the reservoir, faults on the equipment, etc.) To simplify operation and work on the equipment,
remote access via the Internet has been established. The control and monitoring environments
are identical both on the HMI panel and on the remote access via the website.

Control algorithm

Automatic switching on of the additional pump in the well.

pom filtr 51 | aut cl | aut obrl | haldina 51 | vypadek faze s1 | tepelna ochrana 51| kontrola c1

:,1: ] | ] | ] | ] | ] | {

3}
LI LI L L L 7

Figure 3: Automatic switching on of the additional pump in the well

I the following conditions are met and the water in the well drops to the 2nd level, the pump
switches on.
pom filtr s1 - if the filter on the supply pipe is not blocked the pump can pump
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aut c1 - the switch on the switchboard door must be switched to the AUT position

aut obrl - automatic mode must be selected on the HMI and the AUT field marked
hladina sl - there must be sufficient water in the well

vypadek faze sl - the pump must not be powered by 2 phases

tepelna ochrana s1 - if the pump starts to overheat the system will switch off the pump

Switch off the additional pump by the probe in the water tank

plneni ‘

Vyska hladiny

#1600

Figure 4: Switch off the additional pump by the probe in the water tank

If the level in the water tank is higher than 1900 mm the pumps in the wells will switch off.

Pump motor hours counter

cl ‘

— & N0 —
mth c1 A JA‘I_

vystup mthl ‘

—P |—— EN_ENO
. mth c1 WA ‘*_ . dtac c1 F‘A ﬁ'ﬂ"

Figure 5: Pump motor hours counter

While the pump "c1" is switched on the Timer Accumulated counts for 1 hour, once the time
IS up the timer is reset and the counter is incremented by 1.

Probe failure in the water tank.

cerveny obdelnik |

{/}
EN  ENO {/}

WyZka hladiny

#-30

#2500

kentrola sondy |

Figure 6: Probe failure in the water tank

I the probe in the water tank starts to send values out of range this condition is evaluated as a
fault, the probe is disconnected and goes into semi-automatic mode. Information about the
level is obtained from the float, which is located in the water tank. when a fault occurs, an
SMS is sent to the system operator. The fault is displayed on the HMI as a red rectangle
instead of a graphical display of the current level in the water tank.

3. CONCLUSION
The old system has been successfully upgraded to a newer and more advanced system that

already meets the requirements of modern times and modern farms. Remote access has been
very well received by the system operators. In the future, the new system should be
complemented by sending a regular report for the past month with operational data.
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Budoucnost se déje nyni

Soucasna expanze vyroby nam umoziuje vyrabét SpiCkoveé produkty na
unikatnich technologickych zafizenich.

- V poslednich ¢tyfech letech jsme investovali ¢tyfy miliardy do posilenf nasich vyrobnich kapacit.

« Kromé vyroby ¢ipl na kfemiku rozvijime i vyrobu na karbidu kfemfku. Ve vyrobé ¢ipl na karbidu kfemiku se
chceme stat svétovou jednickou.

- Cipy na karbidu kfemiku jsou slibnou technologii. Ve srovnani s ¢ipy na kfemfku dokazou uspofit az 10%

energie, kterd pres né prochazi.

Ziskali jsme prestizni ocenéni Inovacni firma Zlinského kraje 2021
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Abstract—This paper describes a UAV equipped with a control computer, flight
controller, Lidar and depth camera. The UAV telemetrically communicates via the Mavlink
communication protocol with a ground station where actual data can be monitored or the
drone's mission can be interfered from there. This whole system produces a 2D map and a
3D color map in real time. This data can be used for obstacle avoidance, object recognition,
mapping unknown environments, tracking moving objects and autonomous navigation.

Keywords—UAV, Drone, Autonomous navigation, Lidar, Depth camera, Point cloud

1. INTRODUCTION

UAVs (Unmanned Aerial Vehicles) have recently reached a stage where they can carry a lot of
equipment on them and at the same time, thanks to sufficient battery capacity, they can stay in the air
for a long time. Based on the specific purpose of the application, UAV can typically carry a laser or
ultrasonic range finder, RGB camera, depth camera, thermal camera, spectral camera or other sensors.
In many applications, a combination of multiple sensors is used for more accurate measurements. One
important aspect is to detect obstacles in the flight path so that collisions can be avoided and new flight
paths can be set. This approach leads to increased autonomy of the UAV, but introduces complexity in
on-board computation, trajectory planning and communication with the ground station. Often UAVs are
also equipped with certain actuators.

Nowadays, drones like these are already used in a large number of applications. These include
infrastructure inspections, field surveys, scientific data collection, monitoring for premises security. In
addition, they are useful for transporting and delivering goods, surface mining, mapping, spraying fields,
monitoring the condition of natural habitats and delivering medicines.

2. SENSOR FUSION

The main element of the whole experiment will be the drone, which is robust enough to mount the
necessary hardware on its structure. As shown in Figure 1, the main hardware is a Pixhawk 4 autopilot
and a powerful NVIDIA Jetson Nano Developer Kit computing unit. Both units communicate with each
other by serial connection. RPLIDAR A3 and Intel RealSense D455 camera module were chosen as
sensor equipment. The data collected by these sensors is sent to the NVidia Jetson Nano computing unit
for further processing. Using this data, the drone is able to sense its surroundings. On the Jetson Nano
computing unit equipped with Ubuntu 18.04, ROS (Robotic operating system) software is installed.
Packages in ROS are used to process the sensor data. Pixhawk 4 communicates with a ground station,
in this case a PC. The communication can be via radio or Wi-Fi. The Mission Planner software is
installed on the ground station, in which it is possible to monitor current data related to the drone flight
and sensor data. All communication is handled by the MAVLINK communication protocol. UAV with
sensors is shown in Figure 2.
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Figure 1: Block diagram of the experiment
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Figure 2: UAV used in the experiment

2.1 LIDAR

Lidar (Light detection and ranging) is a system that emits laser beams, receives reflected signals from
obstacles and evaluates the distance of objects. In this work a 2D RPLIDAR A3 was used. Using the
Robotic Operating System (ROS), specifically the hector_slam package, it is possible to generate a real-
time 2D map of the environment along with the current position and trajectory of the UAV. This whole
concept is called SLAM (Simultaneous localization and mapping). This concept is suitable for mapping
unknown environments both outdoors and indoors. At the same time, this data can also be used for
autonomous navigation. However, for autonomous navigation, it is not appropriate to use only 2D data
obtained with RPLIDAR A3, because it captures objects in only one plane. If an obstacle is in a plane
slightly higher than the lidar is on the UAV and the drone is moving upwards before the lidar detects
the obstacle, the UAV could crash into it. Even when mapping an unknown environment, a simple 2D
map may not always be sufficient. Therefore, it is advisable to use another sensor working on a different
principle [1][5].
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Figure 3: Data obtained from RPLIDAR A3.

2.2 DEPTH CAMERA

Depth camera works on the principle of capturing images from two lenses where the distance between
them is known. Each lens records the scene separately and based on the difference in displacement of
the images obtained from the two lenses, the depth of the image or distance of the objects can be
calculated. This principle makes it possible to create a 3D map of the environment, shown in Figure 4.
The obtained 3D data is again suitable for mapping an unknown environment and also for autonomous
navigation of UAVs. In this work, the Intel RealSense D455 Depth Camera was used. This camera
contains not only two lenses to obtain depth images, but also a classical RGB camera [4].
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Figure 4: Data obtained from Intel RealSense D455.

65



3. CONCLUSION

The data obtained from the sensors is suitable for use in exploration of unknown environments, obstacle
detection, autonomous navigation. Lidar obtains a 2D map of the environment along with the distances
of objects from the drone in real time. Subsequent use of, for example, hector_navigation or
hector_localization_package would allow real-time autonomous exploration of unknown environments
while avoiding obstacles. From the Intel RealSensse D455 camera, | obtain a color 3D map of the
environment. Compared to Lidar data, it has a much smaller range (0.6 - 6m), where RPLIDAR A3 can
sense objects up to 25m away. However, despite the shorter range, this data has a lot of uses. For
example, using the ros_object_analytics package, it would be possible to classify objects, detect
obstacles, real-time localization or tracking of a moving object [2][3][4][5].

This whole concept could be used for exploring dangerous environments, searching for lost persons,
tracking moving objects, obstacle avoidance and many other applications.
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Abstract—The article presents our solution for the classification of moving flying objects
in a video sequence captured by a static camera. The tool uses the extraction of scale and
rotation invariant SIFT features, which allow the multi-class SVM to classify the examined
object into one of the considered classes: ‘bird’, ‘plane’ or ‘negative’. The most successful
of our tested models achieved accuracy of over 90% and their recall and precision for each
class reached values above 90%.

Keywords— Object recognition, machine learning, SIFT, SVM, Matlab, motion detection

1. INTRODUCTION

Optical detection of flying objects in the sky in connection with their classification represents an
important task in the field of computer vision and image processing. It is used in systems ensuring the
scanning of airspace around airports and the prevention of collisions of aircraft with birds. Several works
also deal with its use in the field of environmental research and bird monitoring [1], [2] or in systems
aimed at protecting crops and vineyards from bird flocks [3].

There exist several methods of classification of flying objects and the choice depends on the application
itself, the requirements, and the technical options available. A classifier, pre-trained on a suitable set of
sample images, analyzing various significant features extracted from the processed images [1], [2], can
be used effectively. Another possibility is the use of convolutional neural networks [1], [3].

This article focuses on the design of an algorithm for detection and classification of flying elements in
the sky that could be used in some of the above applications. The aim was to create a tool with a high
success rate of classification (recall and precision for each considered class ideally above 80%), which
could be implemented as a relatively simple, fast, and cheap solution that does not require special
hardware equipment.

2. PROPOSED METHOD

The proposed approach involves the analysis of a video sequence captured by a statically mounted
camera, which aims to detect changes in consecutive frames indicating movement in the observed scene.
This article presents an algorithm performing extraction of moving elements and their identification
using Matlab program. The main steps of the proposed method are shown in the in the Figure 1.

2.1 TRAINING DATA ACQUISITION AND PREPROCESSING

The processed video recordings are obtained using a camera placed on a tree in a private garden near
Brno-Tutany Airport. The scene being shot is shown in the Figure 4. The selected Xiaomi Y| Outdoor
1080p camera is suitable for outdoor use. It allows data transfer only via wifi, so it was necessary to
create a hotspot using a Raspberry PI 3 B. A microcomputer in the Raspberry with an integrated wifi
module creating a wifi network in the vicinity was connected to a module for mobile data with an
inserted SIM card. The data is collected on a high-capacity SD card inside the camera, from which online
downloads are available.

The retrieved data are processed by a C # program on the .NET platform, which compares binary edge
representations of consecutive frames. White pixels in differential binary images correspond only to
moving elements in the examined video, and they are saved along with corresponding original frames.
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Figure 1: Flowchart of the presented approach.

2.2 MOVING OBJECTS LOCALIZATION

From the first frame of the processed video sequence a binary mask segmenting the image into the
examined area of the sky (value 1) and the surroundings, which are not the subject of analysis (value 0),
is created. By multiplying the mask and the differential binary image, the elements not located in the
sky are filtered out. The dimensions and coordinates of the bounding boxes delimiting the remaining
objects in the modified binary image, which were not eliminated by the mask, are determined by using
the function searching for connected components. Cuts of the original image defined by these bounding
boxes are then individually evaluated by the classifier.
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binary images Binary mask Background Detectionang
V-HIEs g I —— LA —» croping of the
marking creation elimination :
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movement

Figure 2: The approach used to detect position of moving objects in the image.

2.3 DATASET AND OBJECT CLASSIFICATION

For the purposes of classification, it was necessary to specify the classes into which the examined objects
will be divided and to create a sufficiently large suitable training set of images. Using the obtained video
recordings, but also photographs of flying birds and images searched on the internet, a set of 5459 images
was created, consisting of 1994 representations of the class 'plane’, 1144 of the class 'bird' and 2321 of
the class 'negative' displaying for example moving leaves, branches, or clouds to which the motion
detection algorithm is sensitive, but they do not represent objects of interest for us. The size of the
images in the dataset and also the processed images varies from 2x2 pixels (branches, clouds, or very
distant objects) to approximately 40x40 pixels (airplanes or birds flying close to the camera, images
downloaded from the internet).

The classification of objects is realized by the analysis of significant features extracted from the
examined images using the SIFT method, which is characterized by independence of scale and rotation
as well as resistance to brightness or geometric transformations [4]. By classifying the features of an
image into a determined number of clusters using the iterative algorithm k-means and then creating a
histogram of the occurrence of clusters in the image, we obtain single descriptive vector of that image.
The vector represents an optimal input for the multi-class SVM, which then ensures the classification of
the object into one of the classes [5]. SVM was trained using Matlab Classification Learner App.

Extraction of

T SIFT features : . S
Cropsofongmal__’ apdiae. kg Clustering of > Using SVM for ) Output: bird/

images : 5 SIFT features evaluation lane/negative
g histograms in P /neg

RGB

Figure 3: The proposed classification method.
Since some processed images are very small, the amount of extracted SIFT features may not be sufficient

to ensure proper object recognition. We therefore decided to try to strengthen the classifier using color
features. An RGB histogram consisting of 8 bins for each color channel was extracted from each image.
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The resulting vector of length 8x8x8 = 512 elements thus extended the original descriptive vector of the
processed image. Figure 3 summarizes our tested classification method.

3 RESULTS AND EVALUATION

The proposed classification method was firstly validated for different values of the parameter k
indicating the number of clusters grouping SIFT features and for several types of SVM kernels. Each
tested classification model is evaluated according to accuracy (the rate of correct classifications among
all predictions) and the parameters precision (positive predictive value PPV) and recall (true positive
rate TPR) for each considered class. The results are shown in Table 1. The best-achieved are highlighted.
The most successful models worked with the number of clusters k = 100. This parameter was used for
testing descriptive vectors supplemented with color features and the results are summarized in Table 2.

We can observe that using RGB histograms as color features to support classification based on SIFT
features improves statistical results and they meet our set objectives. However, it is evident that in the
case of every model the ‘bird’ class is characterized by the lowest rates of both positive detection (TPR)
and positive prediction (PPV), which may be due to its under-representation in the training set. In
addition, the method is sensitive to adverse weather conditions (clouds, rain, or wind) in which incorrect
predictions of ‘bird’ and ‘plane’ classes are more common. The extension of the set as well as its
balancing could provide better results and should be the subject of further research. Figure 4 shows the
results of the analysis of a video recording using our detection and classification tool working with the
most successful models. The time of processing varies from 60 to 900 ms per one frame and it depends
on number of located and classified moving elements in the image.

Table 1: Accuracy, Precision and Recall of tested models of classifier processing SIFT features

Plane Bird Negative
K Kernel Accuracy [%] | TPR[%] | PPV[%] | TPR[%] | PPV[%] | TPR[%] | PPV[%]
Linear 93,0 91,5 91,0 83,3 85,6 99,1 98,3
Quadratic 93,0 93,1 93,0 88,2 88,9 98,9 98,5
Cubic 93,0 93,2 91,6 83,7 88,2 98,8 97,8
50 RBF 94,5 92,6 93,8 90,9 87,8 98,6 99,2
Linear 93,4 90,9 91,8 87,4 84,7 98,6 99,3
Quadratic 95,0 93,4 93,8 90,1 89,1 98,8 98,8
Cubic 94,8 93,4 93,0 89,0 89,3 98,9 99,0
100 |[RBF 94,8 92,3 94,0 91,5 86,9 98,5 99,6
Linear 93,4 91,5 91,4 86,1 85,5 98,6 99,0
Quadratic 94,5 92,8 93,1 88,8 88,0 98,7 98,9
Cubic 94,5 93,0 92,8 88,5 88,0 98,7 99,1
200 |[RBF 90,6 95,9 82,0 65,5 89,8 98,3 99,5

Table 2: Accuracy, Precision and Recall of models of classifier processing SIFT and color features

Plane Bird Negative
K Kernel Accuracy [%] | TPR[%] |PPV[%] |TPR[%] |PPV[%] | TPR[%] | PPV[%]
Linear 95,2 94,0 93,4 90,2 90,6 98,8 99,1
Quadratic 95,9 95,2 94,3 91,4 92,3 98,8 99,1
Cubic 96,0 95,3 94,4 91,7 92,9 98,7 98,9
100 |RBF 90,1 96,8 80,4 78,6 94,5 90,0 99,2
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Figure 4: On the left, an example of correct aircraft detection, with display of image coordinates and
class, on the right, incorrect prediction of ‘plane’ and ‘bird’ classes when detecting the movement of
clouds and branches

4. CONCLUSION

The article presents an algorithm of processing video recordings of the airspace to detect and classify
flying objects. The resulting classification models, using multi-class SVM fed with SIFT features and
RGB color histograms extracted from previously detected moving elements of the video sequence, are
characterized by high overall accuracy and also by recall and precision for all of the considered classes
usually of above 90%. However, the success of the classification also depends on several more or less
controllable parameters, such as camera location, image resolution or weather. The proposed algorithm
could support, for example, systems aimed to scare off birds around airports or in vineyards and home
gardens. The possibility of further development of the investigated method and expansion of its
application lies, for example, in a combination of optical classification with analysis of audio
information from the scanned scene, which is addressed in article [6] in the context of bird species
differentiation.
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Abstract—In this paper, attention is devoted to advanced video codecs (HEVC, VVC, VP9
and AV1) and their utilization for compression of videos with Ultra High Resolution (UHD),
also marked as 4K and 8K. A Python-based program employing FFmpeg multimedia
framework is created to explore compression performances of such video codecs. It
allows to automate encoding process and record all important information during the
video compression (e.g. the required CPU time, time consumption, RAM usage). The
performance of the video compression algorithms is evaluated in terms of objective quality
metrics. First experimental results show that video codecs VVC and AV1 could replace
HEVC and VP9 for 4K and 8K videos in the future.

Keywords— video codecs, objective metrics, FFmpeg, HEVC, VVC, VP9, AV1, Python

1. INTRODUCTION

Demand for videos in Ultra High Resolution (UHD), many times abbreviated as 4K and 8K, are gradually
increasing. To broadcast video content in such a resolution with appropriate visual quality, especially in
the case of Video on Demand (VoD) [1], efficient video compression algorithms (codecs) are required.
The video compression tools need to be versatile and must excel with very flexible settings. The most
established video codecs, High Efficiency Video Coding (HEVC) and VP9, can be utilized to compress
videos with full HD resolution or 4K. However, their performances for videos with higher resolution are
lower, especially at lower bitrates. Versatile Video Coding (VVC) [2] and AOMedia Video 1 (AV1) [3]
are emerging compression algorithms developed for effective compression of videos in different formats.
Compared to HEVC and VP9, their utilization for 4K and 8K videos can be more effective [4], [5].

In this paper, attention is devoted to compression performances of video codecs HEVC, VVC, VP9 and
AV1. The visual quality of a test video compressed by these codecs is evaluated by different objective
quality metrics. To automate and manage the encoding process of the video, a Python-based program
employing FFmpeg' multimedia framework is developed and created.

This short paper is organized as follows. Video codecs used in this work are briefly introduced in
Section 2. Objective metrics used to evaluate the quality of compressed videos are described in Section 3.
Section 4 and Section 5 are devoted to the developed Python program to automate the process of video
encoding and settings used to compression of a video, respectively. The obtained preliminary results are
briefly evaluated in Section 6 while Section 7 concludes this paper.

2. ADVANCED VIDEO CODECS

The latest generation of video codecs supports computationally intensive algorithms used to improve
intra frame compression by copying similar parts of a frame (intra prediction) or using a feedback with
full decoding and analysis with objective metrics to improve the encoder’s decision algorithm. Next, such
video encoders have an additional option to make transmission more efficient for very small data stream
(full prediction from surrounding blocks when the encoder assesses that the error will be small at using
of an appropriate restoration filter). Significance of these improvements is visible mainly at transmission
of synthetically generated contents such as game streaming, presentations and screen sharing.

In this work, we compare compression performance of video codecs HEVC, VVC, VP and AV1. HEVC
and VVC have been developed within the family of H.26x video coding standards. Video codecs VP9
and AV 1, compared to HEVC and VVC, are open and royalty-free, used mianly in the field of streaming
(YouTube, Netflix). AV1 is developed by the Alliance for Open Media including such major companies
like Apple, Facebook, Google, Microsoft, Netflix and Amazon.

Uhttps://ffmpeg.org/
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3. OBJECTIVE VIDEO QUALITY METRICS

The visual quality of a compressed video can be evaluated either by subjective or objective way.
Subjective quality evaluation is based on the scores obtained from people who evaluate the video quality
under laboratory conditions. The outputs of so called subjective tests have high information value (scores
directly obtained from people). On the other hand, they are costly and time consuming. Objective quality
metrics utilize mathematical-based algorithms to reveal the visual quality of the compressed videos.
Depending on the availability of reference (uncompressed) source, these metrics can be full, reduced or
non-reference (FR, RR and NR). Objective metrics are cost effective, on the other hand, but, in general,
are less punctual than subjective-based studies.

In this work, the visual quality of videos is evaluated in terms of objective metrics. For this purpose, Peak
Signal-to-Noise Ratio (PSNR) and Video Multimethod Assessment Fusion (VMAF) objective metrics
are used. PSNR is a well-known metric used to assess initial visual quality of a video. VMAF is a
combination of multiple objective quality metrics that have coefficients set using Mean Opinion Score
(MOS) to make the final score closer to subjective rating.

4. TOOL FOR ENCODING OF VIDEO SEQUENCES

The process of video encoding, thanks to numerous options and settings of advanced compression
algorithms, is not a straightforward task. Many times, reference implementation of these video codecs
is command line based, and the definition and set of parameters can be not user friendly. Hence, within
this work, a utility? for automate encoding of video sequences is created in program language Python. It
allows to set and change encoding settings independently on the used video codec. In this way, a number
of tasks can be easily created in a queue for processing. Because implementations of some video codecs
are not scale to multiple cores of advanced processors, possibility of parallel processing to achieve higher
efficiency is also considered. To process multiple video sequences, an option to batch process of them
was implemented into the created utility.

The created tool employs FFmepg library and its console utilities ffmpeg and ffprobe. FFmpeg provides
an unified interface for various encoders with many options and settings. The tool was created under
Linux operating system and allows to record data about CPU utilization, CPU time (from scheduler data)
and memory required for encoding of a video sequence. Windows platform is supported as well.

5. EQUIPMENT AND SETTINGS

The compression performance of the used video codecs was tested on a short video sequence Chimera
”Aerial” (420p 10 bit, 60fps, 1200 frames) from Netflix [6].

The compression of video has been realized on a regular desktop AMD Ryzen 5 1600AF (2. gen, Zen+)
processor with a locked frequency of 3.6 GHz. It has 32 GB of 3200 MT/s and DDR4 RAM. Information
about the used reference implementation of video codecs is summarized in Table I. VVenC [7] and
VVdeC [8] were compiled using GCC with default settings.

Example of the used command to encode the video sequence by codec AV1 is follows:

ffmpeg -i <input> -c:v libaom-avl -cpu-used 5 -b:v 0 -crf 39
<output>.mkv.

The angle brackets indicate the parts of command that are variable. Argument ”-c:v” is used to select the
encoder (see Table I), ”-cpu-used” is an encoder specific argument used for libvpx-vp9 and libaom-av1
to set the level of trade-off in quality for speed (similarly, for 1ibx264 and libx265 it is used ”-preset”).
For libaom-av1 and libvpx-vp9 argument -b:v 0” is needed for unrestricted maximal bitrate while ”-crf”
sets the constant Quantization Parameter (QP). Next, modes Constant Quality (CQ) and Constant Rate
Factor (CRF) are used. Actual bitrate in these modes is largely dependent on that how much of temporal
information is in the encoded video. Codec libvpx-vp9 was employed with ”-deadline 0 -aq-mode 07,
where -deadline” is used to turn off limits for time spent on encoding of a frame and ”-ag-mode” is
utilized to turn off adaptive quantizer (needed for VMAF metric at high quantization levels [9]). VVenC
was used with preset ”fast”, 12 threads and with PQPA on.

Ten values of evenly distributed QP (from 9 to 63) and CRF (from 9 to 45) were used.

Zhttps://github.com/ondrasouk/encoders-comparison-tool
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Table I: Used software stack

Software Version Source
Distribution  OpenSUSE Tumbleweed
GCC 11.2.1
FFmpeg 4.4.1 https://ffmpeg.org/download.html#get-sources
libvpx 1.11.0 https://www.webmproject.org/code/
libaom 33.0 https://aomedia.googlesource.com/aom/
libsvtavl 0.9.0 https://github.com/AOMediaCodec/SVT-AV 1
libx264 0.161 https://code.videolan.org/videolan/x264
1libx265 35 https://bitbucket.org/multicoreware/x265 _git
vvenc 1.3.1 https://github.com/fraunhoferhhi/vvenc
vvdec 1.3.0 https://github.com/fraunhoferhhi/vvdec

6. RESULTS

First results (rate-distortion graphs and computational time) for video Chimera ”Aerial” are shown in
Fig. 1. Itis visible that the best results are achieved at the using of video codecs AV1 and VVC. However,
especially for AV1 and VVC, time needed for encoding (at best settings) is high, thus faster settings was
chosen. The overall comparison of the used codecs using Bjontegaard-Delta (BD) method is presented
in Table II. It is visible that reference libaom-av1 implementation outperforms other codecs in BD-PSNR

and BD-rate, followed by VVenC and SVT-AV 1.
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Table II: Comparison of codecs to x264 placebo

Codec and settings BD-PSNR [dB] BD-rate [%]

AV1 cpu-used 5 2.89 -66.00
VVenC Fast 2.46 -64.34
SVT-AV1 preset 5 2.67 -61.29
x265 veryslow 1.56 -49.17
VP9 RC 0 1.17 -32.81

7. CONCLUSION

In this short paper, attention was devoted to performance study of advanced compression algorithms
HEVC, VVC, VP9 and AV1 for 4K videos. A Python-based tool employing FFmpeg multimedia
framework was created to manage the whole encoding more efficiently. The visual quality of video
sequences was evaluated by different objective metrics. All the results, presented in this paper, are a part
of preliminary bachelor thesis.

Among others, future work plans include the extension of this study. More video sequences with different
spatial and temporal information (SI and TI) will be considered. The number of the used objective quality
metrics to evaluate the performance compression of video codecs will be increased. There is also planned
a creation of graphical user interface for the developed tool to manage the video compression more easier.
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Abstract—Cerebrovascular pathologies represent very serious life-threatening diseases and
therefore great importance is attached to improving the diagnostic process of these diseases.
In this work, an approach for brain vessels enhancement in 3D CT angiographic data has
been proposed. A 3D binary mask of the brain was constructed and used for brain tissue
extraction, in which the cerebral vessels were then enhanced using advanced filters based on
Hessian matrix computation and analysis of Hessian eigenvalues. A dataset of 5 anonymized
patient CT scans was used to design this approach.

Keywords— Brain vessel, Hessian-based filters, vessel enhancement, CT angiography.

1. INTRODUCTION

In clinical practice, the diagnosis of brain vascular pathologies such as aneurysms or stroke is very
common. Due to the nature and course of these diseases, early diagnosis and accurate determination
of the cause of the pathology is essential for subsequent treatment. The most frequent diagnostic method
of the cerebral vascular system is X-ray computed tomography angiography (CTA). The enhancement
of cerebral vessels in angiographic volume images is of great importance for faster and more accurate
diagnosis.

In this paper, an approach for the enhancement of cerebral vessels in 3D CT angiographic images is
proposed. An algorithm has been proposed that leads to the construction of a 3D binary mask of the brain,
which is then used to extract brain tissue from the original CT volume image. The extracted volume of
brain tissue has a low contrast of vascular structures to the surrounding brain tissue and therefore this
volume is very difficult for the radiologist to assess in terms of diagnosing vascular brain pathologies. It
is for this reason that enhancement of the cerebral vasculature is very important to make the diagnosis
more efficient. Therefore the extracted brain tissue is subjected to three Hessian-based filtering methods
which output parametric images of the enhanced cerebral vessels. Such vessel enhancement significantly
increases the contrast of the vessels with respect to the surrounding brain tissue, which is very important
for improving the orientation of the radiologist in the 3D angiographic image under evaluation. Another
possible use of the parametric image of enhanced vessels is for the segmentation of cerebral vessels. The
output of the segmentation of cerebral vessels from a 3D brain volume is a binary image. In some cases,
we may lose important information in the resulting image, such as about small blood vessels that can
be classified as background. The segmented image is used such as in computer-aided diagnosis (CAD)
systems or computer image analysis systems, but when the radiologist evaluates the images and makes a
diagnosis, it is much more convenient to use a parametric image of the enhanced vessels, because in this
case the radiologist himself subjectively decides about the presence and condition of the vessel. The aim
of this work is cerebral vessel enhancement, not segmentation, and therefore objective evaluation of the
achieved results is very difficult as there is no manually marked data available for objective comparison.
Therefore, the vessels enhancement results are evaluated subjectively.

2. METHODS

2.1. Experiemntal data

A dataset of anonymized five patient 3D CT scans was available for the design of the cerebral vessel
enhancement algorithm. The available dataset was variable, containing volumetric data scanned by
different CT systems, in different hospitals, at different acquisition parameters, and two contrast phases.
The available image data were stored in a standardized DICOM format that also contains a header with
metadata, some of which were used in preprocessing the volume data.
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2.2. Design of approach

Figure 1 shows the block diagram of the proposed approach for enhancement of cerebral blood vessels.
The algorithm consists of four consecutive blocks, which will be described in more detail below.

Preprocessing of Obtaining of 3D Extraction of brain Enhancement of
CT scan volume binary mask of brain tissue cerebral blood vessels

Figure 1: The block diagram of the proposed approach for enhancement of cerebral blood vessels.

2.2.1. Preprocessing of CT scan volume

Because the slices in each 3D CT scan were sorted by their numerical name, they were not sorted as they
were actually scanned when the entire volume of data was uploaded. For this reason, it was necessary to
first sort the slices so that their order actually matched the acquisition process. The information about the
order of the slices during acquisition, which is stored in the header of each DICOM file, was used to sort
the slices. Furthermore, only the region of interest, i.e. the volume containing the brain, was manually
selected from the entire original CT scan volume. In the next step, this volume was transformed from
the transverse plane to the sagittal plane.

2.2.2. Obtaining of 3D binary mask of brain

The multiple region growing method was used to create the binary mask of the brain. The region growing
was performed in the 2D sagittal plane slice by slice. Three initial seeds were manually placed in the
first slice of the brain and then in each slice, their positions were automatically recomputed according
to the previous binary segment. By growing a region from the three initial seeds, three 2D brain masks
were obtained in each iteration, i.e. for each slice of brain, which were then fused into one that was
stored as a slice of 3D volume. Morphological volume closure (set a disk-shaped structuring element
with a radius of 5 pixels) was applied to the segmented 3D brain mask, which caused smoothing of the
deformed boundary and slight widening of the mask of the brain.

2.2.3. Extraction of brain tissue

The final 3D binary mask of the brain was used to extract brain tissue from the original CT scan volume.
Brain extraction was performed by setting all voxels of the original CT scan lying outside the mask of
the brain (represented by ones) to 0, i.e. as background. Thus, the surrounding tissues, the skull, and
the patient table were removed, leaving only the volume of brain tissue with voxels represented by CT
number values expressed in Hounsfield units.

2.2.4. Enhancement of cerebral blood vessels

In this study, 3 filtering techniques were used to enhance the cerebral vessels. All of the used filters were
Hessian-based filters, which enhance curved structures contrasting with the background. By applying
the filters to the original volume of extracted brain tissue, only the surface of the brain was enhanced
without any enhanced cerebral vessels. This was due to the high contrast of the brain tissue against a
null background. Therefore, it was necessary to adjust the background of the extracted brain to achieve
a smooth transition between the brain tissue and the background. Therefore, the background was set
to values that were calculated as the average of all CT numbers representing voxels of the extracted
brain tissue. This adjusted volume was then the input image of each filter. The output of each filtering
technique is a parametric three-dimensional image of the enhanced cerebral vessels. Each of the filters
worked better on different types of blood vessels. Hence, the 3 parametric images were subsequently
fused (summed) into one final volume in which the blood vessels are enhanced with a light color on a
dark background.

2.3. Implementation of the proposed approach

The proposed approach was implemented in Matlab 2021b. The already implemented Region Growing
function, which is freely downloadable on MathWorks [1], was used to create the binary mask of the
brain. However, this function was originally implemented on a different segmentation task, on different
image data, with different parameter settings, and with only one initial seed. Therefore, the algorithm
had to be adapted to the task to be solved and the algorithm parameters were expertly optimized. The
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positions of the three initial seeds were manually set in the first slice of the brain. In the following slices,
the positions of the seeds were automatically recomputed according to the previous binary segment. The
threshold value between the average pixel value of the growing area and the new potential seed to be
added to the growing area was set to 30 HU.

Three already implemented filters were used to enhance the cerebral blood vessels. The Hessian-based
Frangi Vesselness filter [2] and the Jerman Enhancement filter [3] are freely downloadable on MathWorks.
The fibermetric function is directly implemented in Matlab.

2.3.1. Hessian-based Frangi Vesselness filter

Frangi filter, like most vessel filtering approaches, computes and analyses the Hessian matrix of the
grayscale (angiographic) image. Hessian matrix is based on second-order derivatives of the image
intensities characterizing the curvature of the image structures. Hessian-based filters aim to indicate
elongated and/or rounded structures by an enhancement function based on Hessian eigenvalues. In the
case of this filter, the applied enhancement function is Frangi’s [4].

The imperfection of this filter using the original Frangi’s enhancement function is that it suppresses
rounded structures in their bends and also that the filter response reaches a peak in the centre of the
structure and then gradually decreases towards the periphery. These imperfections of the original Frangi
enhancement function are due to the defined way of calculating the parametric image from the eigenvalues
of the Hessian matrix. Response of Frangi’s enhancement function is proportional to the magnitudes of
Hessian eigenvalues, which in turn are proportional to intensities of the image to be enhanced. Thus,
the result of this filter is greatly influenced by the morphology of the vessels and the distribution of the
contrast agent [4].

The voxel values of the parametric image obtained by Frangi filtering can be understood as the similarity
of the eigenvalues of the Hessian matrix for each voxel of the original 3D image [4].

For this filter, the following parameters were set: The range of sigmas: patient 1,3,4 = [1:2], patient
2,5 =[1:4]; Step size between sigmas: patient 1-5 = 1; Frangi vesselness constant alpha: patient 1-5=1;
Frangi vesselness constant beta: patient 1-4 = 0.5 and patient 5 = 0.1; Threshold between eigenvalues of
noise and vessel structure: patinet 1,2 =45 and patinet 3,4,5 = 35.

2.3.2. Jerman Enhancement filter

This filter, like the Frangi’s mentioned above, is based on the calculation of the Hessian matrix of the
image and Hessian eigenvalue analysis. However, it uses the Jerman enhancement function, which is an
improvement of the original Frangi’s enhancement function and improves its deficiencies. The method of
computing the parametric image from the eigenvalues of the Hessian matrix has been modified. This led
to the fact that there was no longer a decrease in the enhancement of the vessels towards their periphery.
The response of the filter based on the Jermans enhancement function is between 0 and 1, ideally 0
for non-vascular and 1 for vascular structures. This filter achieved a more uniform enhancement of the
vascular structures than the original Frangi’s enhancement filter [4].

For this filter, the following parameters were set: Sigmas: patient 1,4 = [1:2], patient 2,3,5 = 1;
Spacing: patient 1-5 =[1;1;1]; Tau: patient 1-5 = 0.8.

2.3.3. Fibermetric

This method enhances elongated or tubular structures in the image using a Hessian-based multiscale
Frangi vesselness filter. The underlying hypothesis is that a vessel is a bright, elongated structure within
a darker background. Due to the contrast and geometric properties of the vessels, it is generally assumed
that the observation of the local curvatures via the Hessian matrix analysis can allow for the determination
of the position and orientation of the putative vascular structures [4].

For this filter, the following parameters were set: There were used parameter named StructureSenzitivity
with values for patient 1-5 = 30 except patient 2 = 50.

3. RESULTS AND DISCUSSION

On the available dataset of five patient CT scans, the following results were obtained using the approach
described above. Objective evaluation of the vessels enhancement results is not possible because no
manually marked data are available for objective comparison. Therefore, the obtained results are evaluated
subjectively.
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patient 1 patient 2 patient 3 patient 4 patient 5

Figure 2: Resulting enhancement of cerebral vessels in the sagittal plane.

Figure 2 shows the resulting 3D images of the enhanced cerebral vessels in the sagittal plane. In the
images for the first through fourth patients, the brightly enhanced cerebral vessels are clearly visible
against a dark background, thus, a significant increase in the contrast of the vascular structures relative
to the surrounding brain tissue was achieved. In the image of patient 5, the main cerebral vessels are
enhanced, but this enhancement is relatively weak - this is due to the fact that the fifth CT scan was taken
only in the second contrast phase when part of the contrast agent had already been flushed away by blood.

Figure 3: Extracted brain tissue and enhanced cerebral vessels for patient 3 in sagittal and transverse plane.

Figure 3 shows a comparison of the original extracted brain tissue and the enhanced cerebral vessels
in the sagittal and transverse planes. Red arrows mark cerebral calcifications. Orange arrows mark the
parts of the skull bone that were incorporated into the extracted brain tissue due to morphological volume
closure of the 3D binary mask of the brain. In the purple frame, we can notice that all vessels are not
enhanced uniformly. The thick vessels are brighter compared to the small narrow vessels, which is due
to the larger amount of blood and contrast agent present in the larger vessels. Inside the blue frame, the
green arrows in detail mark the interruption of the enhanced cerebral vessel, which is an imperfection of
the proposed vessel enhancement approach. The yellow arrow indicates a terminated vessel, presumably
due to an ischemic stroke.

4. CONCLUSION

This paper presents the proposal and implementation of an approach for the enhancement of cerebral
vessels in volumetric CT data. For the task of enhancing cerebral vessels, it is first necessary to extract
brain tissue from the original volumetric CT scan - for this, a segmented 3D binary mask of the brain was
used. By applying three Hessian-based filters to the extracted brain tissue, a significant increase in the
contrast of the vascular structures relative to the surrounding brain tissue was achieved, which is useful
for a more efficient diagnostic process and therapeutic patient care.
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Abstract — Currently, operon prediction is based on the distance of neighboring genes on
the functional relationships of their products that encode proteins in a given nucleotide
sequence, or on ORF distances. This study deals with the design of a new function that
detects operon structures based on information from gene expression or alternatively in
combination with previous information from current online available tools. The function
was implemented in Python language and tested on Clostridium beijerinckii NRRL B-598.
This bacterium has huge potential in biotechnology and research due to its fermentation
product, butanol.
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1. INTRODUCTION

Operon structures have an important role in prokaryotic gene regulation. Operons represent groups of
related genes controlled by a single operator. Despite the importance of operons in bacterial gene
networks, the relationship between their organization and gene expression remains poorly
understood [1]. This problem has plagued us for more than 10 years and it is still not resolved. The
importance of operons has implications for understanding the functional basis of genome organization
and practical applications for synthetic biology [1]. A direct practical useful conceptual goal is a better
understanding of overall gene regulation connected to microbial production of bio-based fuels.
Clostridium beijerickii NRRL B-598 is a bacterium with huge potential in microbial production of bio-
based fuels because of its ability to produce butanol. This study brings forward a function that was
implemented in Python language and applied on a dataset from C. beijerinckii NRRL B-598 with
accession number, CP011966.3 (represented identifier in NCBI).

2. MATERIALS AND DATA

The dataset represents C. beijerinckii NRRL B-598. It includes four replicates, marked as {B, C, D, E}.
Replicates B and C are presented in the study by Sedlar et al. [2]. The replicates D and E are mentioned
in the study by Patakova et al. [3]. All used replicates were cultivated under standard conditions and
were sequenced at six-time points {3.5, 6, 8.5, 13, 18, and 23 h} using NextSeq500.

3. METHODS

Firstly, operon structures were predicted by the online tool FGENESB (Bacterial Operon and Gene
prediction) [4]. Secondly, gene expression information was extracted from RNASeq data of
C. beijerinckii NRRL B-598. The output from NextSeq was raw data in .fastq format. These raw data
are pre-processed using the pipeline from the study by Schwarzerova et al. [5]. The final step of our
study is a new Python function called Operon identifier. It was developed to predict operon structures
based on gene expression information that improves operon prediction compared toother available
online tools such as FGENESB [4].
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3.1 FGENESB

FGENESB: Bacterial Operon and Gene prediction is a package for automatic detection of bacterial
genome annotations [4]. Unlike other online tools which predicte operon structures, FGENESB
differentiates operons and transcription units. Operon prediction is performed by ORF distances and
frequencies of different genes adjacent to each other in known bacterial genomes. To predict operons,
it was necessary to upload the C. beijerinckii NRRL B-598 genome in fasta format and select the
organism closest to C. beijerinckii from the available options. There are three available Clostridiums —
C. acetobutylicum ATCC824, C. perfringens str 13, and C. tetani E88. Genomes of these organisms
were compared using BLAST [6] and C. acetobutylicum ATCC824, with 92% identity, was selected as
the closely related organism to C. beijerinckii NRRL B-598.

3. 2 OPERON IDENTIFIER: IDENTIFICATION OF OPERON STRUCTURES IN
THE WHOLE GENOME

The main aim of the study was to refine the operon structures based on information obtained from gene
expression. Operons are groups of related genes controlled by a single operator. A high correlation of
gene expression between adjacent genes indicates that the genes belong to the same operon.
Pearson's correlation coefficient expresses the relationship between two variables:

ro = 2D Giny) (D)
AN O C 7 D e s A

where 7y, is the correlation coefficient of the linear relationship between the variables x and y. Variable
x is a locus tag representing upstream genes and variable y is a locus tag representing downstream genes,
and X and y are means of x and y variables.

In this case, correlation represents the relationship among genes which can give clues as to whether
genes behave the same or not under certain conditions. When a high degree of correlation between two
genes exists, there is a high probability that the genes are part of the same operon. On the other hand,
when the degree of correlation is low, the genes are unlikely to be in the same operon.

Operon identifier has 77 % as the limit set of correlation. This value was calculated as the average of
intra-operon correlation for all predicted operons using FGENESB.

The Operon identifier function uses Python packages NumPy[7], Pandas [8] , and Statistics[9]. The
input is the aforementioned dataset, operon prediction from FGENESB, and method. The user can
choose between two methods. If the user selects the first option ‘7’, operon prediction is performed
using gene expression information and operon structure prediction. If the user selects the second option
‘27, prediction is performed using only gene expression information. Figure 1 shows the flowchart of
the second method.
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Operonldentifier (operon_prediction,
dataset, method)

operon_new =[]
method = 2

limit = 0.77

length = len(dataset)
i=0

J

fori = 1:(length-1)

|

provisional_operon = dataset.loc[i:(i+1)]
correlation = provisional_operon.corr()

opero:s new.append(1) mean_matrix = np.matrix(correlation).mean()
i=i+
operon_news

operons_new.append(1)
operons_new.append(operon_news[-1])

operons_new.append(operon_news[-1]+1) mean_last_row =1
i=i+1l i=i+l

)
operons_new.append(operon_news[-1]+1)
operons_new.append(operon_news[-1])

mean_last_row =1
i=i+1

o
i

v
- provisional_operon = dataset.loc[start:i]
while (mean_last_row >= limit) and correlation = provisional_operon.corr()
] (i < length) mean_last_row = statistics.mean(correlation[i])

Operons_new.append(operons_newl[-1])
i=i+1 T if mean_last_row > limit

Figure 1: Flowchart of Operon identifier represents the second option rely on gene expression only

4. RESULTS AND DISCUSSION

The Operon identifier predicted 1,350 operon structures and 1,175 transcription units by the first method
and 1,124 operons and 526 transcription units by the second method in C. beijerinckii NRRL B-598.
More detailed results are shown in Table I.

Table I: Comparison of basic static quantities from operon structures of FGENESB and operon
structures of Operon identifier

Operon identifier
Parameters FGENESB Method 1 Method 2
Total number of operons 1,095 1,350 1,124
Total number of transcription units 3,544 1,175 526
Maximum number of genes 31 33 32

The first method predicted more number of operon structures and transcription units than the second
method. Compared to FGENESB, both methods predicted far fewer transcription units. Hence, most of
the transcription units that were predicted by FGENESB were assigned to an operon structure by the
Operon identifier.

Compared to the study by Schwarzerova [10], this method predicted fewer operons. Compared to the
study Operon identifier distinguishes between transcription units and operons. The study doesn’t
consider that if only one gene is assigned to an operon, it isn’t operon but it is a transcription unit. This
is the reason why Operon Identifier predicted fewer operons than Operon-expresser [10]. There is also

82



a difference in setting the correlation limit. While Operon-expresser has the intra-operon threshold set
at 75 %, the Operon identifier has a set threshold of 77 %. Also,different online tools for operon
prediction Were used between the two methods. Operon-expresser uses Operon-mapper [11], while
Operon identifier uses the FGENESB.

5. CONCLUSION

Most operon inference tools do not use gene expression information. Nevertheless, gene expression
information plays an important role in operon prediction. This paper brings an innovative tool, Operon
identifier, which predicts operon structures based on gene expression information or refines operon
structures already predicted by the FGENESB tool using gene expression information. The algorithm
was implemented in Python and tested on C. beijerinckii NRRL B-598.
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Abstract—The study of bacterial organisms is given great emphasis in scientific research.
By studying the bacterial genome, scientists can gain knowledge of various infectious
diseases. Nowadays, it is even possible to edit genes and thus advancing the field of tailored
medicine by treating many genetic diseases. Furthermore, it is becoming the norm to utilize
bacteria in the industry for their ability to produce important products such as plastics, or
fuels. It is therefore essential to extract the necessary information about its genes and other
features. This paper focuses mainly on improving the functional annotation of bacterial
genomes, classification of protein-coding sequences into clusters of orthologous groups,
and visualization of the final annotated genome. For this task, the python package was
developed with several functions for working with the outputs of multiple annotation tools,
namely eggNOG-mapper, Operon-mapper, and Batch CD-Search. The package was tested
on Clostridium diolis DSM 15410 and Clostridium beijerinckii DSM 791.

Keywords—Bacterial genome, Functional annotation, COG, eggNOG-mapper, Operon-
mapper, Batch CD-Search

1. INTRODUCTION

The functional annotation of bacterial genomes reveals the role of the genetic structures encoded in the
DNA sequence. A typical approach for functional annotation is applying similarity searches against
several databases of protein sequences, such as Uniprot [1]. However, this approach has several
disadvantages. At larger phylogenetic distances, the high similarity does not necessarily indicate the
same function. In this case, identifying orthologs constitutes a fundamental task in accurate function
assignment. Orthologs are genes in different species that evolved from a common ancestral gene by
speciation. Several databases and tools have been developed that provide precomputed clusters of
orthologous groups (COG). The most popular database of these proteins is the COG database [2] which
provides manually curated groups split into 26 categories by function. Another well-known database is
eggNOG [3], which includes manually curated groups from the COG database as well as automatically
generated ones.

Unfortunately, a major disadvantage of COG annotation is that there is currently no suitable tool that
can assign COGs to all protein-coding sequences in the genome. Also, the existing tools often differ in
their assignment and their output files are confusing and hard to be visualized.

2. MATERIALS AND METHODS

To use the package COG-or, the user must firstly annotate the genome using web-based tools eggNOG-
mapper [4], Operon-mapper [5], and Batch CD-Search [6], see Figure 1. The input of eggNOG-mapper
and Batch CD-Search are protein-coding sequences (CDS), and the input of Operon-mapper is the
genomic sequence with features coordinates in GFF3. The package then works with the decorated.gff
file from eggNOG-mapper, predicted_COGs.txt, and ORFs_coordinates.txt from Operon-mapper and
with hitdata.txt from Batch CD-Search.

The eggNOG-mapper is a tool for functional annotation of large sets of sequences based on fast
orthology assignments using the eggNOG database. The sequence mapping is performed with
DIAMOND [7] search. The Operon-mapper is a web server that is not primarily designed for COG
assignments, it predicts the operons of any prokaryotic genome sequence. The homology gene
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assignments are determined using hmmsearch [8] against models which represent COGs and ROGs
(Remained Orthologous Groups). The last tool used is the Batch CD-Search, a web-based tool that can
be used for scanning against COG database using RPS-BLAST (a variant of the PSI-BLAST algorithm).

The described tools offer different files in various formats, which, moreover, are not structured very
well. The designed module contains functions that process outputs from individual programs. The
outputs of these functions contain sequence id, source, feature type, start, end, score, strand, frame, and
attribute for each annotated feature. The module also contains functions that make it easier to work with
the Batch CD-search tool because of its inability to annotate more than 4000 sequences at once. In case
the bacterium contains more CDSs, the user can split the single CDS file in half and merge them again
after annotation.

The three aforementioned tools use different approaches to assign COGs to individual genes. By
combining them, it is possible to achieve more reliable results and a greater percentage of coverage of
the whole genome. The consensus function combines all three files and subsequently adds features such
as RNA genes and pseudogenes. The output file is ready to be visualized in DNAPIotter [9], which is
an interactive Java application for generating circular and linear representations of genomes.

To visualize the genome with the differentiation of each COG category, the consensus function file
alone is not sufficient itself. In DNAPIotter, after loading the file, it plots the genome according to the
specified features. To color the COG categories and other features, the user has to import another file in
the Track Manager option. This file can be generated along with the legend also by the COG-or.

The developed package was tested on two bacteria, both published by the Department of Biomedical
Engineering. Clostridium diolis DSM 15410 (accession number CP043998.1) was sequenced by PacBio
RSII and Illumina NextSeq, and Clostridium beijerinckii DSM 791 (accession number CP073653.1)
was sequenced with Oxford Nanopore MIinlON and Illumina MiSeq. All necessary input files are
available in the GenBank database.

/ eggNOG-mapper | em_processor
CcDS
\ Lo : consensus '
¥ batch_splitter —Jm Batch CD-Search —3m- batch_merger ——3»balch_processor > ——» output_file
genomic sequence
+ — 3| Operon-mapper = OM_processor
features

Figure 1: Schematic diagram of annotation process using the developed tool. The yellow blocks are
part of the COG-or package.

3. RESULTS AND DISCUSSION

The total numbers of CDSs annotated by different tools are listed in Table I. The eggNOG-mapper was
able to achieve the highest percentage of assignment of COGs for both genomes (~95%). This is not
surprising as the latest version uses novel extensive reference database. On the other hand, CD-search
was able to assign only 54,8% and 55,4%, respectively. The reason can be found in limited reference
database used by this tool. Nevertheless, even this tool can be used to supplement eggNOG-mapper
results because the COG-or package, combining various tools reached the best results, while assigning
97,02% and 97,47% CDSs in C. beijerinckii and C. diolis, respectively. Utilization of non-model
organisms is advantageous to demonstrate differences between various annotation tools and
improvement by the COG-or. Unfortunately, accuracy of results could not be calculated since there is
no model organism with 100% COG annotation. The reason is in scarce utilization of COG system that
was rediscovered in 2021 and started to be extensively used in the past few months [2].
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Table I: Comparison of tools in COG assignment

Number of assigned COGs

Bacterium %grggesr eggNOG- Batch CD- Operon- COG-or
mapper Search mapper
C. beijerinckii 5061 4823 2771 4526 4910
C. diolis 5102 4884 2825 4581 4973

Furthermore, the percentages in which the COG-or package changed the COG assignment were
calculated, see Table I1. This means that for a given CDS the COG assigned by COG-or is different from
the COG assigned by particular tool. The highest percentages can be observed for Operon-mapper
(exceeding 21%). This might be caused by different primary purpose of the tool, which is operon
prediction and not COG annotation. However, correct COG prediction is important for operon inference
as all genes in an operon should be involved in the same biological pathway, thus belong to the same
COG. The erroneous annotation by Operon-mapper could harm its ability of correct operon structure
inference.

Table 11: The percentage of changed assignment by the COG-or package

Changes in the COG assignment

Bacterium
eggNOG-mapper Batch CD-Search Operon-mapper
C. beijerinckii 2,01% 2,71% 21,98%
C. diolis 1,92% 2,51% 21,26%

Finally, the output of an analysis performed with the COG-or was visualized as the genome map of
Clostridium beijerinckii DSM 791 using DNAPIotter, see Figure 2. The various colors represent the 26
COG categories as well as RNA genes. The first and the second circles show CDSs on the forward and
reverse strands. The third circle represents pseudogenes and in the fourth circle, the RNA genes are
plotted. The two inner circles represent GC content and GC skew.
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Figure 2: The genome map of Clostridium beijerinckii DSM 791 drawn using DNAPIotter and the
COG-or package.
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4. CONCLUSIONS

The main topic of this paper was to develop a tool that improves the functional annotation of bacterial
genomes using clusters of orthologous groups. The presented python package, the COG-or, can work
efficiently with the outputs of various tools to further improve the assignment of individual CDSs to
their COG group and category. The package with its several functions was tested on annotation of two
bacterial genomes, Clostridium beijerinckii DSM 791 and Clostridium diolis DSM 15410. Thanks to
combination of different approaches, more than 97% of protein-coding sequences were assigned a COG
category for both genomes. Subsequently, the genomes were simply plotted by DNAPIotter, and
individual features were visually differentiated.

In summary, we proposed the auspicious package that can definitely be utilized in modern
bioinformatics. It simplifies the work with different annotation programs, improves their results and
even visualize the final data. In the future, it would be desirable to run this tool via command line using
the main function that incorporates the whole package. Furthermore, it could have more customize
functions for genome visualization.

The COG-or is freely available online at https://github.com/xpolak37/the-COG-or
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Abstract—This paper presents the design, development, and implementation of a web
platform embedded in the proposed Highly Scalable Model with the main purpose of
increasing the effect of penetration testing to such an extent that the time, complexity, and
work required to successfully complete the entire test will be considerably lower than using
currently available tools, together with greater coverage of the testing area.
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1. INTRODUCTION

In today’s digital world, more and more organizations and users use online services. Accordingly, the
number of servers hosting these services and technologies used by them is also increasing. Nowadays,
servers and applications are often the targets of cyberattacks. ! If successful, such an attack can cause
damage from service disruption to theft or loss of sensitive data. In the same way, other components
falling under the area of information and communication technologies are attacked, thus increasing the
number of risks and the scope of the impact even further. An example of a critical impact is a cyberattack
on a hospital, which can put human lives at risk [1]. The growth of threats in cyberspace has prompted
the development of many penetration testing tools, which as one of the preventions against cyberattacks
reveals the security risks of the tested targets. Penetration testing is a complex process and there is no
complete solution on the market that would allow its full management and semi-automation through
a responsive user interface together with team collaboration, individual project management, and more
sophisticated visualization of the tested environment.

1.1. State of the Art

The penetration testing process may vary according to different methodologies and tested environments.
For this reason, it is problematic to provide a structure for all types of tests with a single solution,
because the scheme cannot be simply generalized [3]. An example is the comparison of penetration
testing between network infrastructure and a web application. In the case of a computer network, the
tester will work mainly with the type, subnet mask, and default gateway of the tested network. During
penetration testing, the tester can discover network or endpoint devices (e.g., router, server, etc.) and
different running services. On the other hand, testing a web application can expose vulnerabilities related
to programming languages, frameworks, and other websites with various user inputs. Considering each
possible test target, more than thousands of different test sections would need to be developed to cover
the entire area. Development on this scale would likely require a large amount of time, money, and
human resources. In addition, future modifications of such a solution are very problematic due to the
large-scale environment. Another disadvantage is the tendency to produce a duplicate and less readable
source code. Also, the process of testing and optimizing the entire solution is more demanding. All these
disadvantages and shortcomings make the gradual development of such a complex tool very difficult,
and therefore the problem has to be solved in a completely different way.

1.2. Contribution

The paper discusses a web-based platform as a solution to the mentioned problem with a new approach
compared to available tools that are commonly used in penetration testing. The main goal was to design,
develop and deploy a comprehensive environment for effective and complete penetration testing that
would allow testers to collaborate with each other as well as with the developers, system administrators,
managers, and other relevant persons of the tested subject. During the design and development of
the platform, emphasis was placed on high modularity, scalability, and optimization of all parts of the
solution. The focus was also on user experience and usability of the client part.

In fact, an estimated 17,6 million websites could be infected with malicious code until 2019, based on SiteLock’s analysis. Compared to
the previous year, this is a 59% increase with an average of 62 attacks per day [2].
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2. PROPOSAL OF A HIGHLY SCALABLE MODEL

The solution to the problem mentioned in the previous chapter is the proposal of a Highly Scalable Model,
which is intended for the development and subsequent efficient expansion of the platform. The actual
design of the model is shown in Figure 1 and the following text explains its main parts in a general
way. The model consists of three main sides — data, application, and client. The schema for using the
platform is formed in the data side, where the input data is defined and the relationships between them are
created. The output of this process is structured data that represents the schema of the entire platform. The
structured data then determines how the dynamic data will be represented, which will enter the database
only when the platform is used in the production environment and their flow is therefore completely
separated from the initial phase of creating the main structure. Both of these parts are located in the
database with which the application side of the proposed model communicates.

Browser |+ Interacts with -I

f User
S

Render Rorte

| Components 8
-'.

Request ‘Response
<~——— HTTP Request ' CRUD

A Client side (SPA) --------! - Application side (server) ---- (R Data side (database) ------'
’g -+-- Scalable HTTP Request

o b
."." ---- Modular
SPA  ---- Single-page application
CSR ---- Client-side rendering
CRUD ---- Create, Read, Update, Delete

Figure 1: Highly Scalable Model

The second part of the proposed model is the application side, which consists of one or more servers that
represent the model logic and communicate with the client and data side through the API (Application
Programming Interface). The application server handles user authentication, authorization of all requests,
and can also contain file storage. The main part of the application side is an API that returns structured
data from the database for the client part based on an HTTP request or processes the corresponding
dynamic data. The application server can be additionally extended with another API for communication
with an external source, which can be a database, cloud storage, or another remote service. The logical
part of the model can be further subdivided, following the microservices architecture, into multiple
independent services with their interfaces based on different technologies [4].

The third part of the model is the client-side containing the SPA (Single-page application), with which the
user interacts and sends requests to the application server. Once the user is authenticated, the application
server sends the SPA, which is then loaded into the web browser. The SPA works on the principle of
CSR (Client-side rendering) and therefore makes all changes on the client-side and requests only new
data from the server. In the proposed model the SPA is highly modular. Based on client requests or
structured data, it builds itself from its components, which then request the necessary dynamic data.
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3. IMPLEMENTATION OF A WEB PLATFORM

According to the proposed model, the main goal was to implement a web platform to support penetration
testing. For this purpose, a scheme for different possible test areas and targets is defined in the initial
phase of the development. This process is very fast and it is possible to create a structure for different
types of tests, environments, and other related parts of penetration testing in a short time. Dynamic data
created or obtained during testing are then represented by nodes related to the structured data. The entire
data side is managed by the relational database system MySQL. The application part is deployed on
the Apache HTTP Server, which runs on Ubuntu operating system.”> The main function of this part is
handled by an API that communicates with SPA, server for automated penetration testing, data side, and
authentication server. The entire application interface was developed using the Laravel PHP framework.
On the client-side, the SPA is implemented as a modular Vue.js application programmed in TypeScript,
which also ensures strict type checking of the source code. SPA handles client requests and forwards
them to the application server for processing through its services.

The implemented platform communicates with other parts of the production environment. Users interact
with the web platform through the web browser, into which the SPA is automatically loaded. Before the
AS (Application Server) provides the SPA to the client-side, the user must authenticate himself against
the UMS (User Management Server). Once the user is successfully authenticated, he is returned to the
AS with the authentication token. The AS verifies the token against the UMS, and if the token is valid,
the SPA is provided to the user, which is then loaded into his web browser. From now on, all further
requests are sent by the SPA based on user interaction and other application events. There is only one
UMS to authenticate all deployed application servers, which can be hosted on the cloud, custom servers,
or client machines. The scheme of the production environment is shown in Figure 2.
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Figure 2: Web platform in production environment

An important part of the production environment is the SAT (Server for automated testing). Users either
perform the penetration testing manually and upload the results to the web platform, or run automated
tests against the specified target, which are executed by the SAT according to their parameters and the
results are then returned to the application server for further processing. The target of a manual or
automated test can be almost anything that is accessible from the Internet, and the SAT has a suitable tool
for testing the specified target. The web platform, in order to support penetration testing to the maximum
extent, allows testing to be managed not only by testers but by other users, such as developers, who can,
for example, fix the found vulnerabilities and testers then re-verify their presence. The key final part is
generating the report of the entire testing, which is very time-consuming when using a text editor. All
this can be done within the web platform without the need to use additional tools.

21t is also possible to use another web server, such as Nginx running on a Linux distribution or Microsoft IIS (Internet Information Services).
The only condition for full functionality is the presence of an interpreter and a database system.
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Figure 3 shows the user interface that the SPA has built for the client based on the received data. On the
left side of the picture is a tree of all tested nodes and their descendants. For each node, a dashboard with
relevant sections (e.g. tables, tests, vulnerabilities, attachments, etc.) is built at the moment of selection.
In the case of this example, SPA built a web page node with a table of tests.
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A Authentication

P& Username and password

11 SMS code (2FA)
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J.u PHPSESSID
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(@ Session management
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PTL-WEB-INFO-LNG...
PTL-WEB-INFO-ANMET
PTL-WEB-INFO-ANC...
PTL-WEB-INFO-ANW...
PTL-WEB-INFO-DEFLT

Check if it is possible to identify the Apache web serve..

Check if it is possible to identify the programming lang...
Check if it is possible to identify the programming lang...
Check if it is possible to identify the programming lang...
Check if it is possible to identify the PHP programming ...
Check if the author of the application can be identified...
Check if the author of the application can be identified...
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Check if the application is set as default on the server
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X

PTL-WEB-INFO-REDIR Check if the application redirects the user to anotherd...

« <1 @3 > » 10 v

limages/

1§ WebSockets

Figure 3: Single-page application user interface

4. CONCLUSION

Based on the demanding requirements on the required solution, a Highly Scalable Model was proposed,
which proved to be fully suitable for the development of a web platform whose purpose is comprehensive
penetration testing. From the beginning, the platform was developed with a primary focus on modularity,
scalability, and optimization. Thanks to its embedding in the proposed model, it was possible to create
a considerably large environment in the limited time of one year, which is gradually being extended
by other parts and its possibilities of use are thus increasing over time. The main contribution of the
platform is the unification of all penetration tester tasks into one place, automation of testing processes,
and team collaboration between testers and other users. The result is a solution that improves the effect of
penetration testing to such an extent that the time, complexity, and work required to successfully complete
the entire test will be significantly lower than using the currently available tools.
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Abstract—This paper focuses on designing a device that can measure some beehive
parameters, that can inform users about the conditions in a bechive. These parameters are
beehive weight, internal and ambient temperature, internal and ambient humidity, and air
pressure. The device allows sending the measured data wirelessly through the GSM
network and interpreting the results in appropriate way. Low power consumption is
desirable due to working without the reach of the distribution network.

Keywords—Beehive monitoring, sensors, IoT, GSM, ESP

1. INTRODUCTION

In the few past years, there is a significant increase of beekeepers. Especially amateur ones whose hobby
has grown into a passion and whose apiary is continuously extending. The more beehives they have, the
more difficult is to control all of them. The purpose of this paper is to design a device that could make
their job easier by measuring and visualizing some crucial data.

The most important measured parameters are weight and temperature in a beehive. Based on these two
parameters monitored through time beekeeper should be able to have an idea about what is going on in
a beehive. Other measured parameters are humidity inside a beehive, ambient temperature and humidity
outside of the beehive, and atmospheric pressure.

Due to continuous outdoor working, the device has to be resistant to weather conditions. That includes
low temperature and high humidity. Because of the bechive location, the device has to be able to work
for long periods of time powered by battery, so low power consumption is desirable. Also, the way of
communicating should be able to send data for long distance and from outlying locations. Low price of
the device is desirable because most of beekeepers are amateurs.

2. MEASUREMENT IN BEEKEEPING

Probably the most important parameter for beekeepers is weight. In the spring and early summer, the
information about weight tells beekeeper how much honey is in a beehive, and he can better plan
extracting the honey from the beehive. In the autumn and winter, the information about weight tells
beekeeper how much supplies are left in the beehive. If there are not enough supplies the hive could die.
To prevent this, the beekeeper has to refill their supplies. But instead of manual checking, he can use
the measured information. Information about internal temperature and humidity can indicate the
condition of the hive. Changes in temperature and humidity can mean that the queen bee started breeding,
or it can point out the possibility of sickness of the hive. The other measured parameters are for
measuring weather conditions.

3. SENSORS AND MICROCONTROLLER

To measure desirable parameters of a beehive, several sensors are used. All the sensors have been chosen
concerning their accuracy, power consumption, method of communication, weather condition
resistance, and price.

For measuring weight is used a single point load cell GUANG CE YZC-1B. This load cell contains
several strain gauges that are connected as a Wheatstone bridge. By applying force to the load cell, it
bends and the strain gauges deform. This deformation causes a change of their resistance what can be
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measured as a change of voltage across the bridge. These small voltage changes are then amplified by
ADC (Analog-to-Digital Converter) HX711.

Two sensors are used to measure the internal temperature of beehive. The first of them is DS18B20.
Although this sensor has worse accuracy than the second one, it’s cheaper and it’s made in a sealed
waterproof package. This makes him resistant to all conditions in a beehive, such as honey or wax. Thus,
it can be used anywhere in the beehive, for example near the queen bee. DS18B20 uses for
communication 1-Wire Interface. The second one is SHT40, which is used for measuring temperatures
and humidity too. SHT40 uses I°C (Inter-Integrated Circuit) communication. The rest of the parameters
are measured by one sensor BME280. Communication with BME280 is I’C too. Table I. shows some
useful information about chosen sensors.

The microcontroller used in this device is ESP32-WROOM [1]. This microcontroller was chosen due to
the sufficient number of its GPIO (General-Purpose Input/Output) pins, that can be used for
communication, such as I°C, UART (Universal Asynchronous Receiver-Transmitter) or Serial
communication, several ADCs, possibility of Wi-Fi (Wireless Fidelity), low power consumption, low
price and relatively easy way to program it. Figure 1. shows communication between microcontroller
and sensors.

BME280 SHT40

GSM modul
SIM800L

y

UART. ‘ % 12C-

Senalg{ ESP32 }70% Wire—— DS18B20

Figure 1: Communication between microcontroller and sensors

Load cell — ADC HX711

Table I: Some parameters of chosen sensors

Sensor Measured Accuracy Range Communication
variable

YZC-1B weight 0.02 % 0to 200 kg serial (with ADC)

DS18B20 temperature 0.5°C -55t0 125 °C one wire
SHT40 temperature 0.5°C -40 to 125 °C e
SHT40 humidity 1.8 % 0 to 100 %RH

BME280 temperature 1.5 % -40 to 85 °C

BME280 humidity 3% 0 to 100 %RH I’C

BME280 air pressure 0.12 hPa 300 to 1100 hPa

4. COMUNICATION

Beehives are usually located at outlying locations with bad signal, such as forest or meadow, that can
be distant a few dozens up to a few hundred kilometers away from a beekeeper. Thus, the method of
communication must have good coverage and it has to be usable for long-distance communication. The
amount of data to be sent is small, so there is no need for high-speed communication. Among the
considered methods of communication are LoRa (Long Range), Sigfox, NB-IoT (Narrow Band-Internet
of Things), and GSM (Groupe Spécial Mobile) or GPRS (General Packet Radio Service).

The advantages of LoRa are low power consumption and this service is free. Data from the device are
sent to gateway and from the gateway to the internet. The distance between a gateway and the device
could be a few kilometers up to a few dozens of kilometers if there are good weather conditions. This
distance is not sufficient for purpose of this device.

Sigfox is a mobile operator for [oT (Internet of Things) devices. The advantages of Sigfox are low power
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consumption and good coverage in the Czech Republic. The disadvantage is a higher price. This service
is charged with a pricing of about 34 CZK per month. Despite the good coverage, there are a lot of non-
covered places. Especially rural locations, where is a higher probability of using this device. Thus, the
coverage of Sigfox is not sufficient for the purposes of this device.

NB-IoT is narrowband network provided by mobile operators (for example Vodafone). The advantages
of NB-IoT are low power consumption and good coverage in the Czech Republic. The disadvantages
are pricing, which is low, but it’s not for free, and unavailability for personal use. This service can be
used only by companies.

The used method of communication is GPRS. Despite the higher pricing (that is comparable with
Sigfox) and higher power consumption, this method seems like the best. It has the best coverage, and it
can communicate to long distances. GSM and GPRS module SIM8OOL [2] employing UART is used
for data sending. This is quad-band module supporting 850, 900, 1800 and 1900 MHz with GPRS data
uplink transfer up to 85.6 kbps and operating temperature -40 up to 85 °C. This is fully sufficient for the
device.

ThingSpeak is used for data visualization. ThingSpeak is a service that allows saving data on a cloud
with the possibility of further processing with MATLAB. It also works with ESP32. For non-commercial
purposes is ThingSpeak free with some limiting. The free version of ThingSpeak offers four channels.
Every channel has eight fields for received data. The speed of sending messages is maximally fifteen
messages per second. This speed is for the device fully sufficient.

5. POWER SUPPLY

Due to working without the reach of the distribution network, the device has to be powered by a battery.
The battery has to be able to provide a high current because of the high power consumption by the GSM
module up to 2 A at peaks. These peaks appear when communication starts and each peak lasts a few
milliseconds. The Li-lIon (Lithium-Ion) 18650 battery with capacity of 3350 mAh was selected. The
nominal battery voltage is 3.7 V. Photovoltaic panel and MPPT (Maximum Power Point Tracking)
battery charger CN3791 was added for longer operability of the device. CN3791 is a PWM (Pulse Width
Modulation) switch-mode Li-lon battery charger controller that can be powered by photovoltaic cell
with maximum power point tracking function. The circuit is designed for charging single cell Li-lon
battery in constant current and constant voltage mode. Photovoltaic panel used for battery charging is
MWG-10. Peak power of this panel is 10 W with maximum power voltage 17.49 V.

Battery Step-u;:zc:\ajnverlor LDOﬂrggVL’llator Load cell
Step—upﬁc;(/mvenor | o LDOar-zgclator ESP32
Charging with MPPT LDO ;egulator Sen;c))(r;a;f\DC
)
Photovoltaic panel GSM modul

Figure 2: Power supply block diagram

The battery voltage is increased by two step-up converters to 5 V and 12 V. The 12 V is then lowered
by LDO (Low Drop-Out) regulator to 10 V for supplying load cell. Output voltage from the LDO
regulator is much smoother, what is desired for more accurate measurement. The 5 V are then lowered
by two LDO regulators to 3.3 Vand 4 V. The 4 V are used for powering up the GSM module. The 3.3 V
are used for powering up microcontroller ESP32, sensors and ADC. Figure 2. shows power supply
diagram.
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CONCLUSION

This article contains preliminary results of student’s bachelor thesis. In this project was designed device
for measuring beehive parameters and weather conditions, such as weight, temperature, humidity, and
air pressure. Suitable sensors, microcontroller, and the way of communication were chosen. Figure 3.
shows power supply and control PCB. Figure 4. shows frame for load cell attachment. The frame is
situated under a bechive and it was designed in SOLIDWORKS. The device was programmed in
Arduino Framework. This device allows measuring more values than most of commercial devices and
costs significantly less money. All measured data are stored in a cloud and visualized with ThingSpeak.
Low power consumption, battery power supply, and photovoltaic charging allows remote working for
long periods of time. Thanks to GSM and GPRS communication the designed device can work in
basically any area.

a:0R8
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RTS DTR RXD TXD SUPP_EN

Figure 4: Frame for load cell attachment design in SOLIDWORK (left)an made (right)
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Abstract—This paper deals with proposal of shortwave radio receiver based on SDR
(software defined radio). The main objective is to design and simulate shortwave radio
receiver RF front-end based on Red Pitaya SDR capable of receiving DRM broadcast. The
proposed design utilizes dual-conversion mixing and is able to receive signals from whole
DRM spectrum range. Design includes system diagram and schematic of proposed device
which was simulated at system level to determine important parameters (SNR, dynamic
range, etc.).

Keywords—Shortwave receiver, Digital Radio Mondiale, Analog front-end, Software defined
radio, Red Pitaya

1. INTRODUCTION

In recent years shortwave radio has been loosing on its popularity in developed countries among listeners
and broadcasters. These have been shifting to higher frequencies mainly due to technical advantages of
transmission (higher efficiency) and reception (higher quality of audio) with modern equipment (eg.
mobile phones, small commercial radios, car radios etc.). The advantage of shortwave radio, possibility
to reflect waves from ionosphere (called “’sky wave” or “’skip” propagation) has been made redundant
due to today’s satellite technology. On the other hand in developing countries shortwave broadcast
using AM is still popular even today due to it’s ease of reception. In recent years shortwave radio
has regained popularity because of rise of digital radios, like DRM (Digital Radio Mondiale). These
new broadcasting techniques use modern digital modulations with modern audio/speech compression
algorithms and therefore better audio quality is achieved. Advantages of modern digital modulation
include: narrower bandwidth (in comparison with AM) thus possibility to increase number of channels
and reduced radiated power (in comparison with AM) therefore less is energy wasted. Scope of this paper
is to systematically design and develop RF front-end for shortwave receiver primarily for receiving DRM
and DRM+ on most frequencies (bands: LF, MF, HF, VHF). Minimal requirements for DRM reception
must be met. Device should be designed as module “stack-able” on top of Red Pitaya (STEM!2® 125-14).
Audio codec output should be directly accessible from FPGA, so ARM MCU is not overloaded with
audio data stream.

2. ARCHITECTURE SELECTION

For sampling of the signal, Red Pitaya is used. It is Single Board computer with analog peripherals such
as ADCs and DACs. Since ADC used in Red Pitaya has sampling frequency of 125 MHz, it can be used
to sample bandwidth as wide as 62.5 MHz. Since this is theoretical value, in the design the calculations
would assume only 80% of fsampling in order to create margin which equates to 50 MHz bandwidth.
In order to reduce image interference that comes along with wide bandwidth of the input signal (signals
ranging from LF to VHF) dual-conversion receiver architecture is implemented. It also brings possibility
to use filters with high Q factor. These filters can be built out of smaller discrete components and at
frequencies above few hundreds of MHz it makes sense to built them out of distributed elements. Since
there are two ADC channels in Red Pitaya’s ADC by using I/Q demodulator (Analog Devices ADL5387)
and sampling both I and Q with different channels the bandwidth can be doubled. By doing so bandwidth
can be increased up to 100 MHz which can be beneficial (sampling whole band, multiple radio stations
simultaneously). Since it is not easy to build antenna with good reception ranging from tens of kHz up
to hundreds of MHz two SMA connectors are present. One for 20 kHz up to 30 MHz and second for 30
MHz up to 200 MHz. Below are two tables Table I and Table II that present most important parameters
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Table I: DRM receiver frequency bands [2] Table 2 Table II: S/N (dB) to achieve BER of 1 x 10* for

(2019, p.14) DRM robustness mode D with spectrum occupancy
3 type 3 dependent with different protection levels
Receiver  Frequency range  Lowest and code rates [1] Table A1.7 (2008, p.72)
category center freq.
LF 148.5t0283.5kHz 153 kHz Mod. Prot. Avg. Channel Model No.
MF 526.5 to 1606.5 kHz 531 kHz scheme lev. CR 3 4 5 6

525t0 1715 kHz 530 kHz

16.0AM 0 0.5 185 169 153 16.0
HF 1 2.3 t0 6.2 MHz 2.305 MHz Q 1 062 212 199 183 192
HF 2 6.2 to 27 MHz 6.205 MHz 0 0.5 242 222 208 22.1
Band I 47 to 68 MHz 47.05 MHz 1 0.6 263 245 229 252
64-QAM
Band II 76 to 108 MHz 76.05 MHz 2 071 292 276 272 293
Band III 174 to 240 MHz 174.05 MHz 3 0.78 32.1 317 355 325

for DRM receiver being frequency ranges and signal to noise ratio that needs to be achieved in order to
achieve bit error rate of values that do not corrupt streaming. In Figure 1 is presented system architecture
of RF front-end of proposed device. Input consists of two SMA connectors each designated for different
bands, filter with protection against transient voltage spikes, LNA followed by band select filter. After
that one out of two bands can be selected by RF switch and is then passed through AGC/VGA to set
constant level and upconverted to IF band. Two band pass filters are select-able each having different
bandwidth. Before final I/Q demodulation signal is once again amplified in order to fully use range of
ADC. Red Pitaya ADC inputs are equipped with 50 MHz low pass filters.

IF filters
1) 433.92+2 5MHz
20kHz - 30 MHz 2) 320 - 390 MHz BW:
ot | AGC R 1Qd dulation ——»
30 - 200 MHz . 3 2770 MHz emodulation
» %r;tpeﬁtr]prg:]edcmn'& upconversion and — and Red Pitaya | and Q, BW:
’| g IF fittering interface . 100 MHz

Figure 1: Overview of the RF front-end system

3. INPUT PROTECTION, FILTERING AND LNA

In order to be able to receive both SW and

HF/VHF band without the necessity for changing

the antenna two SMA connectors are present.

R o These inputs are protected with TVS suitable
i L e e for RF operation in order to prevent ESD
N i s eww swsih o discharge. To not over-saturate LNA with out
: : of band signals there is in each signal path

: low pass filter followed by LNA. Two different
. LNAs are selected since each presents different
e - advantages. LNA PSA-39+ can work down to
DC but requires high input current meanwhile

- PHA-13LN+ works from 1 MHz and consumes

x less current. Both amplified signals are then

A

WINRADIO AX-81SM

25 MHz-512
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1 TPD1EOBO4  LFCG-200+
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Trival AD-29/3512

v
* | Protection
T 7 |diode (TVS)

LP fiiter
(protection)

PHA-13LN+

28 T noner e passed through filters to select just desired band.
These filters consist of simple high-pass filter
Figure 2: Overview of the RF front-end input protection, (blocking capacitor or Chebyshev filter of low
first filtering and amplification stage order) and monolithic low pass filter. Then both
signals pass through RF switch that is controlled

by Red Pitaya.
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4. AGC, UP CONVERSION AND IF FILTERING

As mentioned in Section 2 dual conversion architecture is selected. This architecture consist of IF
module, Fig. 4, where frequency is higher than that of incoming signals. In order to set constant signal
level AGC takes one of the input signals (selected by switch, described in Section 3) and normalizes
its value to -5 dBm. This way difference in input LNAs gain is minimized. Selected AGC can be
converted to VGA by simply replacing passive components. This possibility can be exploited if the
AGC'’s capabilities are not sufficient. Following up converting mixer converts input signals to upper
band where filtering is performed. Two filters are implemented. First filter is SMHz SAW band-pass
filter with high Q-factor and can be used to eliminate strong signals present in spectrum. Second filter is
built out of discrete components and it is 70 MHz band-pass filter suitable for reception and scanning of
whole band (eg. FM band). Filters have center frequency of 433 MHz and 355 MHz respectively. Input
signals are up converted into this range, both generated by PLL frequency synthesizer (Analog Devices
ADF4351). and Last part of the IF module consists of amplifier that boosts signal up to fully utilize
dynamic range of ADC.

320-390MHz BP filter 6th

order eleiptic
0.01dB passabnd ripple CITTTE
70dB stopband rejection

HSWA2-30DR+

Absorptive SPDT,

Semnn--==----=  SMT Solid State
“-, Switch, DC - 3000

TSY-13LNB+ SMT
LT5560 MHz, 500 Low Noise
0.01MHz to Analog Analog BPF , Amplifier, 30 -
Anaog || oo oo o | aGHz Low Py iy * o MHz BW H 1000 MHz, 500
avo DAC1: E2 17 | Power Active 13mA ~20UA i H G=13.3dB
60mA Mixer v H '
Lol || L v v *
(75 AN v
-5dBm RF, \ Switch for swais Switch for Amp
» AGCIVGA higher ! higher —
¢ Y isolation ciicz isolation IR
-
A Lo T
AD8366 800 !
MHz, Linear-in- Analog
dBVGA with Diatal 27
AGC Detector _/ pro Frequency | . | BPF ~10mA
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~110mA $400 Mtz - 433.92 MHz
Wideband Synthesizer SAW Filter
Ref CLK it IntegrattedVCO 5 MHZ bandwidth
Digital TCXO
3vs || siTsoooaicee- | FE ST
~30mA 33N0-25.000000Y -

Figure 3: Overview of the RF front-end IF module

5. I/Q DEMODULATION AND RED PITAYA INTERFACE

In order to process signal digitally it need to be
sampled. This is done using Red Pitaya with
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SIT5000AICGE-  —»

Digital
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Quadrature
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Frequency
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Analog

~110mA

RP SPI
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Figure 4: Overview of the RF front-end IQ module
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it’s two 125 MSPS ADC channels where each
channel can theoretically sample signals up to
62.5 MHz. In order to prevent aliasing there are
two 50 MHz filters inside Red Pitaya. By using
I/Q demodulator and by sampling I and Q by
individual ADCs (in this case two channels) the
bandwidth can be increased to 100 MHz. Once
again this can be used to sample whole band (eg.
FM band). Both I and Q signals need to be
terminated by 50 Q before entering Red Pitaya
since it presents 1 MQ input impedance. In order
to be able to perform measurements without Red
Pitaya I and Q signals need to be filtered on the
RF front-end board.



6. SYSTEM PARAMETER SIMULATION

Two simulations of signal paths are presented with input signal of -46 dBm and respective frequency
bands with full input bandwidth. Input bandwidth for SW is limited by input filter and it is 20 kHz to
30 MHz for simplicity BW = 30 MHz. Signal bandwidth of HF/VHF path is wider at the input ranging
from 30 MHz up to 200 MHz therefore BW = 170 MHz. This is the worst case scenario, the whole
dynamic range of ADC is used (10 dBm/2 V,,_, at 50 Q) at the output of AA filter). It also represents
minimal sensitivity of whole device to be -96 dBm (11 dBuV) for SW path and -87 dBm (20 dBuV) for
HF/VHF path. If sensitivity higher than presented is required additional amplifier or narrow band filter
can be used. Last amplifier stage with TSY-13LNB+ can bypassed thus enabling signal input of -2 dBm
power. By examining whole chain it can be seen that gain can be adjusted in range of 56 dB to 22 dB
this corresponds with AGC gain range (-12 dB to 22 dB). AGC is set to fixed output power of -5 dBm.
In comparison with device presented in [3] the noise floor is greater due to wider bandwidth but does not
allow reception above 5 MHz. IF filter implemented in presented device could reduce noise floor.

rrrrr

Figure 5: Example of cascade gain/noise simulation, simulated with MATLAB’s RF Budget Analyzer

7. CONCLUSION

In this paper, proposed system design of DRM SDR receiver is presented. Device is then divided
into three modules which are described more in depth. Whole device is simulated on system level
and theoretical results are presented. Next objective is to design PCB and perform measurements of
significant parameters.

Table III: Symbols and abbreviations

Abbreviation Meaning
SDR Software defined radio
DRM Digital Radio Mondiale
AGC/VGA Automatic gain control / Variable gain amplifier
LNA Low noise amplifier
/Q In-phase and quadrature
TVS Transient voltage suppressor
IF Intermediate frequency
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Abstract—The paper presents description of design of a voltage converter and a 3-phase
inverter with smart LCD controller. The LCD control terminal communicates via
proprietary CAN interface. The final converter can supply a 3-phase output voltage with a
selectable waveform, but primarily a harmonic sinusoidal (user configurable via terminal).
The inverter will have an adjustable voltage (sinusoidal amplitude) in a certain range which
is configured by user via control terminal also. It provides the possibility of a small
correction of the output frequency and phase shift so that it can generate, for example, a
two-phase 120 V grid and others.
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1. INTRODUCTION

The device described in this article is used to transform electrical energy from the battery bank of a
residential solar power plant to three-phase mains voltage used to drive common electrical appliances
or to test them. The resulting device is utilized to generate output voltages of harmonic waveforms and
waveforms composed of multiple harmonic components. The device can be operated with different
output parameters such as voltage and current or frequency of output or phase delay between phases.
These features make it the device very flexible in terms of ability to supply different devices and their
testing.

The output voltage or current waveforms are user adjustable using the pre generated look-up tables.
Furthermore, the frequency of the generated signal within a certain range is also adjustable, as well as
its phase matching. The settings are easily accessible to the user via Ethernet interface or local display.
Individual information about the status of the inverter is accessible to the user in the same place. The
overall device consists of two parts, the inverter part and the control part used for communication with
the user and the inverter itself. The control part of the device contains the user peripherals for connecting
the console application and possibly logging parts or display. The inverter part contains only simple
communication with the control and elements of the inverter itself. The control part could connect
multiple inverters at the same time and can ensure their synchronization. It is also possible to connect
other devices belonging to the same setup to the control part like MPPTSs or battery health monitor, but
they are not included in this work.

The converter is planned to be used primary as power backup for small house and for heating water
boiler in meantime. It’s designed mostly for purposes of island system converter, and it’s not designed
for work with mains grid connected directly into. There is a relay switching used for connecting this
converter as mains instead of power grid and vice versa. Similar relay configuration is used for boiler if
needed, but that isn’t the case of this document.

2. CONCEPT OF THE CONVERTER

The converter board is divided into four parts. First part of the converter is input DC/DC converterf],
Input DC/DC converter is designed for conversion between low voltage DC input directly from battery
plant and high voltage output for on-board utilization. It is designed with care for galvanic isolation, so
there could be used more than one converter with the same battery as input but with completely separated
outputs. This feature is planned mainly for these two cases. First case is request for multiphase outputs
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which consists of 6 phases for example for some hybrid mains or for servo (or similar device) driving,
where the DC offset between phases is feasible to use. Secondly most used case is in this project. One
converter is used to produce mains voltage as island converter in the house cabin and the second
converter is used to test other devices. Therefore, it is possible to use both sources. Also, it is completely
isolated, so there does not exist any unwanted short circuit or similar problem.

Second part of the converter is AC waveform generator used to convert high on-board voltage to AC
output voltages!?l. This converter is designed as three PWM DAC / buck converters with common
ground or three PWM-DAC:s in similar configuration. Generated waveforms have DC shift with exactly
half voltage of on-board high voltage circuits. This voltage is generated with first converter as center
output from two winding sections. This waveform generator is driven by main microcontroller, which
allows generation of completely different waveforms for every phase. Output voltages are sensed
separately, and so the currents. All current sensing is ensured by HAL current sensors supporting
galvanic isolation from other devices such as microcontroller stage.

Third part of this converter is communication interface and control microcontroller, which both supports
communication between user interface (PC, console etc.) and converter. Communication interfaces are
galvanic isolated as well. Communication interface of converter board consists of one virtual COM port
via USB and one CAN interface with synchronization lines. CAN interface communicates on custom
proprietary communication described in next parts of this article. USB COM terminal contains simple
UART console which is useful for fast and simple control of this board without control terminal in debug
regimes or in cases of utilization as offline converter.

The last part of this converter is auxiliary power converter used to supply everything on this converter
board. This power supply is designed to run from the same voltage as battery input (24 — 48V DC) and
can be tied together by external wiring. In default connection case it’s completely isolated so it can be
powered together with other board with one power supply, but it can use separated batteries for both
boards.
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Figure 1: Partial converter block diagram

3. CONCEPT OF DISPLAY CONTROL TERMINAL

Display control terminal is considered as main control terminal now. It consists of fast microcontroller
with external memory for filesystem with logged data from all devices. There is also external RAM
working mainly as video buffer memory for utilized LCD which is LCD-TFT type. LCD resolution is
480x272 px and there is capacitive touch panel too. There are also SD card slot and Ethernet port for
user purposes. This board is designed to be used with experienced user and it consists of three user
driving parts. First part is dual DIP switch for switching between DHCP and static IP configuration of
Ethernet interface. Second one is reserved at the moment, but it’s planed as some kind of switch for
external data application.

This board is programed for automatic data collection service from detected devices as battery health
monitor, two DC/AC converters, MPPTE! converter for solar panels and boiler room converter.
Collected data are stored in binary format in custom file types with inspiration in csv files. All data are
stored in internal file system in on board NOR flash memory and can be transferred to SD card if user
demands. These data can be also transferred via Ethernet interface into configured Grafana server on
separated server. A selected part of these data is displayed on the LCD for fast user overview. There is
lots of information and settings for every device. It isn’t a good practice to place this many not connected
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terms on one screen, so it has been done separately on screens for every device. In such a way, everything
is nicely separated and better understandable for ordinary users as well as for inexperienced users too.

The data acquisition service works with known devices connected to the CAN interface, where they are
identified, when they are started for the first time. Each device carries its own specific 1D, which is
partly configurable by the user, but most of it is used for system purposes. This property allows simple
device identification in the system. However, it is also available as CAN bus — simple device addressing
by its own address. In other words, each device sends its messages under its ID, which are received by
the control unit. In this CU, the data are further processed. However, when a specific device needs to be
driven by the controller, a message with the ID of that device is sent as a command message. Thus,
signaling to the device, that a certain data packet is coming, which should be expected under its ID. Only
broad cast packets for all devices are sent under the controller ID. Individual devices cannot send
command messages (see below for the ID space partitioning) so that there can be no collision between
sending data from a device and sending a command or subsequently data from the controller. The CAN
interface is a standard type with an 11bit ID which is divided into three parts. The first part is the two
highest bits used to identify the data packet as they carry the highest priority. These two bits make up a
total of 4 possible messages which are: Error report, reserved (not currently used), command report and
data report. Next 4 bits are user switchable as device designations using the BCD switch available on
each device. The last remaining 5 bits are used to identify the data packet so that messages larger than
8 bytes can be easily sent without constraining the data packet. There is no protection for detecting ID
collision, so only user can do this in terms of correct ID configuration. There is also only one static ID,
which is ID of control terminal. This ID is user modifiable only via Ethernet interface in “additional”
settings, but it’s not meant to be changed. This ID (0x00) is static type because the control terminal
should have highest priority in terms of command control for every single board. This ID is also used
for broad cast command packet used in danger situation on one of the devices such as battery health
monitor.
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Figure 2: Converter board without passive heatsink (left) and Control terminal displaying main menu
(right)

The LCD terminal also has settings page for necessary configuration such as full Ethernet configuration
(IP, gateway, masks etc), LCD brightness, auto dimming settings and time setting in case of offline
operation. Separated LCD page contains all operations with memories and data acquisition as data
formatting or data copying to external device. There is also planned configuration for Grafana™
transfers, but in actual state the configuration is only on the web page.

In graphics is implemented a button, for every device with visible mark of connection state. After
opening some of this device screen, the device data / setting is shown. Usually there is an actual state of
the device and its necessary operation parameters shown on the screen. Also, there is a switchable time
period for showcases / graphs of acquired data on this page. There isn’t any setting of waveform
generation, voltage range and other parameters, because it will be so small so it will not be easily
configurable. All these settings are located on a web page hosted by this device as localhost. This is a
simple HTML web page with fields for filling in all the necessary data for the operation of the different
parts of the device (three-phase inverter in this case). The IP address configuration of this local host is
contained in the Ethernet configuration screen of the device. If DHCP settings are used, this information
is displayed in the same place with the only difference being the read-only settings.
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CONCLUSION

This converter is designed for 48 V lead acid accumulator input (range of about 35 V to 60 V maximum),
but there are only few parts which is limiting input voltages for this ranges. PCB board is designed for
a bit higher current than it runs with this specs, so it’s possible to use the same board for 24 V
accumulator (for example in rage of 20 V to 36 V) just by replacing main transformer with different
windings, fuse with bigger ratings and input capacitors may use higher capacity with lower voltage
rating. There isn’t any real limitation for battery type, so it can be used with LiFePol4 or other type of
input power source in said voltage limits but other power sources could use different undervoltage
settings. This converter is controlled by smart terminal with capability of controlling full solar system
such as MPPT, inverters and battery monitor.

Actual output voltage amplitude is limited to 75 % of high voltage rail, so that is 675 V output amplitude.
This amplitude is good enough for both US and European voltages (120 V and 230 V on phase) and it’s
also useable for full voltage swing from 85 V to 250 V for SMPS testing purposes. Output converters is
also available for testing purposes of SMPS characterizations with different output waveforms such as
combinations of few harmonics or some other waveform created by user. Generated waveforms are
saved in on board memory, which is accessible through CAN interface allowing its changes. In
consideration of total output power, there are limitations of input converter to about 2 kW. There are
also some other limitations like maximum output current for every phase (about 1,2 A) and thus the final
output power for AC waveform will be smaller and full 2 kW will be available only with DC voltage
generation. There are also some limitations for maximum slew rate thanks to the type of the converter.

Converter itself calculates necessary parameters such as effective output voltage and current, phase shift
between phases and between voltage and current, output powers and FFT for simple estimation of
pseudo THD. This and some more data are transferred to the control terminal where are logged into
internal memory and possibly to the Grafana server if it’s available. Logged data is transferable to user
SD card memory and it’s downloadable through localhost webserver hosted by control terminal.

Converter has been tested for some time with boiler connected for water heating purposes, which helped
with development for the algorithms for statistic calculations. In this time there wasn’t observed any
major issues, just overheating output inductors in case when the converter was completely sealed in
construction box. In parallel with this testing, second unit was used as experimental PSU for
development of SMPS battery charger. Apart from this little tests, no more specific measurements were
made regarding the response time to the load or other type of load. This is mainly since the limiting
factor is mainly the input energy from the panels and its outages. The switching of the load does not
cause any problems for the source, which was also verified by a long-term test with a boiler and short-
term tests with SMPS. In this time, there are no problems recorded, however no measurement of reaction
time or recovery time took place. During part of the operation with the boiler, a personal computer
hosting local Grafana server was connected to this device and there aren’t any problems with outages
too, even switching on the boiler thermostat didn’t create a sufficient problem to cause the PC to fail.
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Abstract— The ever-increasing number of untested small Power Generating Modules
(PGM) poses certain challenges and risks for Distribution System Operator (DSO) in
the future, as these PGM have not been verified and therefore DSO cannot reliably
predict their behavior, especially in extreme situations. However, to ensure reliable
operation and power quality, it is necessary to require certain behavior of PGMSs. This
behavior is already almost defined, but there is lack of an accurate verification procedure
and functional test workplace to enable PGM testing. This paper deals with both the
principle of testing and the processing of measured data and their evaluation, together
with the creation of an output measurement report. The correct data processing and
representation is crucial task for a certified workplace, which would enable PGM testing.
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1. INTRODUCTION

Renewable energy sources (RES) are currently one of the most watched topics in the field of energy.
RES are expected to help meet EU targets in the areas of [1]:

¢ Reduction in greenhouse gas emissions by — 40 % by 2030 compared to pre-industrial times
e Reduction in primary energy imports, in particular fossil fuel imports
e Increase in power generation from the RES to 32 %

In particular reducing primary energy imports and increasing the share of RES in electricity
generation, appear to be crucial at the moment, as the current situation shows that fossil fuels may
become unexpectedly more expensive in adverse situations around the world. For these reasons, there
is a clear need to build new RES. In particular, the development of PV systems can be expected
in the Czech Republic (CZE). The owners of these houses, who were only consumers, are now
becoming so-called prosumers, both consuming their generated electricity, reducing the amount that
has to be produced in large power plants, but even being able to supply electricity in the event of a
surplus. The term Prosumers is also associated with so-called Smart Grids. The development and use
of Smart Grids in the future goes hand in hand with the possibilities of the RES, as Smart Grids are
designed to change the relationship between electricity production and consumption so that
consumption will be adapting to current production, especially from local sources such as the RES.

However, the increasing numbers of RES also cause significant complications. These include,
in particular, increasing voltage at the point of connection, flicker, non-symmetry of voltage, etc.
In order not to adversely affect the connection point, individual RES must comply with certain rules.
For this reason, EU Commission Regulation 2016/631 - Requirement for Generation (RfG) [2] was
created. In particular, this regulation is intended to ensure the international legal framework that
further establishes minimum obligations, but in particular the scope of competence for EU Member
States. Thanks to this document, individual states may require both different conditions and stricter
limits compared to other Members States, in accordance with their regulations, standards and laws.
In the CZE, it is mainly the document Rules of Operating Distribution Systems (RODS) — annex 4 [3],
which sets out requirements for parallel connections for, for example, PGM.
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2. POWER GENERATING MODULE

This concept was coined in accordance with [2]. The PGM is divided into two basic types, namely
synchronous and non-synchronous. This paper deals mainly with testing of PV inverters, which are
typical representative of non-synchronous PGMs. The requirements to be met by each category are
divided according to their installed power. There are 4 categories in total for CZE, the first two
of which also have their subcategories. These subcategories arose mainly because of the laws,
standards and regulations of the CZE, which are related to the installed power resources and the
voltage level to which PGM's are connected. These are law [4] and decree [5].

The paper focuses on the two lowest performance subcategories, namely Al (800 W < P; <11 kW)
and A2 (11 kW < P; <100 kW). The requirements that VMs must meet after connection to the grid can
be divided into two groups. However, it is important to distinguish the voltage level to which the PGM
supplies the generated electricity. The first group of requirements are articles that arose from [2]
together with the standard [6] for low voltage level and with the standard [7] for medium voltage level.
However, the analysis of individual articles together with partial details would significantly exceed the
permissible scope of this work. The reason for compliance with these articles is described, for
example, in [8], which deals with the verification of the LFSM-O function. Here it is possible to see
that some of the inverters meet the required settings for CZE, some of them react badly and in one
case even to completely the inverter from the grid, Figure 1.

The second group of requirements is defined by RODS, which states that in the CZE PGM is obliged
to participate in the support of normal network operation. For the categories addressed, it is called
static voltage control. PGM participates in this action mainly through generation or consumption
of reactive power. Thus, PGM must be able to operate in the range of power factor from 0,9 capacitive
to 0,9 inductive. This property is called Q(U) regulation. PGM, which is able to control this, positively
affects the magnitude of the voltage at the connection point and its surroundings, [9]. As PGMs may
not yet be required to test this feature, it often happens that the PDS requires PGMs to produce active
power at a fixed power factor, such as 0,95, which can be considered to protect DSOs against PGM
Q(U) misbehavior, Figure 2. P(U) control also belongs to static control. In case the Q(U) regulation is
no longer sufficient to reduce or limit the further increase of the voltage above a certain limit, it is
necessary to use the P(U) regulation. This is the extreme solution where the PGM module reduces its
delivered active power to the network according to the voltage size. The extreme solution is mainly
because the PGM and thus the owner is deprived of potential profits from the produced active power.
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Figure 2: Example of incorrect Q(U) control
of inverter [10]
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Figure 1: Incorrect power-frequency response
of inverter [8]
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In view of the above information, the introduction of the obligation to test PGM can be expected in the
future.

3. TESTING OF PGM

The mentioned requirements that PGM will have to meet in the future are therefore related to behavior
that will not adversely affect the quality of electricity at the place of its installation. For this reason, it
is desirable to create a laboratory workplace that would address this issues. The workplace should
follow the standard [11], currently only a draft, which focuses on PGM verification procedures.
At present, however, there is no workplace in CZE that could handle complete testing. Therefore, it is
not yet possible to verify whether PGMs meet the requirements that are currently imposed on them.
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A sample of the test site is shown in Figure 3.
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Figure 3: Simplified circuit diagram of a laboratory workplace. The power analyzer HIOKI 3390 is
used for static tests and YOKAGAWA DL850 for dynamic tests.

The test sequences which verify the individual capabilities of PGM, are created via the PC
in the program designed to control the grid simulator. The setting of test is based on either [3] or
standards [6] and [7]. For some tests it is necessary to create up to three separate test sequences, which
together with the number of partial tests, which is about 17, led to the need to create a simple test
manual, which was created by the author of this paper and which is used to create test sequences.
However, the creation of additional sequences can be expected, as individual DSOs or manufacturers
may pay to test for their specific values. An example of a test manual is shown in Figure 4. This is a
simplified set of information necessary for testing the LFSM-O testing. At present, approximately half
of the test sequences in which the author participated are created using this manual. Due to the fact
that the manual provides a comprehensive overview of the conditions of individual documents [3], [6],
and [7], the creation of the remaining sequences is relatively simplified compared to the previous state.
It is now possible to create the remaining test sequences within a maximum of several hours.

Limited Frequency Sensitive Mode — Overfrequency {LFSM-0)

Initial conditions
Testing can be done in two ways:
*  For specific setting supgplied by the DSO [or according to the general RODS)

Verification is considered successful if:
*  Each point copies the required active power curve with a tolerance of + 10%. The value of
the active power is evalusted by the average valus over a period of one minute.

*  Tomest the general conditions, where three different settings |4, B and C) are used, which
2re listed in the table below

#  PGM response time is less than 2 seconds. [In the case of 2 set delay, it is verified that the
response time is within a tolerance of + 250 ms from the set delsy time.}

Measured quantities and test procedure

Conditions for verifying conformity with SN EN 50 549-1 or with SN EN 50 549-2

*  Frequency
*  Active power
* Measured as one minute averages

":'r: 5 Pros. The referance

The reduction of the active power is governed by the squation: AP = L+
active power is the so-called available power for non-synchranous PGMs (for syn. PGMS it is the
max. active power].

Mote: The statics value (s), frequency treshold values (f.) and deactivation treshold fraquency valus
[fuus) Must be reconfigurable.

The process of increzsing the frequency is described by s total of 5 fraquency points. The values of
these points are chosen with regard to the permitted ranges. The frequency increase or decrease
must not be performed at a rate less than 1 Hz [ 5. Staying at the new frequency paint should excesd
2t least one minute (taking into account the minute sverages to evaluate the active power).

Atotal of three different PGM settings must be measured to verify compliance with the standard.

Frequency

F
isae requency
fu 50 Hz

A 50 Hz < f; < frequency
: threshald

u frequency threshold

3 i< fa=52 Ha

1 52Hz

Setting A Setting B Setting C
Frequency treshold | 50,2 Hz 505 Hz 50,2 Hz
Statics (droop) 5% 1% 12%
Initial active poser of 100% /50 %51 [ a0
the unit

Intentional delay 0s 0s 2s
Configured

deactivation treshold | No Yes Yes
frequency

(1) Or minimum regulation leval, whichever is lower

Conditions for verifying compliance with RODS

The calcul