BRNO UNIVERSITY OF TECHNOLOGY
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION

PROCEEDINGS | OF THE 28™ STUDENT EEICT 2022
ELECTRICAL ENGINEERING, INFORMATION SCIENCE,
AND COMMUNICATION TECHNOLOGIES

GENERAL PAPERS

April 26, 2022
Brno, Czech Republic

- BRNO gzaHiiNn@slz ELECTRICALl
r UNIVERSITY ENGINEERINGl
OF TECHNOLOGY N ugs e hisi ey piel) |




Title Proceedings | of the 28" Conference STUDENT EEICT 2022

Supervisor Prof. Vladimir Aubrecht

Editor Assoc. Prof. Vitézslav Novak

Publisher Brno University of Technology, Faculty of Electrical Engineering
and Communication

Year released 2022
15t Edition

Content and language issues are the responsibility of the authors.
ISBN 978-80-214-6028-4

E13{\Isl FACULTY OF ELECTRICAL
I [uvversi ENENETE
OF TECHNOLOGY g\ 1ems el iV {ey:yple]\




Y STUDENT &

SPONSDRS'

Diamond tier

Honeywell

Golden tier

Garrett onsemi

ADVANCING MOTION

ThermoFisher Va’e

SCIENTIFIC

E13{\Isl FACULTY OF ELECTRICAL
I [uvversi ENENETE
OF TECHNOLOGY g\ 1ems el iV {ey:yple]\




SPDNSDRS

Silver tier

Honored tier

Cross

E13{\Isl FACULTY OF ELECTRICAL
I [uvversi ENENETE
OF TECHNOLOGY g\ 1ems el iV {ey:yple]\



https://elektrika.cz/
https://www.veroni.cz/

Contents

Foreword

Secondary school papers

V. Mautner, D. Oleni§ak, and M. Jurak

Robotic arm control using MQTT PrOtOCOL.........cciiiiiiitiieiriee st 13
V. Mautner, D. Oleni§ak, and M. Jurak

A Line Following car using OPENMY CAIMIEIA .......c.erueiiiuirieiiterieieetesieeete ettt sttt besr e ebesr e ebesr e erenneneas 17
V. Glombicek

SCIENEITIC CAICUIALON ...t nen e 21
S. MatousSek

Wirelessly Controlled RODOTIC SWAIM ........cviiiiiie it 25



Bachelor papers

B1 - Power Electronics and Energy

S. Chmela¥

Potential production and development of photovoItaiC PanElS.........ccceveiiiiiie s 29
M. Martin¢ek

Spot Welding Machine for Li-ion Battery Cells.........ccoiiiiiiiiiie e 33
P. Krejéirik

Community energy for the municipality with population 3 000............ccoiiiiiiiiinc e 37

B2 - Systems Modeling, Simulation, Control and Measurement

J. Celko and O. Mihalik

McRuer Models for HUmMan-Maching SYSIEIMS ........cveiiiiiiieiisiesie et re e e ee s 43
S. Novik and O. Mihalik

Analysis of Car Drivers’ Behaviour and Driving Style .........ccccovviiiiiiiiiniiee e 47
0O.Skalsky, S.Pikula

System for verification of the signal quality dependence of a laser Vibrometer ..........ccccceveveiiiiciicveinnieen 51
A. Pala, P. Vyroubal

o IV gt g - [ o PSSP 55
M. Cernik and O. Mihalik

Heat EXChanger REQUIALION ...........cuiiie ettt sttt st et e be e e e nae s e e sneesreeneeeneeanes 59
T. K¥i¢ka, L. Langhammer

Design of 3rd-Order Electronically Reconfigurable Filter by Inverse Chebyshev Approximation.................. 63

B3 - Microelectronics and Technology

P. Prasil, P. Petyovsky

Universal asynchronous receiver/transmitter implementation in VHDL ..o 68
A. Jonas

Electrochemical etching of graphite tips for potential use in NANOSCIENCE ..........ccvveviereerecie e 72
J. Dri§ka

Automated FIreSPOrt SLOPWAELCK........oiiiiiecici e st e st e et e e b e esbesreentaesbeeteaneenneas 76
T. Homolka, J. Libich

Sodium-ion batteries: research of carbon-based negative electrode materials .............ccccovviiviciiiciicce e, 80

J. Jarus$ek, I. Gablech
Transparent and conductive titanium nitride thin films for implantable bioelectronics deposited at low
temperature using two Kaufman i0N-DEAM SOUICES...........couiiiiriiiitiieiee ettt 84

B4 - Industrial Automation, Robotics and Artificial Intelligence 1.

J. Boch, M. Husak

Batch process in connection With iNAUSEIY 4.0 ........ooiiiiiiice e 89
J. Nosek, and J. Arm

Testbed for virtual commissioning Of PLC SYSTEIM .....c..iiiiiiiiiiiiieesie ettt 94
V. Houdek, O. Ba§tan

Asset Administration Shell fOr the OPEFALON ...........oiiiiii e 98
P. Cernocky, and J. Arm

Demonstrative Manufacturing System Controlled by MES Utilizing AAS ... 102
M. Mai‘as, T. Sykora

1CE CUDIE TREUB ... ettt bttt bbb bt e bt et e b e eb e b e sbeeb e st e ent e e e nbenbesbens 106

B5 - Industrial Automation, Robotics and Artificial Intelligence II.

R. Cambal, T. Sykora

Automatic check for the certification 1aDel ... 112
B. Zezula, P.Marcon

Acoustic detectionofstarlingsthroughartificialintelligence ... 116



B6 - Bioengineering and Bioinformatics

V. Plockova and K. Sedlar

Properties of Current Signals in Nanopore SEQUENCING .......coeriiriiiiriiieisieiee st 120
T. Silerova

Analyzing parameters OF QraWiNQ........cooiiiiiiire bbbttt sb e 124
A. Kostova, J. Schwarzerova

Concept Drift Detection in Prediction Classifiers for Determining Gender in Metabolomics Analysis ........ 128

B7 - Communication Systems and Network Security

M. Mitév and L. Pohl

Kernel latency analysis on RaSPDEITY PiOS ..ottt 133
M. Rickwood, and V. Oujezsky

A proposal of a method to detect spam from information MESSAGES ........ccvevrereireneirenee e 137
J. Rajm, J. Janousek

Communication Network for a Swarm of Unmanned Aerial Vehicles ... 141
M. Seckar, and S. Ricci

Secure Two-Party Computation for weak Boneh-Boyen Signature ..........cccccvecvvvevienieeiesie e 145

V. Janos, R. Juran
Measuring Station Firmware for LoORaWAN Wireless Data COHECting ........cccevveveeviiiieiieceece e 149



Master papers

M1 - Power Electronics and Energy

T. Rehoiek

Role of battery capacity in charging habits of battery electric VEhiCle USErS.........cccocevevieiiviivnivsieicnese s, 154
M. Los, K. Jasso

Study of the ecological impact of production, operation and disposal of various types of cars ..................... 158

M2 - Industrial Automation, Robotics and Artificial Intelligence

S. Svédiroh, L. Zalud

Mobile Robot with Telepresence CONLIOL.........cccvcviiiieieie e es 162
D. Ricanek, P. Honec

Eulerian Video Magnification in SUrveillance SYStEmMS .........cccviveieieiece e 166
J. Bittner, and T. Benesl

Advanced SCARA robot CONIOL SYSTEM ........oviiiie it e e e e 170
M. Koupil and J. Odstr¢ilik

Biometrics uSing face FECOGNITION .......oiuiiiiiiiii bbb bbbt sre e 175
M. Poncak and P. Petyovsky

Innovation of the laboratory exercises for course Embedded SYSIEMS .......ccocereiieneiineneiienee e 179

M3 - Microelectronics and Technology

M. Simek

Analysis of critical battery parameters for space appliCations............cocviriiiiiniiience e 185
V. Kral

Saving area and power consumption in 65 nm digital standard cell library .........cccccoveverievivninininienenenns 190
A. Simek

Negative electrode for SOAIUM-T0N DALEEFIES..........c.eiiiiirieiierec e 194
A. Gyori, D. Smékal

Post Quantum Cryptography 0N FPGA ........ooi ettt et et e te e be e e aennnes 198
N.N. Pham, J. Leuchter, and H.Q. Dong

Wireless Battery Management System for Military Unmanned Vehicles..........cccoovevve i 202

M4 - Systems Modeling, Simulation, Control and Measurement

0. Kola¥, M. Kubi¢ek

Proportional counter MEASUIEMENT SYSTEIM ......c.viuiriiiiiiteietert ettt sb s 208
D. Piskot, O. Mihalik, T. Sykora, and J. Arm
A Fuzzy Controller for a Wind TUNNEl MOGEL ...........cooveiiiiiiie e 212

Z. Vylezich, and M. Kyselak
Using wavelength multiplex and optical circulators for power-supply temperature fiber-optic polarization

T Ao TP PP PO TP PP PRPRTIN 216
N.N. Pham, J. Leuchter, and J. Vaclavik

Test Bench for Experimental Analysis of Conductive Composite Materials for Aerospace Applications.....220
M. Simek, J. Arm

HOPtICUITUIE 10T MOUUIE ..ottt sttt et et stesbesreeneeneeneeneeneenees 225
0. Kasparek, J. Fialka

Measurement System for Determining Piezoelectric Charge Coefficient ..........cccceveveice i, 229
J. Micka, J. Lacik, M. Martinec

A patch antenna array for IFF DANG.........coooiiiii e 233

M5 - Bioengineering and Bioinformatics

M. Nohel, R. Kolar

Detection of optic disc in retinal fuNAUS IMAGE .........civiiiiiiiii e 239
K. Novotny, J. Mekyska

Assessing Movement of Articulatory Organs in Patients with Parkinson’s Disease...........c.ccocvvvvrviiencnnenne, 243



J. Vyvoda, R. Jakubicek
Comparison of full-size and patches-based learning approaches for aneurysm

5egmentation iN TOF-IMRI GALA.........ccuiieiiiie ettt ettt st beeneesee e et naen 247
P. Nemcekova and J. Schwarzerova

Dynamic metabolomic prediction based on genetic variation for Hordeum vulgare ...........ccoccovineininene 251
K. Sirii¢kova, P. Solar, P. Marcoii

Analysis of brain tumors based on [ing Of INTErESE...........cooiiiiii e 255

M6 - Communication Systems and Signal Processing

J. Michalek, and V. Oujezsky

An app to demonstrate the risks of granting permissions in Android OS...........cccoveieiiiineineneieneee e 261
O. Zeleny and T. Fryza

Traffic Analysis Using Machine Learning APProach..........ccoeoeiiereiineneiisesee et 265
V. Barta, L. Polak, P. Cidl

Planning of Single Frequency Networks for DVB-T2 .......ccccccvviviieiieieie e e see st sre e s 269

M. Kovaiik and T. Caha
An Anti-spam Software Plugin For E-Mail Classification Based On Geographical

LOCALION OF TNE SENARK ...ttt bbbt bbbttt e b e bbbttt b e e e et et e e e 273
L. Mal¢ek, P. Musil and P. Mlynek
Evaluation of broadband couplers for noise injection into POWErIINES.........cccccvevveve e, 277

M7 - Network Services and Security

A. Krivul¢ik and S. Ricci

An Implementation of Lattice-based Proof-of-Work on BIOCKChain ............cccoevviieiii i 283
P. RySava and S. Ricci

Paillier Cryptosystem Optimisations for Homomorphic Computation.............ccccccevvvevieiiiienie e, 287
F. Kamenai and Z. Martinasek

PTDOS:TOOI tO SUPPOIt DOS TESHING ....euvevvvieeiiitirteetest ettt 291
M. Liska and M. Stiisek

Network Media Player with Built-in Class-D AMPETIEr........oooiiiiiiiiieee e 295
M. Tran and P. Dzurenda

NFT Minting System on Cardano BIOCKCN@IN ..ot 299
D. Kondys and D. Smékal

FPGA Digital Circuit for up to 400 Gbps Transfers over Ethernet ..........c.ccccooovevi e 303
M. Mahit and P. Musil

Impact of devices connected to powerline on selected BPL tOpol0gies ........cccvevveiieiieiieiiecce e 307



Doctoral papers

D1 - Power Electronics, Electric Drives and Electrical Machines

V. Sizonenko, O. Vitek

Literature Overview of Fault Tolerant Electrical MachingS .........ccccccvvviiiiiiiieiie et 311
D. Pribulla and O. Vitek

Design of a High-speed Solid-rotor Asynchronous Generator for an

EXPANSTION TUIDING ...ttt bt b e et b bbbt eb e bt eb e b e ebenre e 316
J. Kaser and J. Valenta
Mathematical Model of RCCB Sensitive to Pulsating DireCt CUITENTS.........ccoeoveireiiineieii e 321

P. Klima and O. Vitek
Influence of the magnet shape on the rotor eddy-current losses in the outer rotor permanent magnet

SYNCNTONOUS IMOTOT ...ttt etttk bbbtk h bbb bbbt bbb bbb bbbttt 326
M. Mrajca and R. Cipin

Axial Channel Effect on Leakage Reactance in Split-Winding Transformer........ccccoccevevevienieseeieesesesenns 331
D. Rira and J. Barta

An Analysis of Conical Homopolar Electrodynamic Bearing.........ccccvcvveierireiesesieeieieseseseseesesseseeseeses 336

D2 - Energy and Distribution Systems

T. Cerny and M. Ptacek

A Nodalization Study of Phebus FPT-1 Experiment in MELCOR 2.2 ......ccccovoiiiie i 341
F. Novak and P. Baxant

Plunging Brno into darkness: Measuring the contribution of public lighting to the total

IUMINANCE OF the NIGNE SKY ...eceeicecc e et e e et e e te e teereesraennees 347
J. Burian

Experimental investigation of natrium chloride neutron induced reactions for nuclear reactors cooled by

L 0T0] 1= g TEST: L £ PSSSR 352

D3 - Systems Modeling, Simulation, Control and Measurement

K. Jurik and P. Drexler
An analysis of the birdcage resonators using magnetic field probes, for validation of optimal

] 1= - o S 358
J. Diblik and E.Korobko
Vanishing solutions of a second-order discrete non-linear equation of Emden-Fowler type ..........cccceovnueneee. 363

P. Raichl, P. Marcon
Testing of UWB Sensors For Use in Multi-robot Relative Localization Systems and Design of UWB Plugin
for ROS/Gazebo Simulation ENVIFONMENT ..........ciiiiiiiiiee e 368
V. Mancl, P. Benes§
Optimization of electrostatic simulation by utilization of distribution equations with emphasis on design of

capacitance sensors of iNhomMOgeneity dISTANCE .........ccvocveiiiii i e 373
M. Macak, P. Vyroubal

Multiscale Modelling of Li-lon Battery Volume EXPansion ...........ccccoieiiiriiiiieie e 378
P. Dvorsky, O. Bastan, and P. Fiedler

Complex systems resilience qUAlITICALION ............coiiiiiii i 383
M. Hemzal, V. Aubrecht

Study of the effect of tissue conductivity on electroporation ............ccoceoeireniineneee e 388

D4 - Microelectronics and Technology

M. Sedina and T. Kazda

History of EVs and measuring battery under external force..........coooooiiiiiiiiieicieee e 393
0. Klvaé, T. Kazda, Y. Fam and L. Novak
SEM Micromanipulator as Current Collector for Battery In-situ Characterization..............ccoccooeiiiicncnnne 398

Z. Koselova
Nanoporous Enzyme-Based Impedimetric BIOSENSON ........cciriiiirieiiirieieie ettt st sne e 403



D. Misiurev
Lithographic thin—film structures based on Electrochromic materials: Case study by scanning probe
TTHCTOSCOPY .t vteteeeteete ettt ettt ss st eb et es bt bt b e eb st e b e eb st eb e b e s e b €A E e s e b £ A8 s b b £ e b e b b £ ek e bt e bt e e bt e bbbt ettt nben s 409

D5 - Bioengineering and Bioinformatics

J. Schwarzerova and D. Cejkova

Identification of horizontal genes transfer elements across strains inhabiting the same niche using

PAN-GENOIME ANAIYSIS ©..vvevveiiieiteitise st e ee e este st eere e e et e e stestesteaseese e s e eesaesbesbeeseeseenseseeseestesbeateareaneeseeeenrenns 416
A. Hamza, M. Mezl, and S. Zafar

Calculating the Cortical Thickness of Brain by using electrical and mathematical models for Optimal

Transcranial Direct Current SEIMUIATION ...........ooi i 421
D. Kuiatko, and Z. Raida

Anisotropic Forward Modeling of Electroencephalogram in MATLAB - CST Studio Suite Interface.......... 427
M. Ezati, I. Zumberg, V. Cmiel

Mitochondria morphology and membrane potential under stress CONditionsS ..........cccoccevvevieieniecieeccsese s, 432
R. Redina

Optimization of wavelet transform in the task of intracardiac ECG segmentation ...........cc.ccocvvvvevveieeieiennnns 437
M. Nohel, J. Jan, and J. Chmelik

Characterization of osteolytic lesions by low-dose spectral CT in myeloma patients.............cccocvevvvervevenen. 442
S. Kouakouo, V. Bohm, and K. Zimmermann

Analyses of apedal locomotion systems based on ferroelastOmers .........cccovvveevierinieeiere e 447

D6 - Analog and Digital Signal Processing

M. Rujzl

Design of hybrid computer for modelling of dynamic SYStEMS..........cccoviuiiiiiiiiiie e 454
S. Bilik and K. Horak

SIFT and SURF based feature extraction for the anomaly detection ..........ccccecvveviiieii e 459
A. Tomasov and T. Horvath

Performance comparison of a signal processing pipeline execution using CPU and GPU ............ccccecvvennne. 465

D7 - Communication Systems and Network Security 1.

E. Holasova, K. Kuchar, and R. Fujdiak

Network Supervision via Protocol Identification in the Network ..o, 470
Shujairi Murtadha, and V. Skorpil

SVM Algorithm Training for DD0S 0n SDN NEIWOIKS .......cc.coiiiiiiiiiieieeres e 475
M. Rusz

Multi-purpose PLC gateway for management, control and visualization ............ccccovoniiiiniinineincnee 480
J. Pospisil, R. Fujdiak

Radio spectrum analysis with a focus on WiFi bands using software-defined radio...........c.ccoceovcireininenas 485

D8 - Communication Systems and Network Security II.

D. Kohout

Application for TeStING SMAIT IMELEIS ......c..oiiiiiie bbb 491
A. Boha¢ik, R. Fujdiak, and J. MiSurec

Network probe: Network monitoring and management toOl .............cooiiiiiiiiiiiie e 496
L. Benesl, P. Mlynek and D. Harman

Pilot testing of LoORaWAN technology in disconnecting fuse DOXES..........cccovveirinnininninicseeses 501
T. Stodulka, Z. Martinasek

INErOdUCTION OF CYDBE AN ......oiiiiiie et bbbttt b e sb b sb et et eene et e e e nbe e 506
E. Anderson

Performance Metrics Evaluations for Selected Proactive Routing Protocols in Smart Grid Neighbourhood

Area Wireless MESN NETWOTK ........ouiiiiiiieiieee ettt 511



STUDENT

EEICT

OPENING WORD OF THE DEAN

These Proceedings contain papers presented during the 28" annual STUDENT EEICT conference, held at the
Faculty of Electrical Engineering and Communication, Brno University of Technology, on April 26, 2022. The fruitful
tradition of joining together creative students and seasoned science or research specialists and industry-based
experts was not discontinued, providing again a valuable opportunity to exchange information and experience.

The EEICT involves multiple corporate partners, collaborators, and evaluators, whose intensive support is highly
appreciated. Importantly, the competitive, motivating features of the conference are associated with a practical
impact: In addition to encouraging students to further develop their knowledge, interests, and employability
potential, the forum directly offers career opportunities through the affiliated PerFEKT JobFair, a yearly job-related
workshop and exhibition complementing the actual EEICT sessions. In this context, the organizers acknowledge
the long-term assistance from the Ministry of Education, Youth and Sports of the Czech Republic, which has
proved essential for refining the scope and impact of the symposium.

In total, 174 peer-reviewed full papers distributed between 23 sessions were submitted, before examining boards
with industry and academic specialists. The presenting authors exhibited a very high standard of knowledge and
communication skills, and the best competitors received prize money and/or small gifts.

Our sincere thanks go to the sponsaors, experts, students, and collaborators who participated in, contributed to,
and made the conference a continued success.

Considering all the efforts and work invested, | hope that the 28" STUDENT EEICT (2022) has been beneficial for
all the participants.

| believe that the inspiration gathered during the event will contribute towards a further rise of open science and
research, giving all the attendees a chance to freely discuss their achievements and views.

Prof. Vladimir Aubrecht
Dean of the Faculty of Electrical
Engineering and Communication

ElN\sR FACULTY OF ELECTRICAL

uNveRsiTY EIENERTE
OF TECHNOLOGY g\ 1ems el iV {ey:yple]\




Robotic arm control using MQTT protocol

V. Mautner?, D. Olenisak!, and M. Jurak®
1Sttedni odborné ucilisté elektrotechnické Plzeii, Czech Republik

E-mail: vojtulam@email.cz, kdansubs@gmail.com, jurak@souepl.cz

Abstract— The aim of this work is to create a simple system that will serve mainly as
a teaching tool for demonstrating communication in a simple 10T system. The proposed
system should allow easily add different devices to the system and establish communication
between them and create individual communication commands between devices The
proposed system uses the MQTT protocol, which is widespread in most l0T systems. This
protocol is simple and therefore easy to implement even on microcontrollers that can be
connected to the system.

Keywords— robotic arm control, MQTT protocol, OpenMV camera,

1. INTRODUCTION

MQTT (Message Queuing Telemetry Transport) is a basic protocol used in 10T systems. The advantages
of the protocol lie in its simplicity and simple implementation (it can be easily implemented on
microcontrollers). The aim of our work was to create a simple educational 10T system that would allow
to understand the basic MQTT communication. We chose a robotic arm supplemented by a computer
vision module as the basic device of the whole system. This arm is then remotely controlled by other
system devices (microcontroller, mobile phone etc.). All devices communicate with each other via
MQTT messages and therefore it does not matter in which programming language the device control
application is created. It is possible to easily add additional devices to the system and define new MQTT
messages for them. This paper describes a simple 10T system in which a robotic arm can be remotely
controlled. The structure of the article is as follows. Chapter two deals with the basic technical
implementation of the whole system and a description of individual components, Chapter three describes
the MQTT protocol, and the format of messages used in the system, Chapter Four describes the results
of our work and topics that we would like to implement in the future. Chapter 5 shows the possibilities
of practical use of the proposed system

2. TECHNICAL REALIZATION

The basis of the whole system is a commercially produced robotic arm uArm Swift Pro, which is
connected to the control computer (Fig. 1). A computer vision module is attached to the arm to scan the
workspace. The robotic arm can be controlled from various devices connected to the system via the
MQTT protocol.

mqtt

publisher

Figure 1: Robotic hand control system wiring diagram
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One of the devices that can be used to control the robotic arm is the M5Stack module (Fig. 2a). It is
a microcontroller based on ESP32, to which a display is connected. The microcontroller has the option
of connecting to WIFI and it is possible to create an MQTT communication protocol on it. The M5stack
module is programmed in the micro-Python programming language. In our case, the module serves as
an MQTT client (sends commands to control the robotic arm and camera and receives information from
camera module).

a) b)

Figure 2: a) M5Stack module b) OpenMVH7 Plus camera

Another module used in the system is the computer vision module based on the OpenMV H7 Plus
camera (Figure 2b) [1] (a simple OV5640 image sensor with 2592x1944 pixels connected to a relatively
powerful microcontroller STM32H743I1 ARM Cortex M7 running at 480 MHz). The camera can be
connected to the MQTT network via a suitable WiFi module [2] and can process commands from
a broker. OpenMV camera is programmable in micro-Python, which implements some advanced
computer vision features that allow you to easily create the necessary applications. In our system,
OpenMYV is involved as an MQTT client (publisher and subscriber).

The Python programming language was used to create the application for controlling the robotic arm.

3. MQTT PROTOCOL

The MQTT protocol is the most used protocol in 10T systems (Fig. 3). The basic device of the whole
communication is the MQTT server called the so-called broker, which receives messages from clients
of publishers (Publishers), sorts them and passes them to clients to subscribers (Subscribers). Messages
are sorted and forwarded based on topic, i.e., the publisher sends a message with a given topic to the
intermediary, who receives it, and sends it to subscribers who are subscribed to the given topic.

Figure 3: MQTT communication network scheme

In our system, the Mosquitto message server running at the Raspberry Pi microcomputer was used.
M5Stack module, a computer vision module and an Android mobile phone were used as clients.
Messages in the MQTT protocol consist of two parts — topic (it can be text string) and own message (it
can be a text string, byte array, image, etc.) Clients - subscribers join the subscription of the given topic

14



In our case, we have used 3 topics so far:

RAC (Robotic Arm Control) - a control computer (PC) is connected to the subscription of this
topic, to which a robotic arm is connected, the messages control the movement of the arm.

The following text strings are used as the messages, to inform the control computer that it should
perform the elementary movement of the arm in individual directions (see Figure 4) or that it
should lift or place the object:

"left", "right", "up", "down", "fwd", "bwd", "set_pos r fi z", "pump on", "pump off"

The strings "pump on", "pump off" are used to hold the object and to store it (we used an air
vacuum compressor, located at the end of the arm)

Figure 4: basic directions of robotic arm movement

CAM (Camera) - the camera is attached to the subscription of this topic; the messages contain
a question whether the object of the given color is in the working field of the arm. The following
strings are used:

"red", ||green||’ "yeIIOW"
ESP - the M5Stack microcontroller is connected to this topic, the messages are used to inform

the microcontroller whether the object was found or not and in what position. The following
strings are used

"find_obj xy ", "not found"

It is possible to add other messages and topics to the system as needed (e.g., to find other objects with
the camera, etc.)

4. RESULTS AN FUTURE WORK

Figure 5 shows a system for remote control of a robotic arm. So far, we have implemented the following
functions:

Creating MQTT communication between devices.

A control application in Python language was created for the robotic arm.

An application in micro-Python language that finds an object of a given color has been created
for the OpenMV camera.

An application in micro-Python which allows you to build a three-color tower from cubes was
created on the M5stack module,

An application (in Java) was created on an Android mobile phone, which enables control of the
robotic arm in basic directions and enables the transfer of objects.

In our future work, we would like to implement one of the following points:

Image transfer of the captured scene to the LCD display of M5stack, PC or on a mobile phone
so that it is possible to monitor what objects are in the camera workspace,

use of brainwaves to control the robotic arm - you need to use a suitable EEG headband, which
was not yet available,

using the Leap motion controller (a device used in VR) to control robotic arm by more complex
gestures.

15



Figure 5: Robotic Arm control system

5. CONCLUSION

A simple educational system showing the possibilities of the MQTT protocol, was created, However,
the resulting system could find other practical uses in the following areas:

e Neuro-rehabilitation - instead of a robotic arm, a rehabilitation robot would be used, in which
a rehabilitated arm would be hung.

e Industrial applications such as search for an object and transfer / transport it to a specified
location - in this case, a mobile robotic arm would be used, which would allow searching for
a specified object (e.g., a package of a given color, with a corresponding barcode, etc.) and
transfer it to the destination position.
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Abstract— Most cars that follow the line use IR sensors for tracking. The accuracy of line
tracking then depends greatly on the number and type of sensors. The car we designed uses
an OpenMV camera to monitor the line. The OpenMV camera is a small camera connected
to a microcontroller and in conjunction with the motor control board allows you to design
a simple solution whose accuracy is much higher compared some types of IR sensors.

Keywords— line following car, OpenMV camera, image processing,

1. INTRODUCTION

Most cars that follow the line use IR sensors for tracking. The accuracy of line tracking then depends
greatly on the number and type of sensors. Some IR sensors designed for line tracking are purely digital
and only allow you to determine whether the sensor is on a black line or not. In contrast, analog sensors
make it possible to determine more precisely the extent to which the sensor is on the line, thus enabling
more precise control. The disadvantage of IR sensors is that a larger number of usually analog sensors
are needed for accurate monitoring. Another disadvantage is that the sensors detect only a narrow part
of the line and do not allow to predict what the next behavior will be (occurrence of a turn, etc.). In this
article, we deal with the construction and operation of a car that uses an OpenMV camera to monitor the
line. OpenMV is a camera created within the startup project. It is a camera chip that is connected to
a microcontroller. In this case a microcontroller based on ARM Cortex M7 is used. In conjunction with
the simple motor controller that comes with the camera, it is possible to design simple hardware using
a minimum number of components. Moreover, the OpenMV camera uses micro-python for
programming. The interpreter of micro-python language is in the microcontroller's memory, so creating
an application is simple and does not require tedious translations into machine code as with other
microcontrollers. In addition, the micro-python library [3] contains many basic operations for processing
the image obtained by the camera, which greatly simplifies the development of the line tracking
application. This article deals with the design of a car that uses the mentioned OpenMV camera and the
description of motor control is based on the information obtained from the camera. The structure of the
article is as follows. Chapter two shows the basic hardware diagram for car control and provides a more
detailed description of each part. Chapter three shows a flowchart of a car control application and the
basic formula used to control engines. Chapter four evaluates the achieved results.

2. TECHNICAL SOLUTION

Figure 1 shows the technical solution of the whole car. The basis is the OpenMV camera [1], which was
mentioned in the introductory chapter. It is an OV 7725 camera chip with a maximum resolution of
640x480 pixels, which is connected to a STM32H743VI microcontroller (ARM Cortex M7), which runs
at a frequency of 480MHz, which ensures sufficient speed for running image processing applications
(especially at lower resolutions). A motor shield [2] connected to the camera provides a convenient way
of powering and controlling low-power motors. It features a 5V linear regulator to power of OpenMV
camera and a motor driver chip to power two less than 2A low-power linear motors from the same
battery. The camera with motor shield is mounted on a standard chassis for robotic cars and two li-ion
18650 batteries are used to power the entire system. Infrared LEDs are located near the camera, which
serve as additional illumination of the monitored line (the car can reliably monitor the line even in very
low light). In addition, this additional lighting serves to eliminate shadows, which greatly affected the
line detection algorithm, and the car often left the line.
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Ir-led line lighting
module

18650 Li-on battery OPENMV camera

Motor shield

@

Right car motor

a) b)

Figure 1: Technical solution of the car —a) block scheme of the system, b) technical realization

3. SOFTWARE SOLUTION

A micro-python application was created to control the car's engines. The flowchart of the application is
shown in Figure 2. First, the camera is initialized (resolution settings, color system, etc.) and at the same
time the basic speed of the motors is set. Pulse width modulation (PWM) is used to control motor speed

l

Setting basic parameters

Yes
Stop car?

motor
shutdown

|

End

determining line previous motor
parameters seting

Set motor speed

Figure 2: Flowchart of the application

Subsequently, the motors are started, and the application code goes into a cycle in which it remains until
it is decided to switch the motors off (in our application, the motors were switched off when the
monitored line was crossed out vertically by another line). Each time the cycle is passed, the camera
image is recorded (in resolution 360x240 pixels), and a line is detected in the image by thresholding
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methods. The micro-python library function - find_blobs () is used to detect the line. One of the input
parameters of this function is the range of brightness levels of the detected object (line), that we want to
find. The Threshold Editor utility, which is part of the OPENMYV IDE, can be used to determine this
range. The above-mentioned function returns the parameters of the found area (bounding rectangle,
center of the object and its slope). Based on these parameters, the speed of the individual motors was
adjusted so that the center of the detected line is in the vertical axis of the scanned image and its slope
corresponds to an angle of approximately 90 degrees (the detected line is parallel to the vertical axis of
the scanned image). Each time the center of the detected line deviates from the vertical axis of the image
by more than 10 pixels, or the line angle is less than 85 degrees or greater than 95 degrees, speed of the
motors is corrected so that the car turns to the line direction and these deviations are eliminated. To
speed correction the following equations are used.

Mi.r; = SPEED + dif ference + L_corr (1)
M, igne = SPEED — dif ference + R_corr (2)
dif ference = a * dif fpos + b * dif fangie (3)

where Miigh: and Mier denote left and right motor speed (in interval 0-100), SPEED is basic car speed
(this value was set to 65 in our case), diffyos is the difference between center of line and center of the
image (in horizontal direction), diffangie is difference between slope of the line and 90 degrees, a and b
are the constants that were set during the test phase (a=0.4, b=0.6). L_corr and R_corr are correction
constants that are used when the center of the line is too far from the center of image and a larger car
rotation is required. Both constants were set to the same value (L_corr = R_corr =5).

Figure 3: Images from the camera recorded while driving

Figure 3 shows images recorded by the camera while driving. The pictures show the detected line and
its parameters and deviations from the required position and speed setting of individual motors. The
picture on the bottom right is a picture of a line that is used to stop the car's engines. The stop parameter
is the size of the black area blob_pix.
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4. CONCLUSION

The designed line following car was tested within the International Competition of Robotic Vehicles
ROBO 2022 held in Pilsen [4]. One of the disciplines was to cross a given track (see Figure 4) with
a container half filled with water. The water was not allowed to spill while driving. In our case, the
container was placed in a blue holder in the middle of the car (see Figure 1 b). The designed vehicle
won the Best Ride Award category and passed the route shown in 33 seconds. Line tracking accuracy
was also good compared to other trucks.

ROBO 2022

P e T N

Figure 4: Picture of track shape (size of the track is 3 by 2 meters)
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Abstract— This work deals with designing and constructing a miniature scientific
calculator. The thesis describes the design of the electronic circuit, programming of the
microcontroller and mechanical design of 3D printed parts.
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1. INTRODUCTION

The goal of this work is to create a portable battery-powered platform which can be used for
implementing a basic scientific calculator based on a popular microcontroller STM32F103C8T6 (also
commonly known as bluepill) programmed using the Arduino framework. The code was written in
Visual Studio Code running PlatformIO which is very advanced as opposed to the fairly basic Arduino
IDE.

2. PRINTED CIRCUIT BOARD

In order to achieve a very small size of the device a PCB (Printed circuit board) was created. The board
was designed in an online application EasyEDA [1] and manufactured by a chinese prototype board
house JLCPCB.

Most of the electronic parts are of the SMT type (Surface-mount technology) to further reduce the size.

The board consists of three sections: power, microcontroller and buttons.

The power section includes a small lithium-polymer cell and a corresponding TP4056 charger IC with
signal LEDs, which can be connected to a power source via a micro USB connector. The battery voltage
is routed through a power switch into a linear voltage regulator which powers the device. Originally the
power circuitry also involved two ICs for undervoltage and overcurrent battery protection, but these
needed to be bypassed due to fake chips.

The microcontroller section is composed of a small OLED display connected the MCU itself via I>°C
and other supporting parts such as decoupling capacitors, SMHz crystal, a reset button and breakout pins
for UART and ST-LINK interface. These are used to connect to a computer for programming and
debugging.

The keypad section is a 5x7 array of tactile pushbuttons which are connected to the microcontroller in a
matrix fashion.
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3. ENCLOSURE

The enclosure is 3D printed on a filament-based 3D printer. It’s two part design is fairly simplistic,
needing only two M3 bolts to be put together. The model was created in an online application OnShape

[2].

The PCB is held in place by integrated guide rails which ensure correct spacing between the board and
the enclosure.

A set of 35 keycaps must be installed beforehand. These keycaps are 3D printed as well, with a paper
label sticked on them. Due to the PETG plastic’s properties regular stickers don’t work, so a stronger
Chemoprén type of glue had to be used.

Figure 4: 3D model of enclosure Figure 5: Printed parts

Figure 6: Completed calculator
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4. SOFTWARE

The core component of the software is a shunting yard algorithm [3]. This algorithm was invented by
Edsger Dijkstra and it’s purpose is to convert infix notation (which is commonly used as input to most
calculators) to postfix (a.k.a. reverse-polish notation) which is much more convenient to further process.
This allows the calculator to solve compound expressions with parentheses.

The calculator also alowe for utilizing trigonometric functions by replacing them in the input string by
their value and passing it on.

Examples:

Vuwnoull;
1%(6.6-7°2)

s(50)+c(40)

|
1|

-42.4000 NN |
= S | ©.000000

| 1.532080
| ==

‘|

Figure 7: 1 X (6.6 — 7%2) = —42.4 Figure 8 and 9: sin(50) + cos(40) = 1.532080

5. CONCLUSION

This work is mainly experimental as the final calculator is uncomfortable and impractical to use when
compared to mass-produced calculators. It serves as a very good exercise in coding, 3D modeling in
CAD software and designing circuit boards.
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Abstract—The focus of this paper is to create a team of four robots that have a common
goal and a central unit — an Android app — coordinating them. Each of the robots has a wide
range of sensors at its disposal, like a gyroscope, an accelerometer, encoders or a range
sensor that help the robots orientate in the terrain in which they are operating. An Android
app was created for controlling the robots. The application also displays maps which the
robots create, and plot the graphs from their data.
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1. INTRODUCTION

One of today’s trends in robotics are so-called multi-agent systems, which are the networks of
individual robots communicating with each other, trying to achieve a common goal. The potential
utilization of such systems could be in company warehouses, in situations after a natural disaster,
delivering mail and so on.

The presented paper deals with this particular subject, mainly with design, construction, and
programming of a group of robots, which have a common goal — to map the area in which they are
operating. All robots communicate wirelessly with an Android application on the users mobile
phone, presenting the user with the data that the robots collect, which includes for example their battery
status, the surrounding temperature, etc.

2. MAIN GOALS

The result of the project should be a group of four moving, wirelessly communicating robots.
The group was supposed to be expandable, so all robots were meant to have almost identical
construction and software. Every robot should be fitted with sensors that would collect data about its
state and the state of its surroundings, and this information was supposed to be communicated to
the user using a mobile application. Requirements for the robots constructed were as follows:

Wireless communication with the Android mobile application

The ability of said robot swarm to map the footprint of the area in which it operates
Compact dimensions of the robots (max. 15x15x15 cm)

Simple construction of individual robots

A sensor measuring battery voltage

A temperature sensor

N o kR =

Option for robots to be equipped with a camera (only one robot was equipped with the camera due
to limited financial resources)

3. ROBOT ELECTRONICS

All electronic peripherals the robots consist of are shown on a block diagram in Fig. 1. Only the
most important peripherals will be discussed in detail. All functions of the individual peripherals are
summarized in Table I.
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ESP-32 Every robot is controlled by the microcontroller ESP-32. This microcontroller is equipped with
WiFi, which the robot uses for communication with the Android app, and therefore the robot doesn’t have
to be fitted with another module for WiFi. The ESP-32 has two Tensilica Xtensa 32-bit LX6 processor
cores, which allow the robot to stream video from its camera, while controlling it’s motors and mapping
the area.

Camera All robots have a terminal for the camera Arducam 5MP+ on their PCB, which means any
robot can be fitted with this camera. It allows the user to see from the robots perspective, as the image
from the camera is transferred to the Android app.

Distance Sensor Robots are equipped with the VL53L0X distance sensor. They use this sensor to
orientate themselves in the area and to prevent crashing into walls. Thanks to the compact dimensions
of this sensor, it can be attached to a MG-90S servo and turned, so that the robot can ’look’ around.

Motors The robot movement is driven by two DC motors equipped with encoders. These motors aren’t
visible in the block chart (Fig. 1.), as they are not directly connected to the microcontroller, but rather
connected to and controlled by the motor driver. The encoders grant precise control over the movement

of the robots.
[ Display ] [ Camera J

— )\ I2C 1 T

SPI . <
Microcontroller

g

A ) Distance
- =
Camera sensor
A

GPIO

)
Motor driver

\

————
Temperature |—
sensor .
)
> Servo
Accumulator \ /
voltage —
reading circuit T
—> Buzzer
N—

Figure 1: Block chart of robot electronics

PCB A custom Printed Circuit Board (PCB) was created for the robots, so that the construction would be
simple and all robots would have near-identical electronics. The PCB also helps with cable management
of the robots.

4. ROBOT MECHANICAL COMPONENTS

Most of the robot’s mechanical hardware components are 3D printed. That means that all robots are
almost identical and that all the parts are rigid, and can be manufactured quickly and cost-effectively.
The material used for 3D printing the parts is Polylactic acid (PLA), which is a nice compromise
between flexibility and strength. The primary color of the robots is black, and each robot has a different
detail color (green, pink, blue, gold) to distinguish the robots.
An image of an assembled robot (without its cover, so that the inner parts are visible) can be seen on
Fig. 2.
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Table I: Functions of individual robot peripheries
Periphery Function
ESP-32 Controlling the robot

Motor Driver
DRV-8833

Servo MG-90S
Buzzer

Temperature sensor
DS18B20

Accumulator voltage
reading circuit

Inertial measuring unit
(IMU) GY-521

Distance sensor

and communicating with the Android application

Controlling both motors of the robot

Turning the distance sensor to a specific angle
Audio communication with the user

Measuring the surrounding temperature

Accurate measuring of accumulator state

Reserved for future use

Measuring the distance to surrounding objects

VL53L0X and orientation in space
Display Basic communication with the user through text and
pictographs
Camera Showing video from the robots’ perspective to the user
Arducam SMP+
Figure 2: Assembled robot
5. SOFTWARE

The programming was divided into two parts: the robot software and the Android application. Both were
coded in the programming language C++.

Robot software The software of the robot controls all its peripherals and houses the algorithm for
mapping the area. Each robot connects to the app upon startup, and then awaits the command to begin
mapping. When connected to the app, it also sends data such as surrounding temperature and accumulator
state to the application at regular intervals. When prompted, the robot equipped with the camera starts
streaming the camera image to the user. If the user moves the joystick which is positioned under the
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camera image in the app (Fig. 3., third image from the left), the robot will stop all actions and be fully
controllable by the user.

Android application The main purpose of the application is providing a graphical user interface (GUI)
to the user. Through this GUI, the user can then control the robots (start/stop mapping, show camera
image, movement control through joystick, etc.) and view all the data and maps sent by the robots.

Each map is created based on the encoder data of one individual robot. Robots send the data to the
app, which then interprets it and draws the corresponding map. Different parts of the application are
shown in Fig. 3.
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Figure 3: Parts of the Android application

6. CONCLUSION

The result of this project is a group of four robots capable of moving around the area and mapping it.
Individual robots communicate with a mobile Android application over WiFi. The application acts as a
GUI for controlling the robots and displaying the data sent by the robots.
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Abstract — The aim of this article is to compare the changes in performance due to the evolution
of technology over the period and to compare the most popular calculators, their advantages and
disadvantages. In the first part, there are selected three buildings covering a large part of the
types of sites for the construction of PV plants. A potential power calculator is applied to these
buildings. In the second part, three calculators that are selected for simulating the performance
of a model installation have been selected and described.
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1. INTRODUCTION

Nowadays, the focus of photovoltaic panels tends to be on a better price/performance ratio, thus
the maximum output of the panels sold is not as important as the cost of manufacturing them. Power per
unit area has been increasing only slowly since the second decade. The biggest breakthrough in PV
panel performance was in the 1990s and eventually at the beginning of the millennium. This article
compares the performance of PV panels in the context of the development of PV itself and will also
focus on the comparison of different calculators calculating the performance of panels and the
advantages or disadvantages of each calculator.

2. COMPARISON OF PERFORMANCE IN DEVELOPMENT

In a first step, according to the most suitable scenarios for the PV panels, three specific buildings were
selected. The selected buildings belong to the Banov municipality and were selected for more detailed
analyzes for the bachelor thesis. By measuring and calculating the approximate area of roofs that can be
used for PV panels, the expected power output on a given area can be determined using calculators
based on long-term measurements and observations of ambient conditions such as the ratio of direct and
diffuse radiation, the average number of hours the sun shines etc.

For this step, the PVGIS calculator was chosen as it best accounts for ambient conditions from long-term
observations in given latitude bands. The input conditions have to include the power installed that is
calculated from the average power of the panels and the area where the panels can be installed. Given
the objective of comparing PV technology over the last three decades, only the average power of PV
panels was changed. The average value of the maximum efficiency of PV panels according to the NREL
source was chosen for the calculation. This is the average efficiency of different technologies in a given
period. For houses with flat roofs, the south-facing orientation was selected, as it has the best efficiency.
For gable roofs, the pitch is determined from maps and then entered into the calculator. The angle of the
roof cannot be determined from the maps, so the angle that is common for roof construction is used,
which is 35°. In the first case, the value is calculated from today's average PV panel parameters that
have been set at 230 Wp/m?. For the model example, a single house with a partly east-facing and partly
west-facing orientation was selected. The built-up area of the 1% house is 1 208 m? and its GPS
coordinates are 48.9880136N, 17.7175203E. The other building has a gable roof-oriented half north and
half south. The building area is 274 m?and its GPS coordinates are 48.9897842N, 17.7203292E. In the
third case, a building with a flat roof and a built-up area of 339 m? was selected and its GPS coordinates
are 48.9913717N, 17.7185711E. The building areas are not entirely accurate. They have been calculated
on the basis of the maps. In this case, the area measurement tool from the mapy.cz website was used [1].

The built-up area of the first building was measured to 1 208 m? using maps. For houses with a gable
roof, it is necessary to consider the increased roof area in relation to the built-up area. This increase
in area is given by the roof typification coefficient T*. The value of this coefficient shall be considered
at 1.5 for all houses with a pitched roof [1].
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With a panel area utilization factor for the roof of K, = 0.5, it follows that 906 m? of PV panels can be
fitted on this roof. The total calculated output of this building is 192 467 kwh [2].

Summary Monthly energy output from fix-angle PV system Outline of horizon
E3 E3

Provided inputs: 30k
Location [Lat/Lon]: 48.049,18.191
Horizon: Calculated
Database used: PVGIS-SARAH2
PV technology: Crystalline silican
PV installed [kWp]: 208.38
System loss [%6]: 14

NW NE
20k
( 45 ‘I'
\ /
Slope angle [): 35 S w N ,/ .
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Yearly PV energy production [KWh]: 192467.16
Yearly in-plane irradiation [kWh/m?]: 1225.73 S o . o
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Changes in output due to:
Angle of incidence [%]: 375 I I I I s
Spectral effects [%]: 1.26 [3
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v

Temperature and low irradiance [%]: -101 — Sun height, December

Total loss [%]: -24.85

Figure 1: Results from the calculator for a given building [2].

The same calculation has to be made for the other selected years. For a flat roof, the calculation of the
usable area differs only in the coefficient T, which in this case is equal to 1. The total power calculated
by the calculator is equal to 273 624 kWh [5].

In the 1990s, the average efficiency of a monocrystalline panel was 10-12%. Thus, the known
performance is around 100 Wp/m?. As for the theoretical power calculated by the PVGIS calculator, the
power is equal to 118 967 kWh. The amount of electricity produced in the 1990s would be less than half
of what it is today [5].

At the beginning of the millennium, the efficiency increased dramatically and was around 16% that
means that the output was around 160 Wp. The total value of the energy produced would be
190 347 kWh according to the calculator [5].

In the last case in the 2010s, the efficiency of commercial panels was around 20%. The panel output
was therefore 200 Wp per square meter. The value of the model buildings would be equal to
237,933 kWh [5].

Table I: Evolution of the performance of the buildings in relation to the efficiency of the panels
(E...electricity generated) [2].

t E
year MWh
1990 118,967
2000 190,347
2010 237,933
2020 273,624
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Figure 2: Evolution of the performance of the buildings in relation to the efficiency of the panels [2].

3. COMPARISON OF CALCULATORS

This chapter compares three different types of calculators, each with its advantages and disadvantages
and each suitable for a different type of use.

PVGIS

The already mentioned calculator used for the first part of the work is the PVGIS calculator, which is
suitable for measuring larger sites. The calculator works on a simplified and less accurate principle
where an average value of the area that can be used for PV panels is calculated. It evaluates the average
annual output divided into individual months. Also, it takes into account the ambient conditions that
have been observed for a certain period of time in a given location. From the input data it is then
necessary to know the installed capacity, the system losses, the tilt and rotation of the area on which the
panels are installed [2].
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Figure 3: PVGIS calculator [2].
EASY-PV

The EASY-PV calculator is more suitable for individual buildings, where you can select the panel and
the roof on which the system is to be installed based on the specified parameters. The calculator can also
be used for other areas. Once the area has been generated, the panels can be directly modelled and
stacked. The advantage of the calculator is its accuracy. The disadvantage is the long modelling
processand also unsuitability for modelling larger areas [3].
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PROJECT SUNROOF

The calculator was created by Google that uses data directly from its maps. It works on a similar
principle to the PVGIS calculator. It can directly calculate the area available for the installation of panels
and clearly calculates the electricity generated and the payback based on the data filled in. The calculator
is only available in the US for now, but it is expected to be launched in Europe in the longer term [4].

COMPARISON OF CALCULATORS

Each mentioned calculator offers different types of functions. The PVGIS calculator offers potential
electricity production in the output data, taking into account the already measured data on ambient
conditions. In the output data, the production is modelled on a month-by-month basis based on the
ambient conditions during the period. The PV-CASE calculator offers the modelling of a custom PV
plant on configured roof and can calculate the installed capacity value of the modelled installation based
on the input data. The last calculator, Project Sunroof, combines the functions of the previous calculators
and can calculate the possible installed capacity on a given roof using artificial intelligence and then
calculate the theoretical value of the electricity produced from the map data.

4. CONCLUSION

Photovoltaic technology is constantly evolving and increasing in efficiency. The aim of this work was
to compare the theoretical outputs that the panels could produce as the technology evolves. The
calculators can be used for future area evaluations in case that lidar data is not available. They can serve
as a general assessment of the magnitude of performance that could be achieved in a given area. Panel
efficiency has not radically increased by over the last 20 years. Rather, the priority is to reduce the cost
of production and improve the price/performance ratio of PV panels. Over the period studied, average
panel efficiencies have increased by 5% per decade. The second part was focused on calculators that
calculate the theoretical output and the electricity produced. The calculators account for ambient effects
and have made great strides in this direction. Three types of calculators have been selected in this article.
Each calculator has a specific purpose according to what the customer needs. The first calculator,
PVGIS, is best used as a tool for a year-long theoretical overview of the energy produced relative to the
specified output of the installation. The EASY-PV calculator is suitable for determining the installed
power from a user-modelled installation. Google's latest calculator called Project Sunroof combines both
functions of the previous calculators. The calculator uses input directly from maps and uses artificial
intelligence to evaluate how much installed power can fit on a given roof and how much total energy
the installation can generate.

The work seeks to gain insight into the future development of photovoltaic technology and how the
electricity potential of a given area can be calculated. The values can be used to calculate how much
electricity can be produced from renewable sources, which are essential for future electricity production.
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Abstract—This article describes creation of spot welding machine prototype. Spot welding
enables joining bigger number of Li-ion cells in order to create higher energy storage. Main
objective of this article is to design diagrams and algorithms for the spot welding machine.
Requirements to regulate current and minimize heat stress on battery cells are implemented
in the solution.
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1. INTRODUCTION

Along with rising need for high energy density, importance of maximizing energy storage capacity is
coming to the forefront. This article describes a prototype of spot welding machine for Li-ion battery
cells. Prototype of the device was developed with consideration of theoretical concepts and
predetermined type of commercially available Li-ion cell. This device was mainly designed for
assembling battery packs from single Li-ion cells, specifically cell size 18650.

It is required that spot welding machine creates a joint with low electric resistance that is capable of
withstanding mechanical stress during assembly and maintenance. The joint needs to have electrical
resistance as low as possible, in order to prevent unnecessary power losses. During the process of the
welding, there should be minimum heat stress on cells, to avoid cell damage, as mentioned in Brand et
al. [1] and Lee et al. [2].

2. SYSTEM CONCEPT

Spot welding is a type of resistance welding that works on principle of electric current generating a heat.
In this case, a nickel strip is pressed against a terminal of a battery cell with two copper electrodes that
are connected to electric current source.

According to Brand et al. [1], applied electric current consists of an effective current and a stray current,
as illustrated in Figure 1.

electrode

(- —

/ ra Ex. conductor

weld

Figure 1: Electrical resistances on battery cell during welding process

Stray current flows only through the nickel strip which increases power waste. Effective current flows
through the nickel strip and through the cell terminal too. Due to the electrical resistance between nickel
strip and the terminal, effective current creates voltage drop and generates heat according to the formula

33


mailto:xmarti94@vutbr.cz

mentioned in Brand et al. [1]:
P=R=x*I? (1)

where P represents power loss, R means electrical resistance, and | is electrical current. By changing the
current flow it is possible to control power delivered to joint and therefore joint parameters.

3. DESIGN

Design of the welding machine consists of several modules that each must secure smooth welding
operation and easy settings of welding parameters. Diagram of prototype with modules is described in
Figure 2. Number of modules is reduced to necessary minimum in order to optimize cost-effectiveness
of the solution while preserving effective function.

. ’ Thyristor ’ s ‘ High Power ‘ Output
Input voltage EMC Filter controller Transformer electrodes

A

Y Y

Auxiliary Current
Power Supply measurement
CPU
LCD screen
+ Encoder

Figure 2: Diagram of prototype

In this design, power regulation is based on using two thyristors as phase control regulator. Different
power output can be achieved using different firing angle, which is a moment in the period in which the
thyristors are triggered.

To ensure right timing for the thyristor controller, CPU (Central Processing Unit - microcontroller)
monitoring waveform of the input voltage and switching gates of the thyristors at the right time in
included. This provides appropriate amount of current to the primary winding of the high-power
transformer. While primary winding has approximately 250 turns, secondary winding consists of only
one turn, which then results in secondary winding current being approximately 250 times higher than
the input current coming to the primary winding, according to formula:

M_U_bk

N, Uy I’ (2)
where N1 and N, represents number of turns of the primary and secondary windings, U1 and U, means
primary and secondary electrical voltages, I1 and I, represents primary and secondary electrical currents.

Main element of the circuitry is the thyristor regulator, which consists of two antiparallel thyristors, as
illustrated in Figure 3. These two thyristors are both being triggered simultaneously by small isolating
gate-drive transformer. The gate-drive transformer consists of trifilar winding and represents galvanic
isolation between thyristors and logical circuits.
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Figure 3: Circuit consisting of two antiparallel thyristors

Output current is being measured with a current conveyor with a Hall effect sensor. The current conveyor
returns linear voltage according to the amount of the monitored current. This gives feedback to the CPU
to adjust the firing angle to the correct value to achieve required current.

As a protection against electromagnetic interference, the EMC Filter is used. This blocks
electromagnetic disturbance that is either being generated by device itself or coming from the external
source.

LCD screen and a rotary encoder included in the design of the device enable adjustment of duration of
welding process and setting desired output current.

4. ALGORITHM

To achieve desired output current, an algorithm is introduced. This algorithm pictured in Figure 4 uses
a table assembled from an experimental measurement of output current at a different firing angle. Values
from this table are used as a starting point to reduce number of iterations required for reaching proper
firing angle.

After the first waveform, the firing angle a is increased or decreased by user defined step. This step is
divided by two at each of the iterations, to narrow output current error. Following several iterations,
output current error is less than 5 % and effort is made to maintain the error unchanged throughout the
whole process of welding.

Parameters settings
menu

Assign approximate
firing angle o

Measure maximum
output current /5,

o= a0+ step

step = step / 2

Figure 4: Current controller algorithm diagram
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5. CONSTRUCTION

Main body of the prototype is a box that consists of top and base parts, base part holding all the elements
mounted and top part acting as a covering lid. Figure 5 illustrates base part including elements. Front
panel contains output connectors, footswitch connector, indicating LED diodes, LCD screen and rotary
encoder, as mentioned in Chapter 3. Front panel also contains perforated section, which, along with fan
installed on the back panel, enables increased air circulation. The back panel of the base part contains
input power connector with power switch and fuse. Inside of the base part includes high-power
transformer, main circuit board and auxiliary power supply board. Main circuit board holds most of the
circuits including thyristors, microcontroller, gate-drive transformer and relay, which connects the
circuitry to the input voltage. Auxiliary power supply board provides low voltage source, needed for
proper operation.

Figure 5: 3D Model of the prototype

6. CONCLUSION

This article describes a prototype of spot welding machine created for assembly of battery packs using
single Li-ion cells. Theoretical knowledge of concepts was applied to construct diagrams and algorithm
for current controller. Constructed device provides pulsed current at the output with option to control
peak current. The device creates joints with low electric resistance while not exposing battery to
excessive heat stress and therefore preventing unnecessary power losses.
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Nowadays, in the Czech Republic, but also in the world, there is an effort to produce electricity mainly
from renewable sources and thus to achieve less carbon dioxide production into the air. One possibility
is to bring customers together in communities to reduce greenhouse gas emissions by generating
electricity from renewable sources. Projects can help decarbonise the energy system by having
communities generate low-carbon electricity.

There is untapped potential in many communities in the form of free space for possible power generation
plants such as the municipality of Banov. It is a small municipality in the Zlin region, in the Uherské
Hradisté district, with an altitude of 287 m above sea level. The municipality has 2 103 inhabitants and
673 houses. The entire municipality is fully supplied with drinking water, using a group water supply
system. Sewage is discharged by sewerage to the local sewage treatment plant. The sewerage network
has undergone partial repair during the construction of the sewage treatment plant. Gas is supplied via
a of hight- pressure pipeline and electricity via a 22 kV HV network.

There is also a Primary School in the municipality, the school has all 9 years of primary attendance and
is a catchment school for children from surrounding villages. The primary school is preceded by
a kindergarten in the municipality of Banov with a capacity of 120 places and its own canteen. Health
care in the municipality is provided by a health centre with two general practitioners and two dentists.

[1]

There would be several options for the community, these would be options where buildings that are
in a small area in the center of the community would be considered initially, followed by buildings that
are out of the core area but still owned by the municipality. In the last proposal, selected industry would
be involved in the community.

1. CORE AREA

One option for community energy could be to engage with municipality buildings that are in proximity,
in the center of the municipality. In this case it would be mainly the primary and kindergarten
and the health center, possibly also the sports complex. (Points 1-4 in Figure 1.) The connection between
primary school, kindergarten, sports complex, and health center should be not problematic, as all
buildings are in the immediate vicinity.
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2. REMOTE BUILDINGS OWNED BY THE MUNICIPALITY

In addition, any buildings owned by the municipality would also be considered for inclusion
in the community. to the buildings considered in the first proposal would be added the municipal office,
post office and fire station. There are also two buildings owned by the municipality that serve as
apartment buildings and are located in a relatively in close location for connection within the network.
These are a Residential buildings with a capacity of 20 flats (number 8 in figure 1) and with a capacity
of 5 flats (number 7).

3. PRIVATELY OWNED BUILDINGS

However, the community does not have to consist only of municipal buildings; selected industry in the
municipality of Banov can be considered as part of community in the future. For example, the joinery
workshop located near the municipal office. Which would make it easy to connect to the local
distribution network. The whole building also has a relatively large roof area with suitable orientation.
The future scenario also can consider expanding to other citizens of the municipality of Banov, but this
case is not evaluated | the article.

12!

1- Primary school
2- Health center
3- Kindergarten
4- Sports complex
5- Municipal office
6- Post office and fire station
7- Residential house
8- Residential house
9- Joinery workshop

10- Sewage treatment plant

Figure 1: Distribution of buildings in the municipality of Banov
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4. CONNECTING THE WASTEWATER TREATMENT PLANT

There is a question if a sewage treatment is appropriate to include in the community, as the sewage
treatment plant is located at a relatively long distance from the nearest community site and a long
distribution network would have to be in case of local distribution network owner by municipality.

The roof of the building could be fitted with photovoltaic panels to ensure a sufficient supply
of electricity and there is a possibility to use the space around the buildings and to place photovoltaic
panels there as well, the area in question is approximately 250 m? according to the maps. As another
option for the wastewater treatment plant, are looking at community connection, but the building would
not be connected to the community via the local distribution network, but via the public network.
However, the connection would depend on the arrangement with the distributor.

5. ROOFING THE CAR PARK WITH PHOTOVOLTAIC PANELS

Near the primary school and the sports complex, there is a car park that could be roofed with photovoltaic
panels. According to map measurements, the car park has an approximate area of 1 000 m2,
The photovoltaic panels would provide energy to power the adjacent buildings and it would also be
possible to build charging stations for electric vehicles. The building would also provide with protection
from the sun on hot summer days in the car park. On the other hand, one of the disadvantages would be
the location of the car park, which is adjacent to the sports complex building, and in the morning the
building could shade the panels and reduce the efficiency of the PV panels.

Figure 2: Marked parking lot at the sports complex building.

Photovoltaic panels are useful for ensuring a sufficient supply of electricity during the summer months
when there is huge amount of sunlight. Conversely, during the winter, the supply from PV panels might
not be adequate.

6. ROOF AREA SUITABLE FOR PHOTOVOLTAIC PANELS

To find out the approximate production of a photovoltaic power plant, it is necessary to know the area
of the roof. The table below shows the calculated values of the roof area of the different buildings that
should be involved in the community. The orientation of the roofs is also given. Using the PVGIS
follow-up program, the production of PV plants located on the roofs of the buildings was calculated.
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Buildings Roof area [m?] Roof orientation Electricity produced [kWh]
Primary School — east 444 east 79009
Primary School — south 81 south 16962
Sports Complex 518 east 91643
Health center 282 south 61142
Kindergarten 134 south 29053
Municipal Office 226 south 49000
Joinery workshop 203 south 44013
Residential building 8 650 east/west 59618
Sewage treatment plant 250 south 54200
Car park 1000 south 216816

Post office 39 south 8455

Tablel: Roof area, orientation and electricity produced

7. CONCLUSION

The article presents possible proposals of communities in the municipality and also approximate areas
of roofs with potential power production from PV panels was evaluated. The total roof area
was calculated at 3 788 m?, of which 1 612 m? was oriented to the east and the remaining 2 176 m?
was oriented to the south. Using the PVGIS software, the total value of the electricity produced
was calculated to be 709 911 kwh. The article reflects the initial level of analysis focused on the energy
flows in the distribution network affected by the designed community, further evaluations will be part

of future research.
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Abstract—This article is focused on modeling human-machine systems using McRuer
models, particularly systems formed by human operator and a steering wheel. Result of the
work are dynamical models of human operator corresponding to regulation of different
systems and various system forcing functions. Different steering wheel stiffness was also
measured to find its influence on the speed of human reactions.
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1. INTRODUCTION

According to [1], there are 3 main methods of modeling human operator. First are models based on
control theory (McRuer models also belong here), second are models based on human psychology and
finally models based on intelligence technologies. Within this paper, human operator will be described
by control theory models as a linear time-invariable system. These models allow us to predict human
behaviour.

2. MCRUER MODELS

McRuer models can be explained on a plain regulation loop shown on Figure 1, where Fy is the model
of human operator and Fs is the regulated system.

w(t) e(t) Display Operator ~y(¢) _System y(b)

Fr() | Fs(p) >

Figure 1: Regualtion loop [2]

The principle of the McRuer models can be simply described as a process, where the human operator
adapts and changes his frequency response in order to achieve transfer function

Fop) = Fa@)Fs(p) = ™™, (1)
in the direct branch of the loop [2].

3. SIMULATOR AND EXPERIMENT

All measurements were taken with the vehicle driving simulator shown on Figure 2. The simulator was
equipped with Logitech G920 steering wheel, through which the human operator was interacting with
the system. Processing of the operator action (the rotation of the steering wheel in time), as well as
implementation of the controlled system and indicator of the regulation error were realized in MATLAB
Simulink environment. Before a measurement, operator tried the regulation of the given scenario a few
times to get used to it. Subsequently 10 repeated measurements were made, from which an average
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operator model was estimated. All experiments were taken only with one operator though.

Figure 2: Vehicle driving simulator [3] and regulation error indicator

4. TESTED SYSTEMS AND FORCING FUNCTIONS

Two forcing functions were chosen for identification of the human operator: A pseudo random binary
sequence (PRBS) and a periodic signal, in which several sin functions were combined. To allow the
operator to prepare for the regulation, all forcing functions were multiplied by zero in the first second of
the measurement. All measurements had the same length of 60 seconds. An example of the PRBS and
periodic forcing functions are shown in Figure 3.

System forcing functions PRBS
T T T

Periodic for system 5/p
Periodic for system 1/p2

LA AP

-0.5

1 1 1 1 1
0 5 10 15 20 25 30
ts]

Figure 3: Forcing funcions used for the measurements

Table 1: Tested systems

General transfer function  Particular transfer function

K 10

K 5

p p

K 10
Tp +1 p+1

K 1

p? p?

Operator’s responses were tested with the transfer functions shown in the Table 1. All systems were
measured with the PRBS forcing function. In addition, the 5/p and 1/p? systems were also measured
with a harmonic forcing functions. Furthermore, the 1/p? system was measured with two different
stiffnesses of the steering wheel: with one that comes with the steering wheel by default and with no
stiffness at all.
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5. IDENTIFIED OPERATOR TRANSFER FUNCTIONS

For every scenario, the optimal transfer function describing the operator was found, i.e., the simplest
mathematical description that could simulate operator’s actions accurately enough. Table 2 lists the
models of operator for various systems. These were obtained with default steering wheel stiffness. Re-
sponses to the system 1/p? (measured under different conditions) are shown in the Table 3.

Table 2: Identified operator transfer functions

Controlled ?yst.e m Identified operator Theoretical opera-
orcing X tor transfer func-
system . transfer function !
function tion [1]
10 PRBS 01391 " —os25p Kr | o
p P
5 PRBS 0.1547 - e=0-58P B
- .. ~0.08 Kg -e™™P
p periodic 0.3853 - e770°P
_10 pres  QOB(LITEPpH 1) _o5es, K+ D

Table 3: Identified operator transfer functions for 1/p? system

Steering  System Identified operator Identified operator transfer function

wheel forcing transfer function (particular)
stiffness  function (general) P

PRES 21(123 (Tip+1) R i 02.0213(17.3p +1) . e-066p
Default T?p? +2¢Tp+ 1 0.59394p2% +2-0.269 - 0.5939p + 1

o Kp(Tip+1) _ 1.1999(2461p+1) _ .,
periodic ——e P e 0340p
Top+1 0.2899p +1
PRBS Kr(Typ +1) —p 0.0338(11.5565p + 1)  _0675p

T2p2 +28Tp+1 ©  0.50192p2 + 2 - 0.2398 - 0.5019p + 1
KeTp+1) 0.8279(3.1383p + 1)
Tp+1  © 0.3162p + 1 ¢

None
—0.415p

periodic

Measured and estimated data from one measurement for the system 1/p? are shown on Figure 4. Op-
erator frequency characteristics for every measurement with this system are shown on Figure 5.

Forcing function and system output wit) Forcing function and system output w(t)
. - . y(t) T [ I I y(t)
0.5F
0.5+ —
B g
Z 0 J = 0 3
=)0\ :
0.5 § -0.51 4
. . | . . . . L 1 .
0 10 20 30 40 50 60 0 10 20 30 40 50 60
t[s] t[s]
Regulation error Regulation error
1F T T = T T T T
V_\’ 01F
T o0
-0.1

m L L L L - L L 1 I L
0 10 20 30 40 50 60 0 10 20 30 40 50 60

t[s] t[s]
Operator's action Simulated 05 Operator’s action Simulated
0.5 T T T T Measured : I ] I I Measured
—~ 0251 1 = 0.25 4
i 0 i 0 |
X 025} 4 X025 e
05 . . . . . 05 . . . . .
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t[s] t[s]

Figure 4: Example of measured and estimated data, Fs(p) = 1/p? with PRBS and harmonic functions
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Transport delays couldn’t be identified with high accuracy. For example, with PRBS forcing function,
the t fest function used for identification gave similar percent fit to estimation data (about 50-60%)
for transport delays spreading from 0.3 to 0.7 seconds. Direct estimation of reaction delay by the tfest
function was not reliable. Therefore, model was identified with several delays and the model with the
smallest error of the fit was used.

Operator frequency characteristic (PRBS input) Operator frequency characteristic (periodic input)

20

[F(w)l [dB]
[Fg(w)l [dB]

1072 107" 10° 10° 102 107" 10° 10
w [rad/s] w [rad/s]

Figure 5: Operator frequency characteristics when regulating system 1/p?

6. CONCLUSION

For the simpler systems (Ks, Ks/p, Ks/(p + 1)) observed operator responses were equal to McRuer the-
oretical assumptions. However, for the 1/p? system the responses were different. That could be caused
by the fact, that the theoretical regulator is Fg(p) = Kzp - e~ *P, which has no real-world equivalent.

Another discovery is that the optimal transfer function of human operator differs depending on the sys-
tem forcing functions. For the 5/p system only the numerical value of coefficients differs, whilst there
was a completely different formula in the case of the 1/p? system.

With the different steering wheel stiffness experiment, another interesting result came out. There was a
significant drop of the coefficients with the sinusoidal input and no stiffness. However, with the PRBS
input, only a slight change of coefficients values was observed.

In general, identified operator transfer functions comply with McRuer models theory. However, individ-
ual coefficients are dependent on the system forcing function and the steering wheel stiffness. Next aim
will be to estimate optimal wheel stiffness for given scenarios to achieve faster driver reactions and
ensure higher safety in traffic.
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Abstract: Driving security remains one of the important issues. Nowadays, various assis-
tance systems are implemented, such as the systems for analysis of control of a car by its
driver. To understand the performance of the driver’s control, a program was created to
obtain valuable data and relevant characteristics. To obtain the data, we used an internally
designed, laboratory-made vehicle driving simulator developed by D. Michalik [2]. Driver
data were obtained using a proprietary vehicle driving simulator, and these were evaluated
in the MATLAB environment via integral criteria and other calculated parameters, such as
reaction delay. Features thus obtained were used as a training set for the machine learning,
using LDA and QDA methods (linear and quadratic discriminant analysis). These methods
reveal information concerning the importance of features for the task of driver’s identity
prediction based solely on the driving actions.

Keywords—Feedback control, driver analysis, integral criteria of quality, machine learn-
ing, MATLAB, vehicle driving simulator.

1. INTRODUCTION

Vehicle driving simulators come as an attractive alternative to a real-life driving, because they are both
less expensive and driver can execute tests in safety. Simulators are an effective alternative in providing
safe testing environment and simulate scenarios which could be way harder to find in real world. It is
also a great tool to gather and measure various values from simulator.

Analysis of drivers was the subject of interest in this bachelor’s thesis. Our aim was to investigate the
possibility to classify the identity of a driver. The simulator developed by D. Michalik [2] was used to
gather time series of steering wheel angle, pedal pressure, and car position. These were used to compute
features (such as reaction delay and integral quality criteria) for classification of drivers’ identity using
artificial intelligence. In this process we also obtained information which features are more valuable
than the others.

Section 2 covers the theoretical connection between human and simulator as a feedback loop. Also, a
brief description of used tools taken from theory of control and regulation will follow. In Section 3,
Block diagrams are provided to help understand and visually show how the flow of algorithm pro-
grammed in MATLAB is gathering, processing, and computing useful data. Then these data will used
as input test set in artificial intelligence, which will help us determine which values can be used for
identification of a driver. Section 4 discusses retrieved results and what was achieved in this work.

2. PRELIMINARIES

We can describe driver and simulator as a feedback scheme [1], where the driver is block Fgr(p) and
simulator is Fg(p). It is a purposeful action on an object and the goal is to achieve a predetermined state.

w(t) .
x(t) y(t)
Fr(p) > > Fs(p) >

w(t)

A

Fz(p)

Figure 1: Simplified feedback block scheme
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A general block diagram of feedback control is shown in Figure 1, where the quantity e(t) is the control
deviation, which is defined as the difference between the desired value w(t) and the output value y(t).
The quantity e(t) characterizes the distance of the car from the centre of the desired lane. The quantity
x(t) is called the action, in this case the steering wheel angle. Here it is the case of control where the
attempt is to reduce the value of the deviation as fast as possible. As the main tool for evaluating the
speed and quality of the control, we use the integral quality criteria (described below). Apart from these
criteria, other parameters have been used which will be subsequently used as driver characteristics. In
our case, we can use a simplified scheme where the feedback transfer F;(p) is equal to one.

As suggested by [2], a human, or in this case, a driver, can be described by transfer function:

_ kp -pT
Fp) = T2p242TEptis 1

where the parameters are time constant T, gain k and damping . They are found by the MATLAB
identification algorithm tfest (transfer function estimation).

Integral criterion

Integral criteria characterize the quality of the regulatory process on an infinite time horizon. There are
several of them. The choice of the appropriate criterion is therefore largely related to the type of process
being controlled. It is well known that one of the least favorable cases that a control circuit must cope
with are step changes in the signals entering it. Therefore, as a rule, we investigate the behavior of the
control circuit under step changes in the desired value of the output (reference signal) or disturbance. If
the control path is satisfactory for step changes in the input signals, we can expect it to be satisfactory
for other limited signals that do not have a jump shape. Furthermore, it should be noted that even if the
problem is implemented in finite time, theoretically the control takes place on an infinite time horizon,
and some criteria are based on this theoretical assumption.

When designing controllers, we try to keep the individual integrals to minimum values. The lower the
value, the better the regulatory process was executed. The common integrate criterions are of the form
o] oo
I = | Eme@I de= [ emiw(e) = y@I" e @
0 0

where m and n are constants selected by the user. We confined our analysis to the absolute criterion
Jo,1 and quadratic criterion [ ,. The ITAE criterion J; ; was intentionally avoided, chiefly due to its
time-weighting factor ¢, which tended to amplify the noise present after the main part of the feedback
loop step response.

Driver’s identity classification

As a tool for partitioning the feature space data (parameters such as integral criteria, reaction delay, etc.),
we use the so-called quadratic discriminant analysis (QDA) [3], one of the methods of multivariate
statistical analysis that tries to discriminate objects coming from a finite number of classes (categories)
based on a given training set. In this case, the training set contains the extracted parameters, and the
classes are the labels of the drivers (i.e., which parameters belong to a certain driver). The matrix from
the given parameters is given below. All values were stored in a text file, and the necessary values were
then loaded into MATLAB (each file represents one run performed). The processed parameters were
stored in the matrix from all the runs performed. The output is a column vector showing which row
belongs to a particular driver (class labels for the calculation). The coefficient n in the matrix represents
the total number of rides uploaded to the program for calculation.

3. ALGORITHM

To convey the process of data processing, individual steps are illustrated by the flowchart in Figure 2.
At the very beginning, discrete signals were obtained and sent from the simulator to MATLAB. First,
the signals pass through a preprocessing stage which removes inappropriate signal detections (mostly
start and end signals that capture the position of the steering wheel at the beginning and at the end, which
can interfere with the subsequent calculation). This ensures correct calculation of the criteria and addi-
tional parameters. Subsequently a thresholding step follows, whereby signal peaks are detected.
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Figure 2: Block diagram of algorithm

The processed signal is then divided into segments (each segment contains a detected peak) and these
are then sent sequentially to the triangle detector, which pinpoints the start and end of the peaks to
calculate the integral criteria more accurately from the area. Along with the criteria, the reaction time,
rise time and period of the peak are also calculated.

Measured signals

The task of a driver is to change lane according to visual signal (green arrow). This correspods to a
measurement of a step response. Main two signals that were taken from the simulator are wheel angle
and distance from the middle of a driving lane. The signals were then used for calculations of integral
criteria and time values (reaction time, time of ascent...). Figure 3 of the first plot shows when the signal
to change lane was given, that’s why it is the biggest distance from the middle lane, and below by the
movement of driving wheel we can observe and compute how good was drivers reaction, how fast the
lane was changed etc.
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Figure 3: Graphs of measured signals

Extracted features

Collected results were put into an input test set (which took form of a matrix, where all results were
stored in rows and columns). This set was used by artificial intelligence and as a result, we got confusion
matrix. A confusion matrix is a summary of prediction results on a classification problem. The number
of correct and incorrect predictions are summarized with count values and broken down by each class.
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Actual
Values

Predicted values

Figure 4: Confusion matrix of values

The columns represent the actual value of the predicted feature and the rows represent the classifier
prediction. The cells of the matrix contain the frequencies of how many times given combination of
actual and predicted values occurred on the training set under study. Cases on the diagonal of the
confusion matrix are classified correctly, off-diagonal cases are errors. The numbers below represent
each driver.

4. CONCLUSION

A total of 4 driving sessions of different drivers were observed, where data were collected and then
parameters were calculated from these data to describe their driving quality. Since performing test drives
can carry considerable risk, the driving simulations were performed on a simulator developed at the
Institute of Automation and Measurement Technology of the BUT. Control deviation signals and action
variables were acquired. From all obtained and computed values it was determined that most useful data
for driver indetification were absolute and quadratic criterions, plus to these values were added time
values such as react and rising time of a driver. The accuracy of used values as a input train set for QDA
method is 76,1%.
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Abstract— The paper describes impact of a laser vibration measurement parameters on
the signal quality of vibration measurement using Laser Doppler Vibrometer (LDV).
Among these parameters are distance, perpendicularity, material, roughness or polarization
properties of the measured surface. Follows the presentation of the measurement system
that will be able to measure the quality of the LDV signal affected by these influences for
a specific surface, at different distances and angles. Based on the characteristics obtained,
it will be possible to assess the suitability of the measured surface for LDV use.

Keywords — Laser Doppler Vibrometer (LDV), He-Ne Laser, LDV Signal Quality
Dependence, Measurement System

1. INTRODUCTION

Vibrometry is a discipline that deals with the measurement of vibrations and their description using
motion quantities. It is mainly used in industrial production, machine diagnostics, research and
development and construction. Thanks to the current trend, laser Doppler vibrometers (LDV) are also
becoming more affordable and their range of applications is expanding. Compared to conventional
vibrometers, the accuracy of LDVs is orders of magnitude higher. It is also a non-contact measurement
where the laser beam has virtually no effect on the object to be measured, which can be several metres
away [1].

However, LDV measurements can be negatively affected by several factors and, if the measurement
conditions are not chosen appropriately, it cannot be ensured that the measured data will always be valid.
LDV manufacturers generally do not provide sufficient information about these parasitic effects and the
customer cannot be sure in advance whether the LDV will be suitable for the application [1][2].

The aim of this work is to reveal and describe the most significant parasitic phenomena, to implement a
measurement apparatus to verify the dependence of the LDV signal quality on these parameters and thus
to create a measurement system to obtain additional characteristics about the particular LDVs and types
of measured surfaces. Based on this knowledge, it will be possible to assess the suitability of the LDV
for a particular application.

2. LASER DOPPLER VIBROMETER - SIGNAL QUALITY DEPENDENCE

Although vibration measurement with LDV is very accurate and sophisticated, the measured data can
be completely invalidated due to unsuitable measurement conditions. There are several phenomena
affecting the signal quality of the measurement. We will describe four most crucial parameters, which
we will focus on further.

Reflectivity and surface roughness of the measured object

The influence of material type and surface processing is an obvious factor affecting the quality of the
output signal. For very glossy surfaces with little roughness, the quality is very susceptible to non-
perpendicularity of the beam and the surface to be measured. On the other hand, for rough surfaces that
disperse the light greatly, strong attenuation occurs and measurement over longer distances may not be
possible.The laser head on such surfaces may also not detect the distance of the object correctly, the
focus length is incorrectly set and autofocus may fail [1][3].

The angle of the beam to the surface of the measured object
Another noticeable influence on the measurement quality is the variety of the angle between the laser
beam and the surface of the material to be measured. As the normal vector of the plane deviates from
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the laser beam, the signal quality of course decreases. The sensitivity of the measurement to changes in
this angle is mainly determined by the surface to be measured [1][3].

Polarization properties of the surface of the measured object

In order to avoid significant or complete absorption of the beam due to possible linear polarization
properties of the measured surface, the laser beam of the sensor head is polarized in a circular orientation.
The influence of the polarization properties of the measurement object can still have a negative effect
on the measurement [3].

Destructive interference at certain distances from the measured object
In the laser cavity of a Fabry-Perot resonator, standing waves can occur only at wavelengths A,

l
Ap = - where n € N 1)

where | is the optical length of the laser resonator cavity. The radiative transition of an electron to a
lower energy level due to spontaneous emission emits a photon with a wavelength corresponding to the
energy difference of this electron. Since the energy levels do not define the exact energy of the electron,
but only the energy of the most probable state of the electron in a given energy level, we cannot expect
that the emitted photon will always have exactly the same wavelength. Resonance of several waves of
non-negligible intensities with wavelengths A« to Aw+i can occur in a laser cavity, where i usually takes
at most units. At distances s

1
s=l-(z+k> where k € N 2)

destructive interference of each pair of waves with wavelengths A, and A.+1 occurs. If the object to be
measured is at one of the unsuitable distances s, measurement may not be possible [1][3][3].

3. DESIGN OF THE MEASUREMENT SYSTEM

Based on the above described effects on signal quality, a measurement system was designed to measure
the dependence of signal quality on these parameters at variable distance and angle of the measured
surface.

Let us state upfront that the task of the measurement system is to measure the signal quality for a specific
surface for different distances and angles. Based on the measured characteristics, it is then possible to
assess the suitability of a given surface in a particular application.

Parasitic influences affect the measurement simultaneously and degrade the signal quality. The system
will not be able to evaluate these effects. However, based on the signal quality drops, we can identify
the most significant of these parasites through knowledge of their characteristic behaviour. We can
therefore more easily eliminate parasitic influences and take the appropriate steps for measurement
suitability.

Hardware — description of the measuring instrumentation

Figure 1 shows the complete measuring apparatus. The basis is a toothed belt linear actuator for
changing the distance of the surface to be measured, on which a rotary table for angle control is placed.
The vibrating table is mounted on the rotary table in such a way that the path of the beam remains
constant as the table rotates. To the vibrating table is attached the measured surface, that can easily be
replaced. The frequency and amplitude of the vibrating table does not affect the measurement. However,
it is necessary to know the frequency for Fourier analysis of the vibrometer output signal.

Table 1: Annotations for Figure 1 and Figure 2

- Laser sensor head

- Vibrometer controller

- Stepper motor for linear feed
Stepper motor for rotary feed

- Vibration table

- Stepper motor driver (linear feed)
- Stepper motor driver (rotary feed)

~NOoO Ok, WN B
1
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Figure 1: Model of measuring system - instrumentation

Current design is prepared for Polytec OFV-505 laser head and Polytec OFV-5000 controller, but in
general same hardware arrangement can be used for testing of other LDVs.

The laser head (Polytec OFV-505) is mounted on an adjustable rail for a fixed change of the range of
possible measurement intervals. The signal from the sensor head is processed in the Polytec OFV-5000
controller.

The range for automatic distance adjustment is 0 to 1120 mm. For range shift it is possible to manually
adjust the offset by moving the rail with laser head. Angle adjustment is limited to a range -85° to 85°.
With a larger deflection, the beam may not be correctly incident on the surface to be measured.

USB— PC —{JSB——
Il. ”
AJUadcllf LB
USB —| |L USB
RS-232 RS-485

(¢)

Vibrometer | Driver 2 | Driver 1 -

controller rotary feed linear feed

Laser Vibration Motor 2 Motor 1
sensor head table rotary feed linear feed
230V 50 Hz | 15VDC 24VDC | 15VDC |

Figure 2: Schema of measuring system — connections of instrumentation

As shown in Figure 2, all components (linear and rotary feed, OFV-5000 controller) except the vibration
table are connected to and controlled by PC via USB. The vibration table is connected and controlled
via audio jack connector.
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Software — description of the system logic

The measurement program developed in LabVIEW allows the user to select a total of 7 basic
measurement parameters: start position, end position, position step, start angle, end angle, angle step,
number of measurement repeats. Figure 3 shows the flow chart of this software.

System Calibration
%tart validation & Meas param

Set Distance Set Snap & Save
& Focus Laser Signal quality

No No
All All
Repetitions? Distances?
Yes
Save All
Measured Data .

Figure 3: Flow chart of measurement system software

Before starting the automatic measurement, the user must manually set the linear feed to the stop and
the rotary table to zero angle when first switching on. This is necessary as these actuators only have
relative positioning. If the extension rail with the laser head is not in the fully retracted position, it is
necessary to read and enter the amount of extension.

In the measurement cycle, the signal quality for each distance is measured for all permissible angles.
The measurement of all combinations of angles and distances is repeated as many times as the user
specifies.
The data are continuously stored during the measurement, so the results cannot be lost if the
measurement is abruptly interrupted and the measurement can be continued when the measurement is
resumed.

4. CONCLUSION

The range of applications of LDV is growing and as these are not inexpensive devices, it is necessary to
have a good understanding of all the parameters that affect real-world measurements. The presented
system allows to measure wide range of parameters. This can give a much greater insight into the general
suitability of LDV deployment for the application in question, as well as the characteristics of the
products of individual suppliers.
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1. INTRODUCTION

The reader of this article will certainly object that he has read and seen countless such articles on
hand-made meteorological monitoring devices, and that this is just another attempt to discover the
wheel.

Of course, there are already countless such devices and designs, but my own design and construction
effort was not only to create a device that monitors a few types of quantities and then write data to the
embedded storage medium, but to implement a device that monitors most of these meteorological
guantities, and by this is as similar as possible to professional weather stations, but at the lowest
possible price, or at least a more affordable price for ordinary do-it-yourselfers. It was also an idea to
keep the concept as completely freely editable and freely distributable for future commercial and/or
non-commercial use by the successors. The design itself also meets the other 2 criteria. First, the
weather station is completely wireless. It is powered by solar panels together with batteries and can
communicate through a connection to the Wi-Fi network, which secondly allows data storage not only
on the embedded data carrier, but also on online storage, from which data can be further processed and
evaluated.

The article itself is based on the semester thesis 10T Weather Station Design [1], which I published,
where the information is much more specific.

2. MEASURED WEATHER QUANTITIES

The weather station, as a device equipped with sensors designed to monitor and collect data on
meteorological quantity, observes a large number of these quantities, of which the manufactured
equipment is to monitor the following selected: ambient temperature, ground temperature, dew point,
ambient atmospheric pressure with conversion to sea level pressure, relative humidity, total rain
precipitation, wind speed and direction, length of daylight, intensity of sunlight and intensity of UV
radiation with conversion to UV index. In addition, professional meteorological stations monitor, for
example, air quality, which includes dust and concentrations of hazardous substances, or cloud state
and atmospheric visibility. However, sensors of these quantities tend to be relatively more expensive
to purchase, so they were not included in the design.

The temperature is monitored by 2 sensors: by combined air pressure and temperature sensor
BMP280, which measures ambient temperature, and by temperature sensor DS18B20, which measures
ground temperature. The mentioned dew point can be evaluated by recalculation using Buck's
equations [2] from the knowledge of the relative humidity RH in % and of the ambient temperature T
in °C.

The atmospheric pressure reading is managed by the already mentioned combined air pressure and
temperature sensor BMP280, which provides values in hPa. It is possible to use the barometric
equation to convert the value of ambient pressure p to pressure at a height of 0 meters above sea level

po [3].
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Relative humidity is measured by sensor AM2320, the total rain precipitation by MS-WH-SP-RG,
wind speed by anemometer WH-SP-WS01, wind direction by WH-SP-WD with accompanying
calibration when unwanted rotation of the device occurs by digital compass HMC5883L, an intensity
and length of daylight is read by sensor BH1750. However, it provides the data of the intensity Eix
only in units of lux, to evaluate the length of daylight the data of the intensity Ej in units of W/m? is
needed. There is no direct conversion between these units, as each is used to express light intensity
considering a different range of the spectrum; in any case, there is an approximation between these
units through a study of the relationship between the quantities [4].

The last-mentioned quantities are the intensity of UV radiation and UV index, their measurement is
ensured by the ML8511 sensor. The intensity of UV radiation is obtained in units of mW/cm?, to
obtain the value of the UV index the approximation gained from the manual [5] and the technical sheet
of the sensor is used [6].

ESP-12E CH340G uSDkarta | BV2W (2x) | |Llon 18850 DWOTA + TP5100 LM2596
Interfaces: SPI, UART, 2600h (2x) FS8205A
N L Interfaces: UART, USB Interface: SPI
12C, 1-Wire, Wi-Fi
Solar . Battery 8 \oltage
Batteries ; Charging module
loT Settings Data backup panels protection converter
Communication Power supply
Sensors
Light Rain Wind Atmospheric Temperature
Humidity P

Intensity UV index precipitation Wind direction Anemometer pressure Ambient Groud

BH1750 ML8511 Attiny85 AM2320 MS-WH-SP-RG | HMC5883L WH-SP-WD WH-SP-WS01 BMP280 DS18B20
Interface: 12C | Interface: Analog | Interface: 12C | Interface: 12C | Interface: Logical | Interface: 12C | Interface: Analog | Interface: Logical Interface: 12C Interface: 1-Wire

Figure 1: Block schematic of the weather station design

(Note: All these quantities should be measured at higher placement above the ground, ideally at
2 meters above the ground or higher, except the near ground temperature sensor DS18B20, it should
be placed at 5 centimeters above ground.)

3. POWER SUPPLY

As already mentioned, the whole device is designed as wireless in the sense that it can operate without
the need to wire-up to the device as such additional wires routed outside its construction. The power
supply is solved by using of solar panels serving as the primary energy source, batteries serving as a
backup secondary energy source. The supply voltage of the system was chosen regarding the needs of
individual peripherals, namely the value of 3.3 V. The weather station should be able to withstand an
estimated 9 days and 5.3 hours without the need for recharging in the proposed configuration using
software techniques that limit energy consumption (estimated average current consumption is 22.9 mA
and peak value of the current should not exceed the value of 1054.4 mA).

If it is more specific technical details, then the solar panels are designed 2 connected in parallel with
an output voltage of 6 V and a power of 2 W each, or as one integral solar panel with the same output
voltage but a power of 4 W. These are connected to a charging module with TP5100 circuit specially
adapted for charging 2 lithium battery cells connected in series with a total capacity of 5,000 mAh and
with charging current limitation by using of control resistors before the output of the charging module.
The batteries are connected to a protection module with a DWO1A circuit, which protects them against
overcharging, undercharging and short circuit. The batteries with the protection and charging module
are further connected to a voltage converter with the LM2596 circuit, which maintains a constant
output voltage set by a resistance trimmer at 3.3 V, even in the event of significant ambient
temperature fluctuations. The combination of series connection of batteries, where the voltage
depending on the battery charge can range from 4.8 to 8.4 V, with a consequent reduction of the
voltage to the required 3.3 V allows operability of the weather station in the full range of lithium
batteries capacity. This would not be possible with a single battery, as the device also contains
components that become inoperable at voltages below 3.3 V (for example, humidity sensor AM2320).

4. CONSTRUCTION OF THE WEATHER STATION
The construction of the weather station itself can be divided into 4 basic parts: the main control unit,
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the optical sensor module, other sensors located outside the control unit and the purely mechanical part
of the device.

In addition to the NodeMCU V3 development module with the ESP-12E control and communication
module containing the Espressif ESP8266 chip, the main control unit also contains some of the
sensors, a complete power supply including batteries (solar panels are located outside) and a uSD card
slot.

The optical sensor module was designed separately regarding the requirement for the presence of
a window. This was obtained by dismantling the T620A security camera dummy.

Wind direction sensors together with a calibration compass, rain gauge and anemometer are located
completely separately. All these components are then to be placed on a telescopic tripod originally
designed to hold 2 reflectors. However, the tripod itself is relatively light and would poorly withstand
gusts of wind, for this reason it is necessary to load the tripod under its centre of gravity. For this
purpose, it is possible to hang a steel rope attached to a concrete weight onto the handles originally
intended to hold the winded cable for the reflectors. This load, if the rope is properly tensioned,
simultaneously eliminates the clearance in the legs of the tripod and thus puts the structure into the
spirit level necessary for the correct operation of the rain gauge and wind sensors.

Figure 2: Model of the planned weather station design (1 - Control unit case, 2 - Anemometer,
3 - Wind direction sensor with digital compass within its cover, 4 - Optical sensors within their cover,
5 - Rain gauge, 6 - Solar panels, 7 - Ground temperature sensor, 8 - Concrete load)

5. WEATHER STATION SOFTWARE AND USER TOOLS

The installation and setting up of the weather station begins by storing the user settings in the internal
memory of the control unit. At present, this is achieved by modifying the code that controls the control
unit. In the future, it is planned to make this setting through a friendlier user interface using a tool
located on a computer to which the weather station control unit is connected via USB. Information,
which are stored, contain for example Wi-Fi access data, server addresses or access data to loT
platform, which is a communication node available across the Internet that allows the collection and
evaluation of data and their subsequent distribution to other l0T devices that make request to obtain
this data. Sensitive data will not be able to be read back into the configuration tool in any way.
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After completing the user configuration, the weather station is now able to operate independently.
At regular intervals, it wakes up from sleep mode and tries to synchronize internal time into full hour
using communication with the NTP server. So, measurement cycle repeats every hour. After
synchronization, it reads the data from the sensors and then starts saving the data. If the connection to
the Wi-Fi network failed or the connection to one of the servers could not be established, the weather
station works in offline mode, where time synchronization is performed according to the last
calibration value of the timer and saves measured data at least on the SD card in JSON format. In the
next measurement cycle, it will try to re-establish the connection to store the current and previous
measurements on the 1oT platform. The weather station also wakes up from power saving mode to
handle variables that must be measured outside the main measurement cycle.

The Thingsboard platform was chosen for the initial development phase, which is available completely
free of charge and is possible to operate it on the Raspberry platform for example, even though the
configuration requires very advanced knowledge in the field of information technology. The weather
station uses the MQTT protocol for data storage, due to which it should not be a problem to connect
the weather station with other platforms. In the future, it is also planned to expand the number of
supported communication protocols, including secured ones, for even greater compatibility.

6. CONCLUSION

The whole project has a huge potential and can be included together with other systems in the family
of loT elements, it can help to easier and cheaper gaining of information about current and past
weather, or to control of other 10T elements based on user previously set events. The whole proposal
also leaves the door open for further development and optimization of its functions.
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Abstract—The work deals with the design of a laboratory task including model of heat
exchanger station. It includes project documentation, with theoretical and practical part.
The theoretical part is concerned with theoretical knowledge about every element used in
the design. Practical part deals with the control unit of the station and the simulation of heat
exchanger.
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1. INTRODUCTION

The aim of this work is to perform the control of the heat exchanger on an existing measuring station.
Not only from a practical point of view but also from a theoretical point of view using the simulation
program MATLAB Simulink.

2. MEASURING STATION

The measuring station consists of two fluid circuits which are interconnected by a heat exchanger. In
the first circuit there is a boiler, which has the task of heating the fluid. In the second circuit, on the other
hand, there is a heater on which the heat is to be lost into the environment. Both circuits include pumps
that drive the fluid in the pipes, measuring sensors and solenoid valves. The wiring diagram of this
system can be seen in Figure 1.

VT

X Qe WX
REENG

Figure 1 : Simplified diagram of the measuring station system

In Figure 1 V1 and V2 denote valves, VT is heat exchanger, C1 and C2 are pumps, Zv is the boiler and
TP is the heating element.
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Figure 2: Measuring station with the heat exchanger

3. SIMULATION

I programmed a dynamic model of the system in Matlab Simulink. At the beginning, | needed to
understand the function of each element in the system and replace it in the simulation in an appropriate
way.

I replaced the boiler, as a constant source of hot water, with a unit jump function, which has a similar
behavior. | have replaced the solenoid valves with adder blocks for the time being, as there is no need
to control the temperature of the water in the system in any way. Later in the bachelor thesis there will
be a controller at this point. As a substitute for the heat exchanger, I used 4 blocks that successively
multiply a constant signal and are interconnected between the circuits (see Figure 3).

I solved the replacement of the piping itself with a 1st order feedback system. Since water travels in the
pipe, it cannot be assumed that what appears at the inlet will immediately appear at the outlet. Therefore,
the temperature in the system must slowly build up, which is met by the transient characteristics of a 1st
order feedback system.
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1

F(p) = ——, 1
®) = 7577 1)
where T is time constant and the parameters of the dynamical system are
B = 0,45, @
T = 3s.

The parameter B determines the efficiency of the exchanger. The parameter is always in the range 0 <
B < 1/2. If the parameter B is close to zero, the function of the heat exchanger is almost zero, it does not
transfer any heat. On the other hand, if it approaches 1/2, the heat exchanger functions as an ideal
exchanger, so that all the liquids which exit the exchanger are of the same temperature.

QO H gty

Heat exchanger

A 4 4 r y
1-b b b 1-b
heating
+" De v‘_ w+

e Sy

Pipe begining j ;
Heat exch. in
Heat exch. out 1 .

Pipe end

cooling

Heat exch. out 2

Figure 3: Dynamic system model in Simulink

The model which is shown in Figure 3 will be used to design and tune a PID controller. For this purpose,
standard approaches, such as zero-pole placement and optimization according to minimization of the
ITAE criterion [3] will be employed. The criterion can be expressed using definite integral

J= f tle(®)] dt = f tw() — ()] dt, 3
0 0

where the quantity e(t) denotes the error of the controller, which is being optimized, w(t) is the
required temperature and y(t) stands for the temperature in the secondary circuit of the exchanger. This
signal is displayed using magenta line in the following figure.
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Water temperature versus time

Heat exch. out 2

Figure 4: Simulink step responses of the modelled non-linear dynamical system

4. CONCLUSION

In this paper we discussed a method of constructing a non-linear dynamical model of a heat exchanger.
The simulation result, which can be found in Figure 4, appears to be in accordance with the physical
theory. The behaviour of the whole system depends on the magnitude of the input signal, and the initial
temperatures of different parts of the system. Once the boiler is turned on, the system gradually increases
its temperature. This enables us to model the system for the purpose of offline tuning of a PID controller,
which will be the next aim of our work. So far, we have focused on theory and programming, without
the opportunity to test the program on the exchanger station.
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Abstract—This paper deals with the proposal of an analog filter of the 3rd-order
using Inverse-Follow-the-Leader-Feedback (IFLF) topology, which uses approximation of
inverse Chebyshev. The filter is working in the current mode . The main advantage
of this filter is an ability to electrically reconfigure its available transfer functions. The
work focuses on the use of modern active elements. For design the filters was used
transconductance amplifiers, second-generation current conveyors, current followers and
current amplifiers . The function of the filter is verified by simulations in the OrCad PSpice
software, with the ideal and behavior models of used active elements.

Keywords—frequency filter, electronic reconfiguration, active element, iFLF topology,
current conveyor, operational transconductance amplifier, transfer function, current mode,
output summation

1. INTRODUCTION

The ability of the electronic reconfiguration is, that it is possible to change the resulting output response
transfer functions without any reconnection of electrical circuit. Therefore,it is possible to make
SISO (Single-Input-Single-Output) filter structures with more then one transfer function. Electronically
controllable parameters of suitably designed active elements are utilized to control the transfer function.
The main advantage of these structures is that the parameters can be controlled by external current sources
fastly and continuously without any transient. The functions can be fine-tuned. Required function is
achieved by the setting active elements, which eliminate specific term of the transfer function [1] [2].

Many design methods topologies could be used to design higher order structures, for example KHN
(Kerwin, Huelsman, Newcomb), MLS (Multi Loop Structure) [5] [4]. One of them is IFLF (inverse-
follow-the-leader-feedback) topology. Higher order filters reach a steeper transfer function steeper
transition between the pass-band and stop-band area. The frequency response has high slope, when
is going to stopband. The steepness of transfer function is defined by n - 20 dB/dec, where n is number
of filter order.

2. FILTER DESIGN

The structures based on IFLF topology have more component requirements in opposite of noninverting
FLF or another high order structures. The most stressed component in IFLF structures is the output
component (e.g. electric integrator or derivator), because it requires multiple outputs to create feedback
into individual nodes of the topology. In the theory, if I have a 3"%-order filter, the latest OTA must have 4
outputs [1]. The connection of OTA-C blocks in a cascade is used to design IFLF filters in this particular
case.

The output function is carried out by the method OS (output summation) [3] [4]. OS has advantage,
because this method doesn’t need add additional active component. This solution is taking a current
response from every OTA-C node and sums them in one node. The controlling of transfer function
is make by current amplifiers, which are connected behind every OTA-C structure. At the output the
currents are summed up and Kirchhoft’s law is used to get required function.

To determine the transfer function 2 3 of the filter with help of software SMAP 3V02. The program NAF
calculated 4 coefficients 1 of the transfer function by_3, which are determined by selected tolerance field.
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Tolerance field settings for 3-order low-pass filter:

* approximation inverse Chebyshev,

* characteristic frequency fy = 63,661 kHz,

» minimal possible attenuation in band-pass = -3 dB,
* frequency of stop-band = 63,661 MHz,

* minimal possible attenuation in stop-band = 60 dB.

by=1 ; b, =8032-10° ; b;=3,225-10" ; by =6,537-10 (1)

Np) = - p’C3C,C1By
+ p*(C3C2gm1B2 — C2C1gm3B1)

2
+ p(C39magmiBz + C1gm3gmzB1 — C2gm3gm1B2)
= Im39m29m1Bs — Im3gm29m1B3 + gm3gm29m1B2 — Gm3gmagmiB1
NP
Kip) = 3)

P3C3C,C1 + p2CoCigms + PC19m3Imz + Im3gmagmi .

Structure of the filter is designed for the 37¢ -order, the cascade is composed of a 3 OTA-C blocks. Every
block represents 15/-order filter. Values of capacitors are chosen an C; = C, = C3 = C = 2 nF. Based on
capacitors values and b parameters, it is possible to calculate the values of transcondutance of each OTA.

3. FILTER INVOLVENT AND CONTROLLING

The structure of a filter consists of three MOTA (Multiple output OTA). Other used active elements a
CF (current follower), which copies currents to individual nodes. The other four are ACA (Adjustable
Current Amplifiers) used to control the resulting transfer function.

OJ]N—

CA3 CA4

U(J-’
+%
0]
2

MOTA 3

Figure 1: Proposed electronically reconfigurable filter

The transfer function is controlled by external sources of voltage, which are used to set current
amplification of four amplifiers ACA;_4. By setting the amplifiers according to the table I, the appropriate
term in the transfer equation is eliminated. Furthermore, it is possible to control the characteristic
frequency fy. In order to achieve the change of f; it is necessary to change all g,, in the same ratio
(multiply or divide g,,, parameter).
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Table I: Available electrical control transfer functions

Filter BI1[-] B2[-] B3[-] B4[-]
Low-pass, 3"%-order 0 0 0 1
Low-pass, 2"?-order 0 0 1 0
Low-pass A, 157-order 0 1 0 0
Band-pass, 2"¢-order 0 1,4 0 1,4
Low-pass B, 2"-order 0 0,8 0,95 0,8
All-pass, 1%¢-order 1 0 0 0
Band-stop, 1%*-order 1 1 0 1

4. SIMULATION

Setting MOTA transconductance to g,,; = 405,39 US, gmz = 803,09 uS, gms = 1,6 mS. These values are
calculated from the equation 3 , based on the values of reaching parameters b and C [1] stated in Chapter
2. All simulation simulations of designed IFLF filter are carried out in program OrCad PSpice. For CF
and MOTAs I used the UCC (Universal Current Conveyor), made by 0,35 pm technology, to simulate
filter on behavioural level. For ACA T used EL2082, where is current gain control with external voltage
source.
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The rendered transfer functions are in the graphs 2. Solid lines are displayed in simulations at behavioral
level. Dotted line represent ideal parts. From graph A is recognizable, that the filter is designed for
low-pass 3"dorder. These functions are very similar to the ideal ones. In the picture B minor functions
are displayed. Some of them were needed to be tuned to the level of amplifiers I. The imperfections
in transfer functions are caused by non-ideal elimination members in the denominator 2. Inaccuracy
from the ideal transfer is about 20 MHz, which is caused by frequency limitations of real components.
In picture C, transfer functions represent change of characteristic frequency f; by multiplying the g,,
parameter of each MOTA.

5. CONCLUSION

In this paper a fully electronically reconfigurable 3"?-order filter with IFLF topology is designed.
Thetransfer functions are simulated with ideal and behavioral simulation models. The structure is
designed using the SISO and the control of the transfer function is done by summing the currents at
the output. This structure is suitable for PCB.
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Abstract—The article deals with the design of an asynchronous serial receiver/transmitter
and its implementation into the FPGA. The design will be used as a laboratory exercise in the
course “Logical circuits and systems”. This paper contains the basic design of UART and
the following features which will be added. UART design will be used as a communication
interface between PC and an existing programmable multichannel sound generator (PSG)
design, which is already implemented in FPGA.

Keywords—UART, FPGA, VHDL, programmable multichannel sound generator

1. INTRODUCTION

UART (Universal asynchronous receiver/transmitter) is an extended communication interface used in
embedded systems and microcontrollers. The main advantages are UART is only three-wire connection
and the possibility of full-duplex operation. For implementation into FPGA (Field Programmable Gate
Array) was used VHDL (Very High Speed Integrated Circuit Hardware Description Language).
Description of designed UART implementation is shown in section 2. UART is the basic principle of
RS232, RS485, etc. communication standards.

UART design will be used for laboratory exercise purposes, as is shown in section 3. Connection between
PSG and UART, and its requirements are also described in that section.

2. UART DESIGN

The UART design is compiled from components, which contain previous laboratory exercises of the
Bachelor study programme course called ”Logical circuits and systems”. The architecture of the UART is
entirely synchronous by 100 MHz clock signal produced by an oscillator, which is part of the development
board NEXYS3. The development board NEXYS3 contains Xilinx FPGA chip SPARTAN-6 LX16. As
an inspiration to UART design were used SCI (Serial Communication Interface) of Freescale

microcontroller M68HC11 and book ”Data, Cipy, procesory” written by Czech author Martin Maly [1]

[3].
2.1. Transmitter

The designed Transmitter is compounded from three components, as is shown in figure 1. The main
component is Transmitter FSM (Finite State Machine) and its VHDL description corresponds with
standard FSM pattern containing three processes. Data transmission provides the Shift register component.
The Shift register is controlled by FSM output signals load (transfer data from the buffer to the shift
register) and se (shift enable). Baudrate of data shift determine signal ce (clock enable), that is generated
by Clock divider component. Baudrate is set by the generic parameter of the clock divider component.
Transmission starts by activation of input signal #x_send. If the Transmitter isn’t transmitting data, FSM
sets up output signal zx_ready. There is an input signal called tx use_ parity specifying whether parity
is used or not. Therefore the Shift register and FSM have use_par inputs. If this input is set, FSM
component increases number of transmitted bits and the Shift register computes and transmits the parity
bit after data bits. The Shift register has another input par opt (parity option) used to select kind of
computed parity. Available are even, odd, space and mark parity. Thus mark parity can be used as
another stop bit.
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Figure 1: Transmitter functional block diagram.

2.2. Receiver

The receiver design is very similar to a transmitter. There are two other components, the Filter and
the Start detector. The Filter component works as a double flip-flop synchronizer. The consequence
of using this synchronizer is that the metastable state cannot enter further into the circuit. The Start
detector provides only start bit detection, therefore it indicates falling edge of filtered received data input
signal »x_fIt. The Clock divider component of the receiver works similarly as the Clock divider in the
Transmitter, but if no data are incoming to the receiver, the Clock divider remains off. After the start bit
is detected, the Clock divider starts to generate ce signal. The first generated period is half time due to
sampling incoming bits in the middle of theirs. The main FSM component provides its output signals run
(start and run clock divider) and load (transfer received data from the shift register to the buffer). Another
output signal of the FSM block called rx_data_status indicates validity or impropriety of received start,
stop and parity bits. The Shift register works similarly as the Shift register in the Transmitter, but the
data byte is transferred from the Shift register to the receive buffer at the appropriate moment. There is
par_chk (parity check) output signal, which indicates correct or incorrect received parity bit. To enable
parity and set expected parity bit value are used similar signals as in the design of the Transmitter. The
block diagram is shown in figure 2.

rx_data
ReCCIVeI' rx_parity_option[1:0]
! I
I I
| par_opt |
. [1:0]
1 Filter |
RxD i rx_flt Xy
—I—Dmput output stor I > Islanl |
| . . |
| PR ek st Shift register par_chk |
| lkin ) od buf  uwsepar  clk en ]
! I
|
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! I
I I
3 ce ..
! Start detector —] rx 1450 ¢l en e Clock divider 1
|
I input start_detected start start_bit div_run o run_preset clk_out = |
. |
| st Receiver FSM st I
] o . data_status X
| P clk_in 1k_in use_par  [1:0] k_in |
|
reset | * |
cak |

rX_use_parity

Figure 2: Receiver functional block diagram.
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3. LABORATORY EXERCISE

Laboratory exercise has been devised as the connection between the PC and NEXYS3 development
board, as is shown in figure 3. Development board NEXYS3 contains UART to USB convertor FTDI
FT232 [3] [4]. Students can connect £x_data input vector to 8 switches for setting up sending data byte
and signal tx_send to one of the buttons. Received data can be shown as a binary code on 8 leds or
as a character on a 7-seg display. As PC terminal was chosen Putty client, because it supports serial
communication.

The second variant is to connect the 7x_data and #x_data signals. Received data are immediately sent
back to the PC and shown in the putty terminal. Therefore written characters are immediately shown
again in the terminal.

There is a plan that UART VHDL design will be available for students without architectures of some
components and students’ objective will be to complete those architectures. Hidden architectures will be
chosen after consultation with the guarantor of the course Logical circuits and systems.

The main objective is to use UART implementation to connect PC and an existing implementation of
programmable multichannel sound generator, which was created as a bachelor thesis last year. Currently,
sound data for PSG are implemented directly into FPGA as an array of values. This allows playing
only short part of a song, approximately 30 seconds. With UART communication will be possible to
play whole songs. This requires connecting received data to registers of PSG and properly controlling
addressing and data writing to PSG registers by PSG control signals. There are requirements to indicate
whether received data has already been processed by PSG, and to generate confirmation messages and
checksum. Construction of these messages has been suggested in the thesis, which deals with PSG [2].

NEXYS3

USB

TXD p——pp| RXD
PC <:>: FT232 UART
RXD [—P>

TXD

Figure 3: PC - NEXYS3 connection block diagram.

4. FPGA UTILIZATION

The current design uses 96 D type flip-flops (DFF) out of 18224 and 133 Look-up tables (LUT) out of
9112 (1 %). There are 151 LUT Flip-Flop pairs and 78 of these are fully used, this represents 51 % of
them. Inputs and outputs utilization is 36 IOBs out of 232 (15 %). Maximum clock frequency is 100
MHz generated by CMOS oscillator.

5. CONCLUSION

The Transmitter is transmitting data properly and computing parity bit correctly. The Receiver also
receives data correctly. This was verified by showing ASCII code of each received character on leds.
7-seg display shows start, stop or parity framing errors.

Current design isn’t able to change baudrate without another implementation into FPGA, consequently
the improvement of Clock dividers is needed. There are two suggestions to compute divider constant.
The first one is usage of prescaler and selection bits, according to M68HCI11 chip [3]. The second
suggestion of baud rate generation is to invent accurate baud rate generation using the Fraction baudrate
generator, as MAX3108 UART chip does [5]. The second one seems to be better, because arbitary and
precise baud rate can be generated. The receiver data sampling can be enhanced to triple sampling in the
middle of incoming data bits and evaluate bit value as a majority of these three samples, as M68HC11
SCI does [3]. For better data transmission should be designed and implemented software flow control
(XON/XOFF) mechanism. Another enhancement is to increase the depth of data buffers, it would work
as a FIFO(First-In First-Out) memory.
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Abstract—The main goal is to find an easy, and more importantly, cheap process of
producing sharp tips for the potential use in an atomic force microscope (AFM) or as a
source of electrons utilizing cold field emission. This objective is being achieved by the
method named electrochemical etching, and the used material is cheap and easily
accessible. For this experiment, graphite leads of different hardnesses were used, etched
with two types of etching solutions. The first solution contained potassium hydroxide
(KOH) dissolved in water and the second contained sodium hydroxide (NaOH), also
dissolved in water. Different ratios of chemicals were tried for the manufacturing process.
Hardnesses of leads were 2B, B, and HB. After the process of etching, products were
examined with a scanning electron microscope (SEM). The radius of tips was measured,
and results were compared and evaluated. Stating on the output data of tips, it can be said,
that goal was achieved, and tips can be used for their potential purpose. There would be
needed another research about how well they fit to work.

Keywords—qgraphite, electrochemical etching, tips, SEM, conditions

1. INTRODUCTION

The initiation of this experiment is based on searching for cheap materials which can be used as tips for
atomic force microscopes (AFM). Usual tips are made from highly expensive metals like tungsten,
platinum, iridium, and others. For example, the monthly average price of platinum in February 2022
was 1049$ for the troy ounce (=31,1 grams) [1]. So, this is the reason, why this work looks for an
alternative material, which would not be so expensive and yet will satisfy the needs and requirements
for this task. In this work, the experimental material was graphite, graphite leads, commonly used for
writing/drawing. This material is cheap and very easily accessible on the internet [2] or it can be bought
in usual stationery. Another advantage of graphite is electrical conductivity [3], which makes it suitable
for the method of electrochemical etching.

1.1. Electrochemical etching

It is a method, where etching is carried out by electricity. Energy is flowing through the circuit, formed
by the metal arm (acting as a cathode), etching solution (medium), and graphite lead (acting like anode).
Contact of solution and graphite is an area of reaction. The medium used for the process must be an
electrolyte because we need electricity to flow through it. As it is generally known, graphite is made
from carbon atoms arranged in a hexagonal structure and its charge is positive. So, when the electricity
is turned on, carbon atoms want to move towards the cathode, and they are torn off from the structure.
The shape of the metal circle secures even consumption of material. This action will manufacture around
and sharp tip. When the tip is created and the lower part of the lead falls away, it is essential to stop
electricity as soon as possible, because the top of the tip is still in contact with the solution, and electricity
is flowing. Subsequent etching would cause harm to the tip quality [4].

2. MATERIALS AND METHODS
2.1. Conditions and data

The idea of researching is to find out the most effective combination of conditions, which will create a
perfectly sharp tip. Each hardness met both types of solutions, and all used concentrations of these
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solutions, at least three times, so it can be checked if the same result was done repeatedly. During all the
etching tries, time was measured by the watches. A device used for this work is an etching station for
probe production (NT-MDT Spectrum Instruments, Moscow Russia). In total, two types of chemicals,
three different concentrations of these chemicals, three types of graphite leads were used. On one pencil
lead falls six different conditions, each condition repeated at least three times. Their quality was
measured in form of tip radius. The smaller the radius, the sharper the tip. Measuring was implemented
with a scanning electron microscope (SEM) Lyra3 (Tescan, Brno, Czech Republic). Settings during
measurements were immutable, measuring with a view field of 200um and accelerating voltage of 10kV.

2.2. Pencil leads

As it was said, commercially accessible graphite leads were used, three hardnesses from the same
producer (Pilot, Tokyo, Japan). The marking of hardnesses is HB, B, and 2B. Each hardness depends
on the content of clay [5]. Clay is usually additive to graphite leads, more specifically, clay is a term for
the mineral named kaolinite. With the content of clay in pencil, hardness can be affected. The relation
between hardness and volume of clay is directly proportional. In this case, HB hardness is the same as
F-marking, F — stands for the firm and contains the biggest amount of clay, B — stands for black, which
has a smaller volume of clay, and 2B has the smallest amount of clay.

2.3. Etching substances

During this research, two different chemical materials were used: potassium hydroxide (KOH)

and sodium hydroxide (NaOH). They were used in diverse quantities for dissolving in water.

Amounts used for creating multiple solutions were 2g9/40ml, 4g/40ml, and 6g/40ml. These chemicals
were used because they are quite easily accessible and cheap indeed. They can be bought in the usual
drugstore. When they are dissolved in water, chemicals will split into two groups, K or Na and OH
group. OH, group is needed and important, because of its negative charge and subsequent carbon
attraction.

2.4. Method of tip production

Lead is firmly placed into the holder and goes through the circle of the metal arm. This metal arm is
submerged into solution, round space of circular part gets filled by solution and returns to its primary
position. Now graphite lead is again in the middle of round space, soaked in electrolyte. Then electricity
is turned on and electrochemical etching will start. It will continue until the lead is separated into two
parts and the tip loses contact with the solution. At this moment, the circuit is broken, electricity is not
flowing anymore, and the process is done.

3. RESULTS

Results are summarized into two tables. Table 1 represents the results of the KOH solution, and Table
2 represents the NaOH solution. In the top cell of the column is listed concentration of etching solution.
Then each cell underneath represents one hardness with two main information, the arithmetic average
of etching time, calculated from all tries in the same conditions, and best-achieved radius from all tries
in the same conditions. The format of time in cells is in seconds, and radius sizes are in micrometers

(km).

Table 1: Variations of KOH solution

Concentration of 6g/40ml Concentration of 4g/40ml Concentration of 2g/40ml
2B Average etching time: 113s 2B Average etching time: 102s 2B Average etching time: 169s
Best achieved radius: 52.07pum Best achieved radius: 27.47 pm Best achieved radius: 11.02 um
HB Average etching time: 140s HB Average etching time: 381s HB Average etching time: 442s
Best achieved radius: 15.33um Best achieved radius: 27.74 pm Best achieved radius: 6.76 pm
B Average etching time: 181s B Average etching time: 201s B Average etching time: 317s
Best achieved radius: 12.81 pm Best achieved radius: 10.63 pm Best achieved radius: 7.67 pm

Table 2: Variations of NaOH solution
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Concentration of 6g/40ml

Concentration of 4g/40ml

Concentration of 2g/40ml

2B Average etching time: 153s
Best achieved radius: 18.47um

HB Average etching time: 246s
Best achieved radius: 28.04um

B  Average etching time: 176s
Best achieved radius: 13.37um

2B Average etching time: 82s
Best achieved radius: 9.6pm
HB Average etching time: 236s
Best achieved radius: 10.47um
B  Average etching time: 91s
Best achieved radius: 16.71um

2B Awverage etching time: 119s
Best achieved radius: 17.3um

HB Average etching time: 209s
Best achieved radius: 8.69 um

B  Average etching time: 181s
Best achieved radius: 7.74 um

Few observations can be described. The first observation is logical, the hardest leads take a longer time
for creation than the softest ones. This is happening repeatedly in all cases except one. An interesting
case is when hardness B during etching with 6g/40ml KOH solution, has the longest average time of
production, although it does not contain the biggest amount of clay. It is not known why this action
happens, and there would be needed another research for finding out the reason. This phenomenon is
not repeated in different conditions. So, it can be stated that almost in every case, producing time is
moving directly proportional to the content of clay.

2.5. Photos of the best tips

These are the photos of the best-produced tips. They were taken by the electron microscope during the
examining and measuring process. The yellow inscription is an expression for radius, r stands for radius,
and it is measured in micrometers. In the right lower part of the photo is a grey inscription, it is a scale
measured in micrometers. Each photo has a title beneath according to conditions of production.

Figure 1:
g/40ml NaOH, HB hardness

igure 2:

Concentration of 2 Concentration of 2g/40ml NaOH, B hardness

Figre 3

Concentration of 2g/40ml KOH, B hardness Concentration of 29/40ml KOH, HB hardness

74



4, CONCLUSION

After monitoring the results, several statements can be made. The best results were achieved with the
weakest solutions and the worst with the strongest solutions. It cannot be stated that each hardness acts
the same in equal conditions. Three times repeated conditions of 6g/40ml KOH and hardness HB, gave
very different radiuses (1. 58.39um, 2. 15.33um, 3. 34.65um). From this example is clear, that equal
conditions which can be set, do not guarantee the same result. This phenomenon occurs with other
conditions too. What can be stated is, that the average radius of tips decreases with the concentration of
the solution. The average radius in 6g/40ml KOH is 26.73um, in 4g9/40ml KOH 21.94um, and in
29/40ml average radius is only 8.43um. The same decreasing process happens with the second type of
chemical. The best tip was produced with conditions of 2g/40ml KOH and with the strongest hardness
HB. On the contrary, the worst tip was produced with the strongest concentration of 6g/40ml KOH and
with the softest hardness 2B. In total, it can be stated that this method of producing is capable of creating
tips almost sharp enough to be used in SEM or AFM. Almost sharp means that some additional
sharpening must be done. For example, with a focused ion beam (FIB) but this process could be another
research in the future. The life expectancy of this type of tip is certainly lower than usual metal tips
because graphite is a much softer material than tungsten or platinum. But the time and price of
manufacturing are a lot lower, so it is profitable to choose this method and save both, time and money.
Even if this research is realized on small scale with limited options, quite interesting and good-looking
results are created. It is important to invest in this type of research in the future because it opens new
possibilities for cheap tips fabrication and usability.
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Abstract—The main object of this article is the design and implementation of an automatic
timing system for fire sports, which includes time measurement, automatic target
discharging and a large-format display to show the results. The system is based on Arduino
and uses modules of this platform. Due to the distances involved, the use of wireless
communication is also described. The possibility of extending the system with additional
features and functions is also discussed.
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1. INTRODUCTION

This article deals with the design of an automatic timer for fire sport. Fire sport is nowadays a very
popular sport, which is mainly participated by members of volunteer fire departments (hereinafter
referred to as VFDs). This sport is most widespread in villages and smaller towns, where VFD units are
active. Firefighting sport is still evolving and the requirements not only for the competitors but also for
the equipment are increasing. Until now, the older methods of timekeeping have been used in
competitions using stopwatches, which required an operator. As the sport and the units themselves
evolved, better performances began to be achieved, with units of seconds or hundredths of a second.
Manual stopwatch timekeeping ceased to meet the requirements and is gradually being replaced by
automatic stopwatches, which improve accuracy and eliminate operator error.

Nowadays, there are timekeepers that can be freely

purchased from online stores. They can also be purchased B

FIRE ENGINE

with additional accessories at the appropriate price

depending on the design and size of the set. The problem Z}m;q

with today's timekeepers is the size and legibility of the C

display, which plays a big role in competitions. It is l:l
essential that the display is readable in direct sunlight or in STARTING LINES

reduced visibility such as fog, rain or gloom. Due to the {

length of the fire sports courses, it is necessary that the

digits on the display are large enough and legible. Another

problem with most solutions is the need to manually operate I

the targets and discharge water, which usually requires at

least one person.

The racecourse consists of several basic parts, which are TARGETS
two water targets, a base for the fire engine, water tank and

starting line. During the race itself, the competition team *

and their equipment are on the course. This equipment is

owned by each unit and is not part of the timing design. The Figure 1: Competition scheme
competition scheme is shown in Figure 1. [1]

WATER TANK

2. NEW STOPWATCH DESIGN

There are plenty of ready-made commercial solutions on the market that can be used, it just depends on
the customer's requirements. The available sets are very similar and often differ only in small details.
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Most solutions have automatic timekeeping, light or sound signaling. The better sets have built-in
wireless communication and have large format displays to show actual times. The new timekeeper
combines the benefits and capabilities of available timekeepers and adds some brand-new features.

The system is based on Arduino, which is nowadays readily available and fully sufficient for
timekeeping needs. Yes, | can be based on Raspberry or ESP, but we need to keep this simple and easy
for service and operating. The timer is based on 3 Arduino boards that communicate with each other.
These are the units of the main control panel, the control panel and the water targets. The communication
and interconnection of the individual parts of the setup is shown in Figure 2.

DISPALY
CONTROL
UNIT

TIMEKEEPER

[ = [ = [

Figure 2: Scheme of communication between each module

The target control unit is a single circuit board that processes and controls both targets and communicates
with the main unit. The targets include water level detection and a fill light. None of the commercially
available timers include the ability to automatically discharge the targets when they are full. This new
timer will have electric valves that will drain the water themselves when filled. This feature will save at
least one operator.

The control panel is used for the referee who controls the whole competition. On this unit there is an
LCD display with a rotary encoder module for easy orientation in the menu, buttons and there is also
the possibility to connect an external keyboard according to customer requirements. With the help of
this control unit, it is possible to start, stop or restart the stopwatch. The start can be carried out using a
start sensor (IR, start gun, etc.).

The main control unit is used to measure and display the time. The unit communicates with the targets
and the operator control panel. This unit includes a large format display of its own design on which the
times of two streams can be displayed. The resolution of the display is twice 4 digits. This configuration
is fully sufficient to display minutes and seconds. Milliseconds are displayed only to the referee on the
small LCD display. [2]

3. PRODUCTION OF THE DESIGNED SOLUTION

Several PCBs have been designed for the timer to drive sub-components. These boards serve as
expansion boards for Arduino modules that are ready for easy removal or installation. Everything is
prepared with connectors to make any maintenance or assembly easier. The boards were manufactured
by JLPCB and were hand fitted with components. The essential part of the system is the large format
display, which is divided into 8 digits, where each digit is divided into 5 parts for ease of installation.
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For the final assembly of the display, 3D printed structural parts are designed into which the individual

PCBs are built and attached. These assembled parts are installed on a solid board which will be the base
of the display screen. Each digit is controlled separately by an 12C bus, over which communication
between the display and the main board takes place. Thanks to this topology, we can control each
segment separately and there is no need to multiplex the individual digits, which often leads to a
reduction in brightness. Each display includes a unit with an 12C communicator and a register to store

the current value. The value on the display only changes when it is needed. [2]

Figure 3: PCBs of one digit of display with 3D printed body

{

2 i 31
gpppepgeeetEREER

Figure 4: Assembled prototype of one digit (reduced brightness of digit is necessary to take a photo)
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Figure 4: Assembled prototype of one digit with diffusor from baking paper

4. IMPORTANT TECHNICAL DATA
Max distance of wireless communication between targets and main unit:

-up to 800 m at open space (the distance between the targets and the control unit is about 100 m)
Display data:

One digit (w x h): approximately 300 x 1750 mm

The whole display (2 x 4 digits in two rows): approximately 900 x 700 mm

Power consumption of whole display is about 8 amps (only if the number 8 is displayed on all digits).

5. CONCLUSION

This project is still active, and its development and production of prototypes is underway. All PCBs are
now being installed and tested. Thanks to the combination of commercially available timepieces and the
addition of new functions, the timekeeper will be developed that will be multifunctional. All commercial
timekeepers have their own hardware and software, which in most cases is locked and cannot be
modified. Here, thanks to the Arduino platform, it is very easy to edit the code and use the timer, for
example, as a score counter, clock, countdown or whatever you can think of. We are limited only by the
performance of the Arduino processor, which, however, is quite sufficient for these functions. After its
completion in the bachelor's thesis, this timeline will be released on the GitHub portal and will be run
as an open-source project that will hopefully contribute to the community around VFDs. If you are more
interested in this topic, there is a link below to the semester work on which this article is based.
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Abstract — This paper is mainly focused on research of hard carbon as promising negative
electrode material for sodium-ion batteries. The first part deals with batteries and their
usage in general. The next section deals with sodium-ion batteries, their development and
differences compared to lithium-ion, as they seem to be one of the promising post-lithium
technologies with the potential of quick commercialization. The emphasis in this work
is put on the negative electrode materials for sodium-ion batteries based on hard carbon
as an active electrode material.
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1. INTRODUCTION

Batteries are becoming an essential part of many devices and technologies we use daily. This has been
only accelerated by the advent of affordable portable electronics, increasing usage of renewable power
sources and electric vehicles. Currently, there are three main technologies. Lead-acid, used mostly
in cars and other vehicles to start their internal combustion engine. Nickel-metal hydride, which replaced
the older nickel-cadmium, is generally used in some low power devices in form of AA or AAA batteries
or in some hybrid electric vehicles. The third one is lithium-ion technology. It is used in a wide range
of applications thanks to its high specific capacity and power. It is used in smartphones, drones, laptops,
battery-powered electric vehicles and also large-scale grid storage units. However, their biggest
problems are their price, limited availability and uneven distribution of lithium throughout the earth's
crust, which makes them susceptible to supply disruptions.

2. SODIUM-ION BATTERIES

Sodium-ion batteries are based on a similar working principle as lithium-ion ones and have been
developed alongside them during the 1970s and 1980s. However, due to the success of graphite
as a negative electrode material and the great performance of lithium cobalt oxide, their development
was put aside in favor of lithium counterparts. Other reasons for almost abandoning the sodium-ion
technology were its lower capacity compared to lithium-ion and the inability to use the same materials,
as sodium ions are larger than lithium and graphite shows much lower capacity with them. Researchers
started to focus on them again during the 2000s and have continued ever since [1].

3. BENEFITS AND DRAWBACKS

As mentioned previously, the main advantage of sodium-ion technology is the price and availability
of sodium. Another benefit is the similarity of those technologies, as lithium-ion batteries are well
understood and their manufacturing has been very reliable. Most processes can be reused or adapted
to be used with sodium-ion. That is except the used materials. Due to the larger size of sodium ions new
electrolytes and electrode materials are required. The main drawback is their lower theoretical capacity
and incompatibility with most of the previously used electrode materials from lithium-ions [1].

4. NEGATIVE ELECTRODE MATERIALS

As previously mentioned for negative electrode materials, the obvious candidate graphite, used in most
commercially available lithium-ion batteries, cannot be used with sodium ions due to their bigger size.
This led researchers to search for alternatives.
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One of them are conversion materials. They exhibit high theoretical capacities, but due to very large
volume changes during charge and discharge, the capacity fades rapidly. Alloing-based materials are
also being considered, but similarly, they exhibit poor reversibility due to the same large volume changes
causing pulverization of the material.

Another option, already successfully used in some commercial lithium-ion batteries, is titanium-based
oxides, which use insertion reactions to store sodium ions. They show small volume changes, very good
cycling ability, and high rate capability. Their main problem is high working voltage and low specific
capacity, which result in low energy density of the full battery.

Carbon-based materials are another alternative, mainly hard carbon and graphene. Graphene is still very
expensive to produce, which makes it impractical for commercial use. Hard carbon on the other hand
is relatively cheap and shows some impressive results. Its structure is comprised of small graphite-like
regions, randomly orientated and disorganized. This results in an uneven surface with many nanopores
and places suitable for the insertion of sodium ions, as can be seen in Fig. 1 [2, 3].

SEM MAG: 5.00 kx | View field: 41.5 pym I VEGA3 TESCAN

WD: 5.07 mm | HiVac 10 pm
SEM HV: 30.0 KV Det: SE ‘ Brno University of Technology

Figure 1: Structure of used hard carbon under electron microscope

5. PREPARATION OF ELECTRODES

A total mass of 0.4 g of the electrode material was prepared, consisting of 10 wt. % binder, in this case,
PVDF (polyvinylidene fluoride) was used, and the remaining 90 wt. % hard carbon. 1300 ul of NMP
(1-methyl-2-pyrrolidinone) was used as a solvent to dissolve the PVDF and allow it to mix with the hard
carbon. The mixing process took about 2 days, to ensure, that the material was uniform enough and
ready to spread.

The next step was applying an 80 um layer of this electrode mass to a sheet of copper foil. This was
done using a special K-Hand Coater rod to spread the material evenly. Then it was placed in a dryer
at 60 °C for 3 days to dry out all the NMP.

After that, the electrodes were punched out of the foil using a 16 mm diameter punch. Then half of the
obtained samples were pressed using pressure of 20 kN for about 6 seconds. This step was skipped for
the other half because of concerns that the hard carbon structure might collapse under the pressure and
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lower the useable capacity. Subsequently all the electrodes were placed in a vacuum dryer at 55 °C
to ensure no residual water was left.

As an electrolyte, a mixture of 50 wt. % EC (ethylene carbonate) and 50 wt. % PC (propylene carbonate)
was prepared. A total amount of 5 ml of 1 molar solution with the chosen sodium salt NaPFs (sodium
hexafluorophosphate) was made.

6. ASSEMBLING THE TESTING CELL

The assembly of the testing cell was carried out under a protective atmosphere of argon to prevent
contamination and oxidation of the electrolyte and sodium. First layer was the 16 mm diameter circle
of metallic sodium, then 18 mm circular sheet of separator and electrolyte. Specifically 170 pl of the
EC:PC mixture previously mentioned. On top was placed one of the prepared electrodes. The weight
of the copper current collector was determined beforehand to calculate the amount of the active material.
The completed electrode was then weighed and the mass of the hard carbon was determined to be 2.61
mg. The cell was the hermetically closed using a lid, to allow it to be taken out of the argon atmosphere.

7. MEASUREMENTS

Before the measurements, the cell was left for about 24 hours to stabilize. After that, it reached a voltage
of about 2.75 V. The measurements were performed using a Biologic VMP 16-channel potentiostat.
It was set to cyclic voltammetry (CV), with voltage limits of 5 mV and 3 V. Several peaks were observed
on the resulting data, as can be seen in Fig. 2. They correspond with the expected values based on other
research. The peaks A and E represent the reversible insertion of Na* ions into the nanopores of the
material. Peaks C and D appear only on the first cycle and are attributed to the formation of a solid
electrolyte interface (SEI) layer. Peak B might be attributed to intercalation of sodium ions into the
carbon layers. [4]
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Figure 2: Results of the cyclic voltammetry with marked peaks

8. CONCLUSION

The goal of this work was to check the properties of hard carbon as negative electrode material,
as it seems to be one of the promising candidates for commercial sodium-ion batteries. Only a few
of the first measurements were completed, but even they show some of the basic properties of hard
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carbon. The plan is to also test a mixture of hard carbon and super P to make the resulting material more
conductive and to try and compare the properties of the pressed electrodes and those that weren’t.
Testing of hard carbon from another manufacturer is also planned to compare the results, as the
properties of hard carbon depend on the process of its making and its precursor.
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Abstract— This work proposes ultra-thin films of titanium nitride as a material for the
realization of transparent and conductive layers suitable for implantable bioelectronics.
Results further show that good results of crystallography, transmittance, and sheet
resistance can be achieved for thin films with thicknesses of 15 nm and 20 nm deposited
at the beam energy of the primary ion source of 400 eV and temperature below 100 °C.
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1. INTRODUCTION

Implantable bioelectronic devices place special requirements on the materials used. The main
requirements are biocompatibility and long-term stability for chronic implants. Several ways for
the preparation of transparent conductive thin films are proposed. One of the conventionally used
biocompatible materials is gold. However, gold electrodes, compared to titanium nitride electrodes,
are prone to anodic dissolution and protective layers are required to prevent this [1]. In addition,
the deposition of continuous conductive ultrathin films (= 20 nm) for transparent layers is problematic
on many substrates because electrically insulated islands are formed during deposition, and their
elimination requires non-conventional substrate materials, higher deposition temperatures,
or subsequent thermal annealing which is not possible for most of organic substrates/underlayers [2] [3].

Other ways include the use of polymeric nanocomposites filled with conductive materials such as
metals, carbon nanotubes, or graphene oxide. However, many of the biopolymers studied show good
degradability, which makes them suitable for short-term, not long-term applications [4]. In addition,
the materials prepared in this way require careful control of the filler dispersion to ensure homogeneous
properties. Other polymeric materials, such as poly(3,4-ethylenedioxythiophene) (PEDOT), exhibit
various problematic properties such as oxidation and/or reduction in a physiological environment,
acidity, hygroscopicity, low durability, etc. [5], thus they are not suitable for chronic implants.

On the other side, titanium nitride possesses very good in-vivo long-term stability [6], potentially low
sheet resistance (Rs) and high transmittance are expected, and lower costs than indium tin oxide.
Therefore, this paper proposes ultrathin, transparent, and conductive titanium nitride thin films for
implantable bioelectronic devices.

2. EXPERIMENTAL DETAILS

The sputtering system consists of two Kaufman ion-beam sources (IBS). The IBS aimed at the target of
the sputtered material is noted as the primary IBS. The second IBS is aimed at the substrate, this source
is noted as secondary IBS for ion-beam assisted deposition (IBAD). Additionally, secondary IBS was
used for in-situ precleaning using Ar ions. All samples were cleaned using an ultrasonic bath with
acetone, followed by isopropyl alcohol, and finally dried by nitrogen and then treated in oxygen plasma.
No additional heating was used during the depositions, thus temperatures were below 100 °C.
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The deposition of titanium nitride thin films was performed in three steps. In the first step, films with
an estimated thickness of 300 nm were deposited on 1-inch silicon wafers at different ion-beam energies
of the primary source in the range from 400 eV to 1200 eV with the step of 200 eV. For the depositions
at given energies, the values of the argon and nitrogen flow rates of the primary ion source were adjusted
in a 5.5:4.5 ratio according to previous experiments [7], while the values of the deposition times were
roughly estimated. Values of flow rates Ar and N, beam current, deposition rates, and deposition times
are in Table . These deposited films were then partially masked using drop-casting of AZ-5214E
photoresist and then baked. Several etching methods were then tried. Wet etching mixtures such as
buffered oxide etch (BOE) or HF with HNO; were not able to etch titanium nitride. It is assumed that
this is caused by the low content of oxygen compared to commercially available TiN, as is shown in
Figure 1. It can be also assumed that films prepared by IBAD are more chemically resistant compared
to evaporation or magnetron sputtering methods. Better etching results were obtained using reactive ion
etching (RIE) with a 1.5 ratio of BCl; and Cl,. The thickness of the deposited films was then measured
using a Bruker Dektak XT mechanical profilometer with a 2 um radius tip. Average deposition rates
were determined from measured values.

In the second step, the deposition times were set according to known deposition rates to reach the desired
thickness of ~ 200 nm which is sufficient for materials analyses such as X-ray-diffractometry (XRD).
These thin films were then also characterized by a four-point probe method using a Keithley 4200-SCS
Parameter Analyzer and a Rigaku SmartLab XRD. For verification, these films were also etched using
RIE, and their thicknesses were measured using a profilometer.

In the last step of the experiment, thin films with thicknesses ranging from 5 nm to 50 nm were deposited
on microscope slides using ion-beam energy of 400 eV. Deposition times were set based on the verified
deposition rate from the second part of the experiment. These samples were then characterized by the
four-point probe method, XRD and VIS/NIR Ocean optics NIRQuest 512 optical spectrometer.

Table I: Deposition parameters for set primary ion-beam energy

Primary ion-beam energy (eV) 400 600 800 1000 1200
Ar flow (sccm) 3.0 3.6 4.1 5.0 55
N> flow (sccm) 25 3.0 3.4 4.0 4.5
Beam current (mA) 30 44 55 65 80
1st experiment deposition time (S) 30000 24801 20000 10000 5000
1st experiment deposition rate (nm/s) 0.0149 0.0161 0.0181 0.0250 0.0242
2nd experiment deposition time (s) 13452 12400 11050 8000 3472
2nd experiment deposition rate (nm/s)  0.0074  0.0114 0.0181  0.0250 0.0432
60,
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Figure 1: Comparison of atomic percentages of prepared TiN and commercially available TiN using
X-ray Photoelectron Spectroscopy.

3. RESULTS AND DISCUSSION

The results from XRD measurements of the film deposited on silicon wafers in Figure 2A
show a significant dependence between the energy of primary IBS and the crystallinity of films. TiN
(200) peaks are clearer for films deposited at lower energies. Deviation of film thickness at energies
400 eV and 600 eV were caused by difficulties in the first etching attempt using wet etching mixtures,
which caused incorrect results from the profilometer and consequently incorrectly determined
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deposition rate. Despite this issue, a process with 400 eV beam energy was chosen for the following

experiments due to a clearly better degree of crystallinity and expected better electrical and optical
properties.

Figure 2B shows XRD results of thin films with various thicknesses in the range from 5 nm to 50 nm,
deposited on microscope slides. Although, thin films with thicknesses of 40 nm and 50 nm have clearly
visible peaks. It can be estimated that all films have a crystal orientation (200), with only a slight
deviation from films deposited on silicon wafers. The low diffraction intensity is caused due to very low
thickness of prepared layers and lattice mismatch between substrate and thin film.

A) 600 — 400 eV (100 nm) B) 5nm 10 nm 15 nm
— 600 eV (141 nm) 600 ——20nm 30 nm 40 nm
— 800 eV (200 nm) 50 nm
@ 500 — 1000 eV (200 nm) m
5 1200 eV (150 nm) 8 5001
2 400 2
[2) 1)
o G 400+
£ 300 =
200 3001
39 I 39
Two-theta (°) Two-theta (°)

Figure 2: A) TiN (200) XRD peaks for the films deposited at beam energies between 400 eV and
1200 eV. B) TiN (200) XRD peaks for the films deposited on microscope slides at a beam energy of

400 eV.
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Figure 3: A) Optical transmission of films with thickness in the range of 5 nm and 50 nm deposited at

microscope slides. B) Corresponding relation between average optical transmission, transmission at
wavelengths of 638 nm and 660 nm, and film thickness.

Results of optical transmission in the visible spectrum in Figure 3A show interesting results for film
thicknesses in the range from 5 nm to 20 nm. These films show roughly even transmittance. Films of
thicknesses 30 nm and 50 nm show a slight tendency to block longer wavelengths. It is estimated that
this is due to applying reflectance. Comparing optical transmittance of the film thickness 50 nm at
shorter wavelengths and longer wavelengths, it can be evaluated that film of this thickness is not suitable
for infrared and near-infrared applications. Figure 3B shows average optical transmission and
transmission at wavelengths of 638 nm and 660 nm. These wavelengths were chosen as the nominal
wavelengths of LEDs used in related research [8]. It can be evaluated that for film thickness above
20 nm transmittance decreases approximately linearly. For film thicknesses below 20 nm, optical
transmission is higher than could be extrapolated from greater thicknesses. According to these results,
films with thickness 20 nm and lesser are promising for practical use. Figure 4A shows that sheet
resistance for films of thicknesses below 20 nm is highly disproportional to thickness due to changing
electrical resistivity. Because of this significant dependency of sheet resistance on the film thickness,
the use of films with thickness 10 nm and lesser is not practical and not even beneficial considering the

only small increase in optical transmission compared to the increase in sheet resistance shown in Figure
4B.
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By considering the results mentioned above it can be evaluated that films with thicknesses of 15 nm and
20 nm show interesting results, and these thicknesses deposited at beam energy 400 eV have promising

properties for practical use.
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Figure 4: A) Sheet resistance as a function of film thickness. B) Sheet resistance as a function of

optical transmission.

4. CONCLUSION

From the above results, it can be concluded that films with thicknesses of 15 nm and 20 nm deposited
at beam energy 400 eV have promising properties for practical use. For further experiments, the research
will be focused on the optimization of process parameters, such as ion-beam optics and deposition
temperature, to achieve lower values of R..
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Abstract—This project deals with the creation of autonomous liquid storage cell with a
cooling system. The cell is part of a larger project called the Self-Acting Barman. Project
Barman serves to demonstrate the principles of Industry 4.0 and is gradually made up of
student works. The aim of the project is to create a cell that can dispense the required
amount of fluid. The cell is cooled by an external cooling cell. The entire liquid batch
process is controlled by a PLC located at the cell interface. By default, the process would
be controlled by a superior batch system that complies with the ISA-S88 standard. The
paper aims to clarify the fusion of the S88 standard with the new 4.0 approach.

Keywords— Industry 4.0, Self-Acting Barman, Testbed, Autonomous Cell, Batch control,
Asset Administration Shell

1. THEORETICAL INTRODUCTION

This chapter deals with a brief description of the term industry 4.0 and its basic principles.The Self-Acting
Bartender project is also described here.

1.1. Industry 4.0

The term Industry 4.0 is a name for another industrial revolution that is currently underway. The main
idea of this revolution is to create a global network for the entire factory, which will include all machines,
storage facilities, production systems and security systems, as one large cyber-physical system.

These factories are called Smart Factories. Smart factories produce products that are easily identifiable,
can be located in every part of the production process and know their history, current state and the way
to achieve the desired state.[1] The entire journey of the product is documented by its assignment to
production to distribution logistics.

1.2. Principles of industry 4.0

Industry 4.0 uses several basic principles such as: Virtualization, Decentralization, Modularity,
Reconfigurability and Interoperability[2].

Virtualization means converting the entire production process (in our case an autonomous cell) into
digital form. The whole digital model can be created to work exactly like the real model. This model is
called the digital twin. The functionality of the entire proposed solution can be tested on a digital model
before the start of the physical creation. This allows us to quickly detect errors and shortages of the
proposed solution and thus avoid the production of non-functional prototypes. The advantage of digital
twin is the simple replacement of components, actuators and all other elements if we find that they do
not suit us. Cell virtualization is created in the Siemens NX design environment.

Each component of Industry 4.0 is in a kind of envelope called an Asset administration shell (AAS).
AAS covers the entire component and creates an interface between the physical and software part. AAS
is basically a standardized digital representation of a component (digital twin). AAS is the core of
Interoperability. The body of the AAS contains certain structured information in the form of submodels
for the specification of properties, parameters, functions given component[3].

Decentralization means a situation where each part of the production process requests the necessary
information and materials. The product itself carries information about what it needs for its production
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and passes it on in individual parts of the production process. The individual parts of the production
process communicate with each other without the help of any higher layer. We call such a network [oT.

Modularity means that the individual parts of the production process are physically independent of
each other. These individual modular parts are interconnected by robotic arms, conveyors and other
manipulators.

Interoperability means the ability to connect all parts of the production process (machines and workers)
into one system, where all parts can communicate with each other.In our case, this is provided by the
AAS.

1.3. Self-Acting Barman

The testbed Barman is divided into several cells according to the principles of Decentralization and
Modularity. The cells are a glass storage, a soda maker, a shaker, an ice dispenser, a storage of alcoholic
liquids and a coolant cell. All cells except the storage of alcoholic liquids are the same size, have same
connectors and the user interface according to the principle of reconfigurability.

In the middle of the testbed is a robotic manipulator that moves the glass between the individual cells.
The last part of the testbed is a conveyor belt, which is used to take already made drinks.

2. PROJECT CONCEPT

The hearth of the cell is a stainless steel tank, which consists of four separate containers for liquids. The
containers are not closed from the top and there is an outlet at the bottom. Around these containers is a
hollow tank housing that serves as a space for cooling liquid. The whole design of the cell is based on
this tank.

2.1. Cell concept

The key idea of the liquid storage cell concept is pumping the liquid from tank containers. The liquid
flows down into the hose to the pump which drives the liquid back up over the glass into which it falls.
A peristaltic pump was chosen for this purpose. The main advantage of peristaltic pumps is that they are
relatively easy to manufacture using parts printed on a 3D printer, bearings and hoses. The peristaltic
pump is driven by a stepper motor. This gives us the possibility to change the direction of liquid pumping
in case of leakage of redundant liquid.

2.2. Cell instrumentation

There are two types of sensors in the cell for measuring quantities. The first are ultrasonic sensors which
are used to obtain information about the height of liquids in the containers of the tank. This sensor is
located in each cover that closes the top of the tank container. The second type of sensor is a strain gauge.
Sensor is located under the glass holder and is used to determine the weight of the liquid already pumped
in the glass. The amount of fluid pumped can be also calculated with knowledge of number of stepper
motor steps. All sensors are connected to a universal PCB board called SKUseCon. It is used to connect
the sensor, process the signal from the sensor and then send the signal to the PLC using output pins.

Two different pump models were purchased and a third model was manually created on the 3D printer to
select the correct peristaltic pump. These three models were then compared by the fluid pumping speed
and the fastest of them was selected for use. The pumps are driven by a NEMA17 stepper motor. These
are connected to the TB6600 4A drivers. Drivers can be used to set the amount of current supplying the
motor and the number of microsteps of the stepper motor. The driver is then connected to the PLC.

Every element in the cell is connected to the Siemens PLC S7-1200. PLC can than be commanded from
HMI Panel KTP400 Basic. These are connected together in switch which is located under the HMI.

At the top of the cell is a three-colored beacon that shows the current state of the cell. There is also a
emergency stop button.

90



EM(4x)
cm

v : U|1IdsUL-I.-I1d |11eas_'.l..||r-_'r~1en[ -_
Ay ] p m . .

Valve for preassure £

reduction in tank
housing
Tank container
™
e M.1 h
. . _ I-' WY '/-" =y
Peristaltic [/ Ly ‘M)
pump N v R

S Pump engine _-*

CMm

1 , " Strain gauge '
Legend: 1 / ¢ measurement
CM-Command module ' - =
EM-Equipement module

Drink glass

Figure 1: P&ID diagram

3. BATCH PROCESS

The batch process is standardized according to the standard ANSI/ISA-S88. This standard divides our
technology into certain parts by three models.

The first part is a physical model. The physical model is used to describe the equipment needed to make
the product. Specifically, our physical model begins with a unit (our cell). The unit is further divided
into individual device modules. There are four of them in our case. It is a one tank container together
with a pump, motor, ultrasonic sensor and a common strain gauge. The lowest part of the structure is the
control module. This is, for example, a separate sensor or a pump.[4]

The second part is a procedural model. The procedural model combines the physical model and process
model and describes the hierarchy of functions that needs to be done during batch production. The most
important part for us in this model is phase. Phase is connected to the device module. In our case, it will
be, for example, the liquid pumping phase or tank cleaning.[4]

The third part is a process model. The process model represents the product production process.[4]

3.1. PackML standard

Another similar standard to the batch process is a PackML standard. PackML standard was created
for better implementation of the packing robots into the industry. PackML standard was based on the
ISA-S88 standard. That’s why the packaging line hierarchy has a lot of similarities. The batch process
standard is more suitable in our case.

4. AAS TO BATCH

The physical model part of the batch control standard is cut between the unit(our cell) and the process
cell. On the procedural level, the highest part is the phase. Unit is then covered in the AAS which
makes the connection between the Batch control standard and the Industry 4.0 system. These shells
communicate with each other without other superior system. The AAS compares their capabilities to the
required service and decides to perform the phase.

91



Factory 4.0 Language

7 N
Asset Administration Shell (AAS)

Submodel (warehouse) ANSIISA-S88

4 N

Autonomous liquid storage cell with cooling system

Phase

Phase Filling Cleaning

A L
| |

Figure 2: Aset administration shell

The phase is connected to the equipment module which contains all the necessary control modules for
successfull completion of the phase. AAS gives the first signal to start the phase. Signal from the AAS
also contains all parameters about the volume of batch. State machines then goes from state idle to
state working. After completion of the phase, state machine moves to state done. AAS than obtains the
information about the state and resets the state machine to state idle.

Equipment Module

AAS
—————Phase(Filing
Ack(ResetDone @

Figure 3: State Machine of the Phase

The main difference between the batch system and the factory 4.0 system is that the batch system is
controlled by a superior layer (process cell), which has the whole system under control. The Factory 4.0
system is not controlled centrally from the superior unit, but all cells are able to communicate with each
other using AAS envelope (Interoperability). In case of need, the AAS envelope can be changed with
process cell to control the whole system very easily.

5. CONCLUSION

The autonomous cell created meets all the requirements to demonstrate the principles of industry 4.0.
This work shows a real connection between the bach process and elements of industry 4.0. AAS makes
the connection between the batch process system and the factory 4.0 ecosystem. Batch process system
ends on the unit level in the physical model and on the phase level in the procedural model. The phase
is then being launched by the AAS and the state machine of the process works as shown in figure 3. The
AAS serves as a translator between the recipe procedure, which is included in the product image, and the
phases of the production unit.

The aim of this project was to create an autonomous cell that will operate according to the principles of
Industry 4.0. The software ends at the phase level, which includes the state machine as shown in Figure
3. Assigning an AAS to a cell is part of another project.
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Abstract— The work deals with the creation of a testbed for the virtual commissioning of
a PLC system. The testbed consists of Unity, a virtual PLC, a Rest API server and a C #
application. The production process is simulated at Unity using a Siemens virtual PLC. The
data is sent from Unity in JSON format to the Rest API server, where it is read by a C #
application and the program is modified if necessary. After editing, the simulation restarts.
The testbed is intended to optimize the PLC application, i.e.crisis treatment, collision
avoidance and line tact reduction.

Keywords—PLC, C#, Unity, JSON, Simulation

1. INTRODUCTION

The testbed containing a virtual commissioning PLC system is to be used for automated testing and even
debugging of PLC applications. The data for PLC program repairs are taken from a dynamic simulation
of real technology, which is connected to a virtual PLC. At this point, we assume that we will optimize
the following aspects of the PLC program:

e timer values
e collision treatment of technological parts
e line cycle time.

The work focuses on the reworking of the project from the subject BPC-PPA by Dr. Arm. The original
intention was to program a virtual PLC using Codesys software, because it is free and contains a virtual
PLC. The aim of the simulation was to use a robot to place six boxes on the main conveyor, where the
boxes were filled with cans and then placed on a shelf according to the student's ID. The project was
available to students as an exe file.

In [1], the process of optimizing the production process based on video analysis is presented. In our
case, however, we proceed by first creating a credible virtual model of the production process (the so-
called passive digital twin) and modifying the PLC application according to the operation in the virtual
environment.

Mathematical technology models can be used to verify the correctness of the PLC application. However,
this approach requires ensuring the credibility of such a model. In addition, it also suffers from problems
arising from nondeterministic communication between the virtual PLC and the model, as stated [2]. Our
approach uses a dynamic physical model, which also takes into account the physical properties of objects
(mass, friction, inertia).
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2. TESTBED DESIGN
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Figure 1: Schema of testbed

The task of the test interface will be to transfer the monitored parameters to the newly created
application, where the data will be processed and then applied to the PLC.

AutomationML will be used to describe the testing scenario, according to which the individual industrial
components, their behavior and interconnections will be described.

The Rest API server working with the JSON data format was chosen for the communication of the test
application with the simulation in Unity for the purpose of data sharing. The principle of data collection
works by storing the sample time, all inputs and outputs between the PLC and the simulation, the number
of collisions and information about all collisions in the given frame (collision position and names of
collided objects). This data is saved as a new element in the List. After the selected time in seconds, data
is uploaded to the API server, which contains information that a new, possible restart of the simulation
from the test application, the number of elements in the List and the List itself, which has the previously
mentioned information about individual frames.

The task of the C # application is to process data from the simulation in Unity and subsequently rework
the program and its parameters using an optimization algorithm. Then it starts the simulation again with
the new parameters.

According to tests, Modbus TCP will be used as a communication adapter, for better response. In case
of problems, it will be a backup variant S7 with a real PLC.

3. IMPLEMENTATION

Codesys software has been replaced by TIA Portal V16. Codesys SoftPLC communicated with Unity
via Modbus TCP at IP address 127.0.0.1, which is the computer's local address on localhost. When
programming in the TIA Portal, it was not possible to set the virtual PLC in the PLCSIM V16 software
to the IP address 127.0.0.1, because Siemens does not allow this address, as Codesys. In general, it is
not possible for the basic PLCSIM V16 program to communicate with the Modbus TCP communication
protocol because it does not have the required virtual adapter. Therefore, PLCSIM Advanced, which
includes this feature, was used. A project with a virtual PLC SIMATIC S7 / 1512C-1 PN was created
for this solution in the TIA Portal. Subsequently, the IP address in Unity changed. Unfortunately, this
was not enough and the code for Modbus TCP had to be modified. The original version of Modbus TCP
read from the Holding registrers and the Input registers. Codesys can distinguish this, but TIA Portal
cannot and uses everything as Holding registers. The Modbus TCP code has changed that Unity will
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process everything as Holding registers, only the first 10 Words will be taken as Unity output and the
next 10 Words as Unity input.

Two communication protocols were considered for the testbed. With virtual PLC Modbus TCP and with
real PLC S7. The response was measured in Unity for both communication protocols. The code was
modified in the script to save the results to a text file. A string variable was created in the
Interface ThreadedBaseClass script, which stores the response time from the CommCycleMs variable as
a new line each time the program iterates. This recording takes place only after the tenth iteration due
to the fact that the first measured values may not be valid due to the loading of the environment. The
measurement starts at the beginning of the simulation. In 30,000 iterations, the measurement results are
saved in a text file. As a result, there are 29,899 stored measurement results. At the end of the text file,
the minimum and maximum of the measured values, the average value and the variance are found. The
minimum and maximum values found were found during the program run. The individual measurement
values in each iteration were stored in the temporary field, and the variance and average value were
calculated in the last iteration. For Modbus TCP on the virtual PLC, the minimum value was 1 ms, the
maximum value was 12 ms, the arithmetic mean was 1,91 ms, the variance was 0,39 ms, and the
measurement uncertainty was 0,007206 ms. For S7 on the real PLC, the minimum value was 50 ms, the
maximum value was 143 ms, the arithmetic mean was 98,57 ms, the variance was 9,42 ms, and the
measurement uncertainty was 0,035548 ms.

4. WORK PROGRESS

The entire program in Unity is currently being redesigned so that it can share data in a suitable format
with the Rest API server and work with Siemens PLCs via Modbus TCP. A PLC program with HMI
visualization was created for the simulation. The Rest API server was created to have the same data
structure as the simulation. The main goal of the Rest API server is that after receiving new data, it stores
it in a global variable until it is overwritten again by simulation. The C # application is currently being
worked on, but it is already communicating with the Rest API server and collecting data. At the same
time, PLC communication with simulation in Unity was measured.

A MW~ Gizmos ¥

Figure 2: Simulation in Unity
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5. CONCLUSION

A conclusion was drawn from the measurement results of the communication protocols. For Modbus
TCP, the minimum value was 1 ms, the maximum value was 12 ms, and the arithmetic mean was 1,91
ms. For S7, the minimum value was 50 ms, the maximum value was 143 ms, the arithmetic mean was
98,57 ms, the variance was 9,42 ms, and the measurement uncertainty was 0,035548 ms. It follows that
Modbus TCP with a virtual PLC is clearly the fastest. It is clear that a real PLC that uses its own
processor can never compare to the response speed of a virtual PLC on the same device where the
simulation is taking place. It is necessary to realize that communication is not real-time, so in the
simulation there is always a small delay.

I have currently completed one of the last important tasks, which is the communication between the
simulation in Unity and the test application. | have successfully tested this and will continue to make
minor improvements. Even though this is not the main goal of the work, | will try to create at least a
basic optimization algorithm.
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Abstract—The aim of this article is to acquaint the reader with the implemented project,
which dealt with the design of its own Asset Administration Shell (AAS) for the operator. In
this article, we focus on the definition of important terms related to AAS in the environment
of Industry 4.0 (14.0). Subsequently, we design our own metamodel, communication and
state machine of our AAS in accordance with standards and 14.0 compatibility.
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1. INTRODUCTION

With the implementation of 14.0 and its elements such as the digital twin (DT), Internet Services (IoS),
or artificial intelligence (Al) algorithms, there is an increasing effort to create a fully self-contained
automated production decentralized system.[1]

One of the newer concepts of 14.0 is the Asset Administration Shell (AAS) technology, which brings
us closer to an effective decentralized system. The development of this 14.0 element has not yet been
completed and therefore there is no standard directly specifying and describing AAS. There are only
experimental proposals and attempts to unify approaches to the design of the AAS concept. For these
reasons, we decided to try to design our own AAS concept.[1] [3]

During the implementation of the AAS, we were limited by the feasibility of the entire project at other
devices within the already completed school testbed. Due to the need for compatibility of the entire
system with equipment such as PLC, and also due to time constraints, we decided to implement in our
AAS design only the basic elements of the extensive AAS issues.

Our implementation of AAS for the operator aims to effectively integrate the human factor into the
decentralized 14.0 system. We chose a mobile device with the android operating system as the interface
between the person and his digital representation. We will deal with the topic of implementation platforms
in the chapter 2.

1.1. AAS DEFINITION

In essence, AAS virtually represents our chosen object and at the same time mediates all activities of
the object in connection with the interaction with its environment, mainly in a decentralized industrial
system.[3][5]

AAS can be divided into active and passive parts. The passive part contains all data, whether publicly
accessible or internal AAS data. Each piece of data can be divided into type and instance. Type represents
a data template based on standardized metamodels, and an instance is an already created data object with
specific data assigned.[3][4][5]

The active part includes communication within the IoS network, implementation of internal AAS methods
and communication with the asset itself. When communicating within an IoS network, we ideally talk
about communication between two AASs.[5]

1.2. AASINI14.0

AAS can be viewed in 14.0 from several perspectives, the inclusion of AAS in the RAM 14.0 model is
probably a view that allows visualization of AAS in a broader context and context to other elements in
the implementation of 14.0. When implementing AAS to 14.0, different views on this issue can be found
from the professional community. Examples include a view of the deployment of AAS in 14.0 from
Standardizaton council Industrie 4.0 (SCI 4.0) and a view of SAP.[1][6]
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2. PLATFORMS FOR REALIZATION AN AAS

AAS can be implemented on almost any hardware device (HW) and in any programming language. It
only has to be placed on the standardization and interoperability of the resulting device.[5]

We chose to develop our own AAS from the ground up with our own SW development. In this case,
it seems like an ideal choice of programming language from a menu of higher programming languages
such as Python, C ++, go or Java.

In our case, it will be a combination of C ++, in which the main communication and the AAS state machine
will be implemented, and we will combine the C++ code parts with the Java programming language in the
android studio environment for human interface implementation. The resulting combination of partial
parts of the code gives a complete AAS.

As for the HW implementation, in our implementation case we are limited to devices with the android
operating system (OS). So smartphones and tablets. These devices appear to be the most practical for
implementing AAS for the human operator, for several reasons such as: device availability, compactness,
reliability, robustness, open source OS. In other implementation cases, we are almost not limited here
and everything depends on compatibility with other devices in loS.

3. METAMODEL OF AAS

Our proposed AAS metamodel see: Figure 1 is based on the structure of AAS according to ZVEIL. We
designed our own metamodel AS due to the practical feasibility of the resulting AAS not only at our
device, but also at other devices at BUT UAMT. When creating it, we tried to stick to the already
established properties. [3] The structure of the metamodel consists of the following key parts:

* Root node - this is the AAS itself determined according to DIN 91345.

» Header - contains the minimum amount of information publicly available, in order to identify the
AAS.

* Body - This part is a passive container according to the I[EC 62832 standard. Additional elements
are added to the definition in the AAS, namely services with the possibility of invoking services.|[3]
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Y — ] [ Identiier ] _

Qualifier I

’ DerivedFrom: AAS* [0..1]

HasDataSpecification
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Assetlnformation
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BasicOperations
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+ DELETE (referable, qualifier)
+ INVOKE (referable, qualifier, payload)|
+ GETALL ()

Figure 1: AAS metamodel design diagram
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4. STATE MACHINE OF AAS

As such, the State Machine of AAS has not yet been specified or standardized in any detail by any
institution. In the German ZVEI publication Details of the Asset Administration Shell. Part 2, general
specifications of methods and functions can be found on an abstract basis. This document also discusses
the breakdown of the various interfaces in AAS and the different views of the various APIs that AAS
encounters in its life cycle.[4]

For our AAS implementation, we designed a simple and functional state machine that can be easily
implemented on other platforms and in other programming languages than our chosen C ++.

Figure 2: AAS state machine for specific implementation

State machine designed by us, see: Figure 2, consists of 4 states: IDLE, RESERVED, PROCESSING,
DONE Occupied. The IDLE state is the initialization and base state. The RESERVED state is a state
when it is no longer possible to book a service from another requester. After a direct request for action,
the PROCESSING state occurs, when AAS performs the requested action. After its end, it moves to the
DONE Occupied state, waiting for the reservation to be released from the original service applicant.
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Figure 3: Communication diagram between AASs, between product (Client) and production cell (Server)
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5. COMUNICATION BETWEEN AASS

We chose OPC UA with TCP / IP protocol as the most suitable communication architecture for AAS.
The form of this communication is visualized by a flow diagram, see: figure 3. When implementing a
communication architecture, there is an experimentally frequently used MQTT architecture. However,
this architecture includes a central element of the broker. This element is often redundant in these
implementations and therefore centralization is lost.[2]

In a smaller number of connected devices, the MQTT achieves a lower latency of messages, but there is
a problem (after exceeding a certain number of devices in the network) in congestion of such a network,
until the critical moment of collapse and blockage of the communication network AASs.

The diagram (see: Figure 3) shows an example of visualization of communication AASs servers and
clients via the already mentioned OPC UA. The methods that are attached to our state machine are shown
and implemented here (see: Figure 2). [3][4][5]

6. CONCLUSION

When designing our own AAS model, we had to consider compatibility with other devices in our network
and the implementation of world properties already created for AAS. To meet both conditions, we were
forced to take only the basics of AAS world properties.

The state machine designed by us was designed with the aim of functionality and simple implementation.
However, it has minor shortcomings (deadlock situation), which may be addressed in future versions of
our AAS. Despite the room for improvement, this AAS proposal can be considered successful, as we
were able to design and partially implement the basic functionality of the extensive and rich issues of
AAS technology according to existing standards in [4.0.
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Abstract—This work examines today's modern possibilities for production management.
More specifically, we focus on MES (Manufacturing Execution Systems) and its
integration within the concept of industry 4.0 using AAS (Asset Administration Shell). It
also describes a specific integration for a simple virtual line designed in ABB
RobotStudio, which is first controlled using MES and then the production is encapsulated
using AAS. The AAS is then supposed to interact with ERP (vertical integration) and also
with suppliers and other manufacturing units (horizontal integration).

Keywords—MES, AAS, IMES, RobotStudio, virtual factory, OPC UA

1. INTRODUCTION

This article deals with the possibilities of using advanced production management using MES. For
demonstration purposes, we will manage a virtual line created with the help of ABB RobotStudio. As
MES, we used one of the open source applications available on the Github server.

All communication takes place using the OPC UA protocol, both with the database and the virtual line
and in the next phase with the AAS and the virtual line. This communication is mediated through the
NodeRed tool, thanks to which we have relatively easy access to the Firebase realtime database.

A similar topic was dealt with by colleagues in the article [1] in their case, however, it was the use of
AAS for MES and its superior system - ie ERP (Enterprise resource planning). Our work is more
focused on communication of MES with a lower level - ie with line or PLCs. In the article, however,
they used MES from a different creator than us.

2. AAS — ASSET ADMINISTRATION SHELL

The Industry 4.0 concept uses their AAS - Asset Administration Shell digital envelope to standardize
equipment descriptions. The purpose of these envelopes is to ensure the exchange of information
between the facilities, between them and the production coordination system and the engineering
tools. [2]

The figure 1 shows the description and connection between the physical device and the AAS. The
device envelope (AAS) consists of two parts. Header, which lists unique device identifiers. A body, in
which other information about the device, its properties and other important information such as the
production process is given. [3]

Access to Information and Functionalities

Identification Asset{s)

Identification Administration Shell

Smart Manufacturing Component

Submodel 1; e.g., 3D Printing Body
Property 1.1 —| Data Data
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Asset (e.g., 3D printer)
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Property2.1.2 |
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Figure 1: Structure of AAS [3]
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3. IMES

We used the available open source IMES application to manage our virtual line. This application is
relatively simple and should be fully suitable for our demonstration purposes. The advantage of this
application is that it already has a module ready for possible sensors that can record the progress of
order processing in the company.

1! Trigger : ltem counts
Machine IR Sensor NodeMCU

OEE, Progress Duration, Counts

—

IMES Database

Figure 2: Structure of AAS [4]

4, COMMUNICATION BETWEEN MES AND FACTORY

We will use the protocol for industrial communication for communication between individual
components. OPC communication is generally used for the exchange of data between different
industrial systems. In automation, it is a universal communication platform that can connect to the data
of hundreds of different types of devices from different manufacturers and convert this data into a
single OPC communication, understandable to many superior applications such as ERP, SCADA, or in
our case MES.

Communication between the client and the server takes place exclusively through calls and processing
of services (Services), which deal with the control of individual parts of the OPC UA server functions.
Both queries and answers have their common headers, where the client has, for example, the ability to
set the required information to be returned by the server for all queries. [5]

5. MANAGEMENT STRUCTURE WITHOUT AAS

In this case, it is practically a classic pyramid control, where data is exchanged between the virtual line
and the database of our application. RobotStudio creates the OPC Server and sends the simulation data
to it. We read the production progress data from the server using the NodeRed tool. We then send the
data to our Firebase real-time database. In the same way, communication takes place in the opposite
direction, where we read information from the database and send it to the server.

This is illustrated in the block diagram in Figure 3

) >  » ) >
Start of production CONNECTOR Start of production OPCUA

FIREBASE
<«——— Product Counter «— <« Product Counter «——  SERVER

!

Product Counter

Product counter

Start of production
Placing an order
b

VIRTUAL
IMES ASSEMBLY LINE

Figure 3: Block diagram classic management
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6. MANAGEMENT STRUCTURE WITH AAS

When managing with the help of AAS, we will create an envelope, which we will cover our entire
application and we will communicate only with the header of our asset. Eventually, the entire AAS
will have modules in place for both communication with the enterprise management system (ERP) and
communication with the lower tier. The ISA-95 standard tells us what information should be passed
on. In our case, however, this would mean that we would have to modify the database of our MES
application. Therefore, we will prepare only the given submodels in our AAS and I will use only those
that will be beneficial for our application.

Communication between the asset and AAS blockes takes place on the basis of SQL statements. Based
on them, the data will be written directly to the Firebase database of our MES application. The
configuration then takes place on the basis of our selected submodels "communication settings" and
"definition of variables and methods". However, these submodels can be extended by others.

The block diagram here shows the possible structure of the project
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' Submodel 1; o
‘ progreny 11 '/_*/' Data Data
og’eftv 1.1.111 F /
operty 1.1.1. :
propenxl,Lm._‘——-—v Function Function
o " CONNECTOR
: A
a ~
SQL COMMANDS
v '
CONNECTOR | FIREBASE
IMES
>  VIRTUAL
OPCUA >
ASSEMBLY
| SERVER o
i ABBROBOTSTUDIO | ||

Figure 4: Block diagram management with AAS

7. DEMONSTRATION OF MES AND VIRTUAL LINE DEPLOYMENT
Figure 5 shows one of the possible deployment methods. This is line control without the use of AAS.

Here we see a virtual line created in RobotStudio and part of the IMES application. More specifically,
the production monitoring section, to which we receive data from the simulation.
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8. CONCLUSION

This work deals with the possibilities of production management on a demonstration virtual line. Both
the classical methods of control using the MES itself and the possibilities of control using the AAS are
discussed here. This means for us that we will pack our entire application in asset and create
submodels according to the ISA-95 standard. This standard tells us which data and information are to
be sent one level up (to the ERP) and also one level down, e.g. to the control PLCs.

In our work, we first had to run the IMES application and pair it with the Firebase Real time database.
After that, we used the NodeRed tool to connect our database with the OPC UA server, which
generates simulations in ABB RobotStudio. In this simulation, pulses are generated for the simulated
sensor, we then calculate these pulses and thanks to that we can monitor the production process after
that. We try to ensure all data transmission through communication via the OPC UA protocol, which is
one of today's standard industry protocols.
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Abstract—This article deals with the description of the proposal and implementation of
autonomous cell called Ice cube feeder. The following lines contain the description of
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1. INTRODUCTION

This article describes one of the autonomous cells that make up the testbed. This testbed was built as a
demonstrator of the principles of Industry 4.0.

The first part of this article describes the testbed with the working title Self-acting bartender. The second
part focus on the mechanical and electrical parts of an autonomous cell called the Ice cube feeder.

The main goal of this article is the description of an autonomous cell that can feed ice cubes from different
manufacturers. That means it can dose different cube sizes.

2. SELF-ACTING BARTENDER

The testbed named self-acting barman represents the process of making an alcoholic drink. The process
of drink production is realized using several autonomous cells that interact with each other. The main
emphasis was placed on the possibility of exchanging individual production cells on the testbed. This
method demonstrates the mutual independence of production units.

The product, in this case, a glass, has an NFC chip in which all important information about the required
drink is stored. This feature allows the glass to order operations on cells that can do it. The most important
thing stored in the NFC chip is the drink preparation recipe itself, which determines the production
process. Each cell can read the information about the required operation using a reader located inside the
stand on which the glass is placed. [1]

For example, the SCARA robot allows the glass to be moved between individual production units. Some
cells may offer more features that may be beneficial in the event of a failure of another manufacturing
cell. With this system, the individual cells work together to achieve the desired result in the form of a
mixed drink. [2]

The testbed also demonstrates the batch process according to the ISA-S88 Batch control standard. [3]
2.1. Testbed and Industry 4.0

The testbed corresponds to certain ideas of Industry 4.0, such as virtualization, decentralization, and
modularity. In this case, virtualization means 3D models in Siemens NX thanks to which it can then carry
out research or testing without the product having to be made or during its production. It is also possible
to create a cybernetic twin. The cyber twin is a mechatronic model that implements the functionality
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of cells in virtual form. This allows testing of critical system conditions or conditions that would cause
damage to the equipment.

Decentralization is a way of passing instructions between a product and cells. In this case, the recipe
data is stored “right in the glass” and this allows the glass to specify commands for individual cells.
Modularity and reconfigurability in the testbed are realized except for exceptions cells can be identified
as structures composed of aluminum profiles of the same dimensions. Thanks to this, we can change the
individual positions of the cells and then them configure as needed.[4]

3. ICE CUBE FEEDER

The previous concept of this cell was to crush ice cubes into crushed ice. However, after testing, it has
been found that great demands are placed on structural strength because the parts of the crusher have
irreversibly deformed.

The new ice cube feeder concept is to feed whole ice cubes. This process is mediated by a rotating
cylinder with inner space for an ice cube. The radial movement will allow the ice cube to be transported
into the cylinder and further rotation will ensure that the cube is transported into the glass. Figure 1
shows the construction of an ice dispenser. The picture shows a hopper with an attached mechanism for
dosing cubes.

Figure 1: 3D model of new Ice cube feeder

3.1. Project benefits

» modularity of the cylinder - possibility of exchanging cylinders with different hole sizes for the
cube (allows feeding of cubes from different manufacturers)

* determining the weight of the cubes = determining the number of cubes in the hopper
* drainage of melted water from the cubes

» verification of the transport of the cubes into the glass using a strain gauge

» verification of lid closure using end switches

* industrial design for longer life and reliability
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3.2. Feeding process
This section describes the sequence of the feeding process. This sequence is also shown in the flowchart
on Figure 2.
1. Locking the motor in the starting position, the hole in the cylinder is located above the hopper
opening.
2. Transport of the ice cube into the hole in the cylinder by gravity.

3. Turning the cylinder to a position where the hole in the cylinder is parallel to the opening of the
drum => the cube falls into the glass.

4. Verification of cube transportation into the glass using a strain gauge under the glass.
Verification is also provided by measuring the weight loss of the hopper
(see chapter weight measurement).

Set home point of
Start engine
(cube in hole)

Engine move to s it cube in
drum hole glass ?

Figure 2: Flow chart of the feeding process

3.3. Weight measurement

Four strain gauges provide measuring of weight for identification of the number of cubes in the hopper.
Aluminum beams are attached to the cell frame on the four measuring points. Wheatson’s bridge is glued
on each of them. They are connected in parallel, which means that the subsequent change in resistance
on the four Wheatson’s bridges is averaged.

The signal from strain gauges needs to be amplified because at the output of the Wheatson’s bridge we
would notice a very small change in voltage, which cannot be evaluated by a PLC. It is also necessary to
adapt the signal to the PLC input so that the evaluation is as accurate as possible. Therefore, we decided to
use an electrical device called SKUseCon, which can record the output signal from the bridge to amplify
it and then use the software solution to convert it to a rectangular signal in which the frequency changes
depending on the load of the bridge.

After determining the weight, the number of cubes is found to divide the total weight by the weight of
one cube.

An important aspect of accurate weighing is calibration. Setting the zero voltage value when the hopper
is not loaded using a trimmer, which sets the gain and reading of the analog value. This value is then
written to the software. The same process is applied in the case of maximum load.

3.4. Safety features
» emergency button for immediate stop of the production process
 perimeter plexiglass to prevent human contact with the active cell

* signaling beacon for light signaling the current state of the cell

3.5. Heat insulation

To eliminate ice cube melting as long as possible, thermal insulation is required. Therefore, the entire
hopper is covered with K-flex insulation material. K-flex is thermal insulation and vapor-tight material
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based on rubber with a thermal coefficient of thermal conductivity of 0,031-0,037 W / (mK) and a
coefficient of resistance of water vapor diffusion > 7000. It contains a thin aluminum layer for better
heat shielding.

4. CONCLUSION

This article aimed to create a mechanical and electrical design, technical documentation, and physical
implementation of an autonomous cell Ice cube feeder, which will work in the context of Industry 4.0
ideas.

First, it worked on an iterative process of mechanical cell design in Siemens NX. After the implementation
of the mechanical parts on the 3D printer, the individual parts were assembled. The individual sensors
and actuators that were installed in the assembly were determined. After the assembly of the whole cell,
the software was written. The device was revived and tested.

All goals were met. In the future, the project will deal with the synchronization of all cells in the
Sefl-acting bartender complex.
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Abstract—The subject of this article is to propose quality improvement in the field of
automated control of presence/absence of the certification label for car seats intended for
Chinese market, with the introduction of quality inspection of the label and inspection of
the correct affixietion position at a defined seat position. The main benefit of this work is
to apply a measurement process using Poka-Yoke control by automating the process at Lear
Corporation Seating Slovakia s.r.0..

Keywords—quality, automation, control, process, sensor, Poka-Yoke competition

1. INTRODUCTION

The development of technology in the field of industrial automation is advancing rapidly and this brings a
large number of new opportunities for manufacturing companies. This progression affects our production
processes and also increases the demands placed on product quality. Improvements in quality control
are applied by the replacement of human factor in a faster and more reliable solution. This is currently
being implemented by introducing various sensors into the production process. We know this application
significantly improves efficiency and is reducing production errors that could lead to potential losses.

The main subject of this article is the application of automated control of presence/absence of a certification
label for car seats intended for the Chinese market in Lear Corporation Seating Slovakia s.r.0.. Presence
and quality detection label in the process is insufficient and therefore corrective action is required by
implementing automated control.

1.1. MOTIVATION

Our project was developed at the Lear Corporation Voderady branch located in Slovakia. The main
activity of this company branch is the production of passenger seats for cars. The company is tasked
with production of the required number of seats with desired quality in a defined time.

The company’s production line is established in the form of an automated conveyor belt with individual
manual assembly stations. The automation of the seat production process is rarely used due to the
complicated assembly process. The process itself contains a large number of very difficult to replace
procedures, for which it is more appropriate to use manual work. The production of the company is
therefore very dependent on the operators, which brings us various risks. Therefore with bringing simple
automated solutions where it’s possible and where it can reduce stress placed on operators, we can benefit
in reducing production quality errors.

1.2. PROBLEMATIC

The CCC label (China Compulsory Certificate) is a product certification label designed for Chinese
market. An example of such a label is shown in Figure 1.

Lear Corporation Seating Slovakia s.r.0.

8

- 1462L321-R106WP-M2N-2

Figure 1: CCC certification label
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In its current state, the label is printed on the printer of the assembly station for certified variant of seat
according to the customer’s order. Operator at the assembly station takes the label and sticks it on a
defined place for a specific seat type. The next step is to scan the presence of the label with hand-held
scanner which sends information to the Lear production system (LPS), which is used for production
control and managment [2].

No other control in the following process is implemented and this has caused several complaints:
* The label is missing or remaining - Operator scanned the label but did not stick it (did not follow
the standard process) or subsequently pasted it on another order.

* The label has been damaged or illegible - Improper handling or incorrectly set printer (printer did
not print the entire contents of the label).

* The label was not affixed to the correct position on the seat - Operator affixed label on the wrong

position.

Detection of the presence and quality of the label in the production process is insufficient. Parameters
such as material, size, type or location of the label is determined by the customer (carmaker) and cannot be
changed. These problems require corrective action. One option is to use Poka-Yoke process automation
[3, 4].

2. WORKPLACE FOR TESTING

It is necessary to select appropriate components and test our solution before the implementation on the
production line. Designed workplace will provide us with effective testing of the program so that we
can avoid potential ones defects and shortcomings which are unacceptable in production. Resources for
the implementation of the testing workplace have been provided to us in advance by the company. The
components used in the test facility are listed below:

» SIMATIC S7-1200 control system
* SIMATIC HMI KTP700 Basic
* Keyence IV camera sensor

2.1. SOFTWARE AND HARDWARE CONFIGURATION

The hardware and software configuration for programming logic controller (PLC) is realized via the
Siemens TIA portal environment. It is a tool for efficient control of Siemens components.

Figure 2: Testing workplace
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The hardware configuration consists of assigning addresses to devices and the creation of PROFINET
based network. Individual devices such as PLC and HMI are connected to a star topology using a
industrial switch. The actual appearance of the testing workplace is shown in Figure 2. All components
are mounted on a simple aluminum construction for easier work and easier error correction.

The software solution implements the process of checking the presence of the label. It provides communication
with the superior LPS system and at the same time solves the communication with the camera system
sensor. The basis of the program is a universal function block, which vain part of the automatic control.

This function block is also implemented directly on production line and can be used to control identical
sensors in production. The rest of the program procures the primary components directly for the test
panel, which simulates communication with LPS on human machine interface (HMI).

2.2. CAMERA SENSOR SETUP

In the IV Navigator environment, which is used to configure the sensor, we implement two programs,
which evaluates and sends the label information to the PLC. The first program performs CCC character
recognition and the other recognizes black background if the label is not affixed. Figure 3 shows a sample
image from the Keyence IV camera sensor. Obviously, the image quality is not high, but it is sufficient
for the given issue.

T

G . =

Figure 3: Camera program for outline detection

3. FINAL IMPLEMENTATION ON THE PRODUCTION LINE

The solution on the production line is implemented by two camera sensors which simultaneously scan
the position of the label on two seats. The sensors are checking the presence/absence of the label in
the correct position and quality. Evaluation of the presence/absence, position and quality of the label
is ensured by Poka-Yoke control. In case of an undesirable NOK (Not OK) result from any specified
condition. The LPS system ensures that the seat does not leave the station and therefore cannot be sent
to the customer. A positive OK result releases the seat from the station.

NO

PROGRAM = 2
(NO LABEL)

Ship to customer

NO NOK

Pallet in place PROGRAM =1
YES —»
{PIP) {LABEL REQ)

Figure 4: Label inspection flow chart
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Figure 5: Final implementation

4. CONCLUSION

The work deals with the introduction of automated presence/absence control certification label for car
seats placed on the Chinese market, with the introduction of inspection label quality using a camera
sensor. This solution is a demonstration of the implementation of simple automation. It has brought a
significant improvement in the quality of products in the company and is being implemented on several
other production lines.

A similar approach can be applied in different companies and can thus help reduce production costs and
increase product quality.
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Abstract—To protect the vineyards from starlings is very costly and ineffective with the
available resources. In my work, I have designed a detection module which consist of four
microphones, each one is directed to the cardinal point and based on the intensity of sound,
the module will provide the information about the direction where the flock is located, in
the vineyard that passes to the control module and scares the flocks. The detection module
processes the signal in a Raspberry Pi 4 single board computer using an artificial neural
network algorithm.

Keywords—CNN, spectrogram, starlings, Rasspberry Pi, Artificial neural network, microphone
array,detection of bird singing

1. INTRODUCTION

Flocks of starlings pose a great problem on viniculture because they can damage a great part of wine
crops in a short time. Vine growers defend their plants mostly by using propane sound cannons, which
scare the starlings in regular intervals. Sound cannons are a cheap solution, but the starlings get used
to the regular sound blasts, and so the cannons come out ineffective. Growers can scare the flocks also
by using armed guards but it’s harder to protect the vineyard all the time. There are many methods to
protects the crop however, they may be either over time become ineffective or are too expensive.

Previously, Marcoii and his colleagues used cameras and artificial neuron sites to detect and scare birds
from ripening fruits [1]. Recently, microphones arrays combined with delay-and-sum beamforming
methods were used to detect mallards’ hat are occluded by stalks or grass [2]. The author revealed that
using a properly assembled microphone system, the source of a certain sound can be recognized together
with its position in the field. Several methods showed an efficient in the detection however, there is
some difficulties to record or visualize the starling. To overcome these drawbacks, my research work
focused on the possible extension of a system incorporating a camera by a module, which will process
the acoustic signal. The designed module uses a system of directional microphones to record the sounds
in a vineyard. The recorded sound is pre-processed and sent to a Mel spectrogram and then classified
CNN (Convolutional neural network). The layout and directions of each microphone in the system is
crucial to evaluate the direction in which the starlings are. The goal is to detect direction with accuracy
circa = 45 degrees.

2. MATERIALS AND METHODS

The proposed module in Fig. 1 consists of three parts, a sound detector, a single-board RPi computer
(Raspberry Pi 4) and communication with the scaring system.

The detection module software consists of several parts, which are shown in Fig. 2. In the first phase,
the sound needs to be recorded and initially processed. The preprocessed signal is converted to a mel
spectrogram. The created images are inserted into the CNN input.

i Comunication with
Sound detector ]—)[ Rasppbery Pi ]—)[ other modules

Figure 1: A block diagram of the detection module.
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Figure 2: A block diagram of the algorithm.

2.1. Sound recording

To record birdsong in the vineyard, it is necessary to use microphones with a large detection distance and
to arrange them in such a way that the entire area of the vineyard is covered. Outdoor sound recording
is affected by noise caused by wind, leaf movement and traffic with frequency below 1 kHz. To process
further recording it is necessary to filter the amount as much as possible. Therefore, suitable microphone
types include a shotgun type condenser microphone or an electret microphone with a parabola. In our
work, we used condenser microphones to have efficient sensitivity.

Four directional microphones connected to a sound card to record the sound. These microphones are each
pointed in one direction as shown in Fig. 3. The resulting direction of the signal source is determined
from the magnitude of the amplitudes of each microphone. Another option was considered as to use an
array of four or more microphones that would be pointed in one direction, as in Fig. 4.

0
E o)-i(c W
]

Figure 3: Omnidirectional arrangement of microphones

:0: :0: :0: :0:

Figure 4: Arrangement of microphones in one row

2.2. Data prepossessing

The conversion of the audio signal to a mel-spectrogram [4] were used to determine the bird species
based on the recording as accurately as possible. The mel-spectrogram has frequencies scale which is
converted to the mel-scale as compared to the normal spectrogram. The Mel scale is based on knowledge
that one cannot perceive sound on a linear scale. The variation among the high frequencies is very hard
to distinguishes the differentiate however at low frequencies it is easier to distinguish. The pitch unit in
the mel-scale is such that the difference in tones throughout the range sounds the same [5]. To convert
the frequency to the frequency expressed in mel scale, formula 1 is used, where f is the frequency of the
sound.
f

Mel =1127In1+ =— 1
el(f) = 112711+ 2o M
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2.3. Software for classification

Different neural network topologies and algorithms can be used to classify the audio recordings. The
algorithms considered as a different property. An important aspect of choosing the right algorithm is
based on the resulting accuracy. It is necessary to use a suitable neural network for different input data.

Convolutional neural network is a suitable method for processing images or audio signals to converted
into image forms. The architecture can be divided into a convolution part, a subsampling part and a fully
connected neural network. The alternation of the convolution part with subsampling is shown in Fig. 5.
These layers can intersect more times than shown in the figure. Finally, the data is processed in a fully
connected neural network.

In my work, I deal with the implementation of CNN using the library for Python TensorFlow. The
advantage of using a framework such as TensorFlow is that it simplifies the debugging of the CNN
algorithm. I use TensorFlow because it is one of the most widely used frameworks.

Feature maps

Input

Subsampling Subsampling Network

Convolutions Convolutions

I " Meural

Figure 5: Convolutional neural network architecture

3. RESULTS

The work is based on the preprocessing of sound and creation of mel-spectrogram data set for CNN
software. The microphone field will be realized according to Fig. 3 and the output of the preprocessing
is on Fig. 6 in the figure are seen patterns which is typically for starlings (7s - 13s).

Mel-spectrogram with high-pass filter
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Figure 6: Mel-spectrogram with filtered low frequency
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The dataset consists of recordings of sounds without starlings singing and recordings with too much
noise and the low frequencies were removed using high-pass filters as mentioned earlier (2.2. Data
prepossessing). To convert raw signal to spectrogram we used higher frequency spectrum range of 1.5
kHz and the setting of the processed frequency band is based on the knowledge of the starling singing
frequency [3]. The mel-spectrograms are made using Librosa library for Python. The spectrogram is
created from the time windows of the signal frequency spectrum. The window length is 1024 and the
hop length is also 1024.

4. CONCLUSION

The Xeno-Canto database was used to create our own dataset of birds' songs. The Fig. 6 is part of the
training data that we used to learn CNN. The dataset consists of mel-spectrogram images containing the
sound of starlings, other birds, and the sound of leaves. The mel-spectrogram method is one of the most
accurate and widely used methods in the recognition of birds singing [6] by CNN.

Future work will be to program CNN software and create the detection module hardware and this is
based on the python module by using the TensorFlow library. Using a neural network framework will
shorten the software development in time because the available frameworks were already tested.
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Abstract—Oxford Nanopore technologies brought new and revolutionary technology in
the field of DNA sequencing. Their sequencing device measures changes in the electric
current flowing through pores together with DNA. This work aims to describe differences
between raw signals produced by various sequencing kits and sequencing flowcells while
sequencing several different bacteria. Two datasets combining five different organisms,
two sequencing kits, and two types of flowcells were used to analyze various statistical
parameters that would be suitable for the description of current signals gathered from
nanopores.

Keywords— current signal, Oxford Nanopore Technologies, sequencing, statistical
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1. INTRODUCTION

Nanopore sequencing is a hot topic of bioinformatics, currently being mentioned in a large number of
scientific articles. In 2014, the company Oxford Nanopore Technologies (ONT) released its first
portable nanopore sequencing device, thus enabling a revolution in sequencing, mainly due to the ability
of DNA sequencing anytime and anywhere without the need for a laboratory. Nanopore sequencing has
the potential to offer cost-effective genotyping, high mobility for testing, and fast real-time sample
processing [1]. The principle of this technology is quite simple. First, you need to prepare the library
and then place the sample in the sequencing device. After the voltage is applied, the DNA molecule
begins to pass through the nanopore and begins to generate ion current. Current changes correspond to
individual nucleotides of DNA. It allows fast sequencing of long individual DNA molecules [2]. This
technology also offers an important tool in the fight against antimicrobial resistance. Usually, raw
currents are immediately decoded into DNA sequences in a process called basecalling. A majority of
studies sees basecalling as a black box using artificial intelligence and neural networks without working
with signals themselves [3]. Here, we are dealing with the properties of raw signals, which is a neglected
topic of nanopore sequencing.

2. MATERIALS AND METHODS

Data for this article were provided from a database of sequences at Department of Biomedical
Engineering, FEEC, BUT. The raw data were stored in FASTS5 format. Basecalling was done using
Guppy [4] to get FASTQ files. For subsequent analysis, two datasets were created.

The first dataset was created using a single organism Clostridium beijerinckii to find out if the calculated
statistical parameters of different signals, sequenced from one organism, differ.

The second dataset consisted of eight samples containing data from five organisms. The samples were
selected to represent as many types of sequencing kits (LSK-Ligation Sequencing Kit vs. RBK-Rapid
Barcoding Kit) and flowcells (MinlON vs. Flonge) as possible. The dataset was created from the
following organisms: C. beijerinckii (CB; MinlON, LSK), Klebsiella pneumoniae (KP_1, MinION,
RBK), K. pneumoniae (KP_2; Flonge, RBK), K. pneumoniae (KP_3; Flonge, LSK), K. pneumoniae
(KP_4; MinlON, LSK), Pantoea agglomerans (PA; MinlON, LSK), Schlegelella thermodepolymerans
(ST; MinION, LSK), and Janthinobacterium lividum (JL; MinlON, RBK).

The first thing that needed to be done was signal preprocessing. The signals in FAST5 files are
compressed, i.e., originally measured signals in pA are further converted and stored as 16-bit integer
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values, so it was necessary to convert the signals back to picoampere values. The next step was median
filtering, despite that ONT states on its website that signals no longer need to be further filtered [2].

The signals turned out to be disturbed by impulse noise, see Fig 1. If the data were not filtered, the
following analysis would be affected by outliers and calculations could indicate erroneous results. This
could lead to bias in the cluster analysis. To filter signals a median filter was used, the window length
was set to five. This window size was selected because a larger window could filter out individual k-
mers of length five that correspond to individual current levels [5].
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Figure 1: Signals before and after preprocessing

Then signals were described by chosen statistical parameters and statistical tests listed below were
performed. The last step was hierarchical clustering. First, the distance matrix (or p-distance) was
calculated when the Euclidean distance was chosen for calculation of the distance matrix. Futhermore,
for mean and basecalled sequences hierarchical clustering using the c-link method was performed.

3. RESULTS AND DISCUSSION

Each signal in the dataset was described by statistical parameters. These are the mean, variance, standard
deviation, coefficient of variation, skew coefficient, sharpness coefficient, and Hjorth descriptors, which
include activity, complexity, and mobility. The data were plotted using box plots, see Fig 2 and Fig 3.
(other parameters has not been shown)

Mean Variance
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Figure 2: Mean value and variance of signals of the first dataset

Significant differences between the Fig 2 and Fig 3 can be seen. While the values of mean and variance
for the first dataset do not differ significantly, the boxplots overlap, for the second dataset, we can see
that each organism produces different signals, and even sequencing kits and flow cells produce different
signals and are distinguishable from each other. This demonstrates that filtered nanopore current signals
could be used to distinguish between various organisms and various sequencing kits and flowcells.
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Figure 3: Mean value and variance of signals of the second dataset

In order to make the evaluation objective, statistical tests were calculated. The first — Shapiro-Wilk to
find out if the data has a normal distribution and what statistical test to use next.

Since the data were not normally distributed, the Kruskal-Wallis test was used. This test is just an
intermediate step before Tukey’s test, in order to exclude parameters unsuitable for further analysis. In
Table 1 you can see the results for selected statistical parameters for the first and the second datasets.
The results show that for the first dataset, no statistical parameter can distinguish the samples from each
other, but the results for the second dataset were already more satisfactory — most parameters could
distinguish one sample from at least one other

Table I: The result of Kruskall-Wallist test for the first and second dataset

Statistical parameters p—valugs of the first p-values of the second
ataset dataset

mean value 0,2799 0
standard deviation 0,2687 0
coefficient of variation 0,2349 0
skew coefficient 0,3823 2.4889e-198
sharpness coefficient 0,0283 4.1757e-168
variation 0,2687 0
mobility 0,2071 0
activity 0,2687 0
complexity 0,7325 0

Tukey's test was then performed (results has not been shown). The results for the first dataset are that
the individual sample pairs do not differ from each other. In the second dataset, the samples are best
distinguished by the coefficient of variation, mobility and mean. Other parameters with satisfactory
results are skewness and complexity because the sample KP_1 to KP_4 is one organism, so they should
be difficult to distinguish from each other and this is not entirely the rule. The only difference is the
different library preparation procedure and that the samples were sequenced on different flowcells. The
comparison of this parameter with standard clustering of sequences is shown in Fig 4, you can see
differences between results of cluster analysis. In the basecalled sequences we can see the correct
evaluation of the Klebsiella samples, only the KP_3 sample clustered far from the other samples from
the same organism. This may be due to samples sequenced on the Flonge flowcell that can give poor
results. But if we compare it to clustering of mean parameter where Klebsiella samples (and not only
Klebsiella ones) are clustered completely differently, this leads us to the idea that sequencing kits and
flowcells also need to be considered when a following analysis and basecalling are performed.
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Figure 4: Example of clustering basecalled reference sequence and one of the statistical parameters
(in this in it is mean)

4. CONCLUSIONS

The analysis of the first dataset showed that the signals are species-specific. It does not matter which
signals we choose. Although they represent random parts of a genome, their signals properties are the
same. This is important for the classification of organisms directly from the raw signals without the need
of basecalling. The same analysis was repeated on the second dataset containing five organisms, two
different sequencing kits, and two flowcells. Some parameters were able to distinguish among organisms
and devices better than others, for example, mean value. Some results brought a surprising finding that
even in the case of sequencing one organism we can get completely different results. This is most
obvious for the parameter of mobility, where various samples of the organism K. pneumoniae show
significant differences. The possible explanation is, as mentioned above, the use of various ONT tools.
This may play a role in the following decoding of signals by different neural networks and, if this fact
is considered, the accuracy of ONT technology might be theoretically improved. In conclusion, we can
say that raw signals can distinguish organisms, but they don’t have to always be completely correct, and
it will probably be necessary to filter the signals and eliminate outliers.
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Abstract: This article deals with analyzing parameters of drawing tests that are used in
psychodiagnostics. A tablet and stylus were used to acquire the data, replacing a paper and
a pencil used nowadays in conventional drawing tests administration. New parameters have
been developed to assess proband performance and the recorded data were evaluated.
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1. INTRODUCTION

Drawing tests are widely used in psychodiagnostics. To assess the level of development, to diagnose
perceptual-motor functions and neuropsychological disorders, to measure an individual's attention, to
diagnose cognitive deficits or they can be also used as intelligence tests. [1]

Currently, drawing tests are subjectively evaluated by an evaluator who observes the behavior and
drawing of the proband during the test. Thus, the final evaluation of a drawing may be influenced by the
evaluator's mental state, his or her experience, and how he or she focuses on changes in an individual's
behavior during testing. The current approach also cannot evaluate the dynamics of the drawing. The
ideal way to eliminate these problems, simplify the evaluation of the drawing and enable the evaluation
of the drawing dynamics is to replace pen and paper approach with a digital record of the drawing and
then perform the evaluation using the parameters that were designed. Tablet and stylus recording is used,
for example, to evaluate handwriting in patients with Parkinson's disease or to identify and evaluate
developmental dysgraphia by handwriting analysis. [2] [3]

2. DATA RECORDING

Data were measured on 25 adult probands aged 20 to 24 years.
The probands were asked to redraw Rey-Osterrieth's figure

according to the presented template. After three minutes and then -

thirty minutes without warning, they drew a figure from memory. O

This is common practice. Rey-Osterrieth's figure consists of %>
rectangles, lines, circles, triangles, and other geometric

components designed to require a minimum of drawing |
requirements. (Figure 1) |

Figure 1: Rey-Osterrieth figure [4]

Before drawing, each proband filled out a questionnaire that included information about age, gender,
education, whether the proband is left-handed or right-handed, and questions about how the proband's
performance may be affected (e.g., drug effect, migraine, whether the proband is being treated for
depression or anxiety, whether the proband has been diagnosed with some form of epilepsy, learning
disability or attention deficit disorder, etc.). The same conditions were ensured for all probands, the
light was switched on so that there was no shading on the tablet, everyone was sitting on a chair in a
position that was comfortable for them, and the chair was always placed in the same place at the table.
They all drew with their dominant hand and were also instructed not to touch the template. Another
important piece of information was whether the proband wore glasses and if so, he had to wear them.
None of the participants had a hand injury that could affect the drawing.

3. LINE SEPARATION
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During the drawing, the movements of the stylus when touching the tablet — touch movements - are
recorded, as well as the movements above the tablet in proximity the drawing surface - in-air
movements. To quantify parameters and evaluate the dynamics of the drawing, it is first necessary to
separate touch and in-air movements from each other, since only touch movement are further used.
Information on the intensity of the stylus pressure on the tablet was used for this purpose. The touch
movement curves were displayed in color as individual lines, as can be seen at figure 2 - 4.

Figure 2: Touch movements Figure 3: In-air
movements Figure 4: Individual lines

4, DESIGN OF PARAMETERS

New parameters have been designed to objectively evaluate the dynamics of the drawing: tablet pressure
rate, line speed and acceleration, line drawing sequence and whole drawing procedure, drawing time,
in-air time, number of pauses and total testing time.

4.1 TABLET PRESSURE RATE

The proband's mental effort is reflected in the pressure rate. However, the change in pressure can be
caused both by the stylus's holding style and the proband's mental state. In example, if the proband is
angry, lines that have been drawn with great force may appear. The same line appearance is observed
when holding the stylus with fist, such as in children’s drawings.

To differentiate mental effort from stylus holding style, the relative value of pressure that the proband
developed during the drawing on the tablet, was calculated. The relative pressure rate is expressed as a
pressure relative to the highest value that the proband has developed over the entire drawing period. In
this view, evaluator can see how the test person changes the pressure on the pencil during the drawing.
The result is shown in two ways: by the color code (green = light, yellow = moderate, red = strong) and
the line thickness (thin line = light, thick line = strong), as can be seen at figure 5 and figure 6.

Figure 5: Pressure rate in color Figure 6: Pressure rate by line thickness

4.2 LINE SPEED AND ACCELERATION

The time stamps and line coordinates were used to calculate this parameter. The total drawing time of a
given line was obtained by subtracting the line end time value from the line start time value. The length
was determined by summing the distances between all recorded line points. The speed was calculated:

_ As
= 1)

s is the calculated line length and t is the time the proband drew the line
First, the speed of all lines was calculated according to formula 4-1. These times were stored and sorted

v
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in ascending order, and they were divided using to percentile range, into three groups and color-coded
the slowest (red) and fastest drawn lines (green). Result is shown at figure 7.

Acceleration expresses the change in speed per unit time. The display therefore shows in which parts of
the figure the proband slowed down or accelerated his or her drawing. The acceleration of each point of
the line was calculated according to formula 4-2.

_Av

- )

a

v is the speed and t is the time

The speed of each line was calculated as in the previous chapter and time was calculated as the difference
between two consecutive coordinates. The parts of the figure that were drawn at low acceleration are
drawn in red, and the parts that were drawn at high acceleration are drawn in green. (Figure 8)

Figure 7: Line speed Figure 8: Acceleration

4.3 LINE DRAWING SEQUENCE AND WHOLE DRAWING PROCEDURE

Due to the information obtained during proband testing, it is possible to separate the individual lines and
assign them a number based on the order in which they are drawn. From this view, it is then possible to
read whether the proband starts drawing outlines and then details or vice versa. (Figure 9)

By viewing the line drawing procedure, you can see the order in which the proband drew the figures.
First, the ones created by the movement of the stylus over the tablet - in-air movements - were removed
from all recorded lines. The first 20% of the drawn lines were drawn in green and the last 20% of the
lines were drawn in red. The range 20% - 80% of the lines were drawn in yellow (Figure 10). This range
was chosen because the figure consists of 18 elements and the first 20% of the lines should represent
the 4 large elements of the figure. It is further assumed that the proband will continue with the details of
the figure, which make up 80% of the figure, and the last 20% should be the side details of the figure.
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Figure 9: Line drawing sequence Figure 10: Whole drawing procedure

4.4 DRAWING TIME, IN-AIR TIME

The time of individual drawings consists of summary of touch and in-air movements. This time was
computed for 1%t drawing, 2™ drawing and 3" drawing. Drawing time is the time a proband takes to draw
the figure. It is therefore the sum of the drawing times of all the lines categorized as touch data. The
time of in-air movements expresses the time when the proband did not draw but moved the stylus over
the tablet. The times of all in-air movements were summed to obtain the in-air time. Parameters were
calculated and displayed in a table 1.
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4.5 NUMBER OF PAUSES

The total in-air movement time is related to a parameter that indicates the number of pauses the proband
made during drawing. In the evaluation, it is important whether the proband's time over the tablet is long
and has a small number of pauses lasting a long time, or whether the proband's drawing consists of a
large number of pauses that last a short time. (Table 1)

Time of individual
drawing [s]

132.515 51.519 80.989 46

Drawing time [s] In-air time [s] Number of pauses

Table 1: Time information and number of pauses

4.6 TOTAL TESTING TIME

This parameter provides information about the testing duration of all three drawings. At this time, the
drawing time and in-air movements of each drawing that was performed are included (1st drawing, 2nd
drawing, and 3rd drawing). This time is again recorded in the table together with the times of the
individual drawings. (Table 2)

First drawing [s] Second drawing [s] Third drawing [s] Total testing time [s]

132.515 86.042 57.255 275.812

Table 2: Information about first drawing, second drawing, third drawing and total testing time

5. CONCLUSION

The article presents the advantages of digital recording and processing of drawing tests. Application of
objective parameters brings a lot of advantages in testing evaluation. This evaluation is fast, objective
and the dynamics of the drawing can be evaluated. It is also possible to collect data and compare
individuals with each other.

The parameters that were designed are the total time of the drawing, the time of in-air movements, the
time of the drawing itself (time when the proband touched the tablet stylus), number of pauses, speed
and acceleration of individual lines, order of drawn lines and display with which units the proband
proceeded drawing. The figure with each parameter is always drawn using color code (green, yellow
and red) and some parameters values are expressed using different line weights, which allows the
evaluator to quickly obtain diagnostic information from the overall figure preview.
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Abstract—Currently, one of the most challenges in data analysis is connected to prediction
modeling including dynamic information. Metabolomics analysis focuses on data presented
dynamic information in real-time such as time-series data. Unfortunately, prediction
models based on time series data are often affected by a phenomenon called concept drift.
This phenomenon can reduce the accuracy of prediction models which is an unwanted
effect. On the other hand, concept drift analysis can be useful in finding confounding
factors. This study is divided into two parts. The first part presents the modeling of
prediction classifiers based on metabolite data. The second part of this study brings concept
drift detection in the created classified models. This study presented approaches to identify
one of the confounding factors in human biology.

Keywords—Concept drift, Concept drift detection, Metabolomics, Machine learning,
Prediction modeling

1. INTRODUCTION

The concept drift is defined as unexpected changes between input and output data. Sometimes concept
drift occurs when test sets are changing unpredictably. Subsequently, the model is unable to respond
correctly because training sets were different. It follows, that concept drift negatively affects prediction
models which were being trained on dynamically changing data.

Concept drift analysis studies the detection and correction of an unwanted phenomenon that is caused
by obvious changes in real-time [1]. These changes are characterized in data distribution and can be
detected in a prediction model [2]. Thus, the main goal of concept drift detection focuses to bring
algorithms that can detect changes in data distribution. As a result of concept drift detection, we would
ensure the long-term accuracy, reliability, and stability of prediction models.

Metabolomics is one of omics science focused on detection, quantification, and analysis of metabolites
in an organism [3]. Metabolites are small molecules, smaller than 1500 Da. Metabolomics and the study
of prediction models based on metabolites data leads to earlier detection of human disease, which is
reflected in metabolomes such as diabetes mellitus, cancer, etc. [3]. Nevertheless, prediction models
based on metabolite data are affected by the concept drift phenomenon [4]. Therefore, this concept drift
phenomenon is necessary to detect and reveal confounding factors that are hidden.

2. MATERIALS AND DATA

In this study, data were taken from the cohort study by Chu et al. [5]. Metabolomics datasets include
534 healthy subjects (237 males and 296 females) in ages 18 — 75. The study brought two different
datasets which were measured using different techniques. The first dataset represented platform
Brainshake Metabolomics (BM) which was measured by principle nuclear magnetic resonance and
included 231 features with 200 absolute concentrations. The second dataset represented platform
General Metabolomics (GM) based on flow injection TOF-M. GM included 1586 features with 257
absolute concentrations. These data are freely available at: https://hfgp.bbmri.nl/.
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3. METHODS

The whole methodology of this study is divided into three parts. The first step includes pre-processing
phasis focused on data preparation. The second part is focused on model prediction classifiers using
different approaches. The last part is connected to concept drift analysis. In the last part, the concept
drift detection was performed, and the confounding factor was identified.

Firstly, datasets were divided into inputs and targets data. Inputs data represent concentrations of
metabolites. Targets data classify phenotype of gender into two binary classes (male — 0, female — 1).
Furthermore, both datasets were split by 10-fold cross-validation to estimate classify skill of prediction
models. Training and testing datasets were divided into a ratio of 9:1 and cross-validation ran 10 times.

Secondly, the prediction classifiers were modeled. The classifiers were trained to determine the gender
of a patient based on measured metabolite concentration. Prediction models were implemented in Python
using the library Scikit-learn [6]. Namely, we used: Logistic Regression (LR), Gradient Boosting (GB),
Random Forest (RF), and Naive Bayes (NB). All these methods were applied to model classifiers.

The last step of our methodology included concept drift detection. The concept drift detectors were used
on metabolomics models. The concept drift principle is shown in Figure 1. Firstly, input data are
predicted by a decision-making process. In the next step, the concept drift detector detects deflection in
data distribution, detector warns possibility of concept drift presence. Nevertheless, concept drift
detectors have two thresholds. The first limit is warning but the second limit announces exact detection
of change in data distribution. Finally, these detected changes are appropriately revised and again

predicted by a decision-making process.
id concept drift detection warnlng/change BGEE
distribution

unreliable prediction

inputs data decision-making process

m data with concept drift

data without concept drift

concept drift correction ‘

Figure 1: Pipeline of methodology for concept drift detection and correction

The first method which was used in our study is Drift Detection Method (DDM) [3]. DDM is based on
the monitor error rate of the classification, which is understood as the probability of incorrect prediction.
The second method is the Early Drift Detection Method (EDDM) [3]. EDDM is very similar to DDM,
but EDDM analyzes also changes in distance between two consecutive misclassified objects. EDDM is
useful to detect gradual changes in data distribution. On the other hand, DDM is better for detecting
sudden concept drift. DDM and EDDM were implemented from Scikit-multiflow [7] for each created
classifier model.

4. RESULTS AND DISCUSSION

The accuracy of our prediction models was estimated using 10-fold cross-validation. Table | shows
evaluation parameters presented final accuracy for each method. The highest value of accuracy connects
to the GB method, see Table I. Table Il presents another metric for evaluating the accuracy of the
classification was the F1-score. This metric compares the prediction of classification models with the
target. The best accuracy and F1-score achieved the LR model in the case of the BM dataset and the GB
model in the case of the GM dataset. On the other hand, the lowest value of accuracy is identified in
prediction models based on the NB approach and F1-score values confirm this statement.

Table I: The accuracy (dimensionless quantity) values of classification models for datasets BM/GM

LR GB RF NB
BM 0,85 0,83 0,79 0,69
GM 0,85 0,88 0,84 0,78

129




Table 11: The F1-score (dimensionless quantity) values of classification models for datasets BM/GM

LR GB RF NB
BM 0,81 0,81 0,79 0,73
GM 0,83 0,89 0,87 0,76

The concept drift detectors bring revealing of concept drift in our created models. Table Il shows the
number of concept drift detection for models created by BM data. Table IV includes the number of
concept drift detection in models based on GM data.

Table 111: Number of warnings (W) and changes (CH) detection in data distribution in BM dataset

LR GB RF NB
DDM 35W/0CH 22W/0CH 39W/0CH 17W/0CH
EDDM OW/1CH OW/1CH OW/1CH OW/1CH
Table 1V: Number of warnings (W) and changes (CH) detection in data distribution in GM dataset
LR GB RF NB
DDM OW/0CH OW/0CH OW/0CH OW/0CH
EDDM 5W/0CH OW/1CH 18 W /0 CH 5W/0CH

Precisely, Figure 2 shows the plot for comparison number of concept drift detection using methods
DDM and EDDM.
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Figure 2: Summary concept drifts by detection methods DDM and EDDM. DDM_BM (EDDM_BM)

is the sum of concept drifts detection by DDM (EDDM) for each classifier model based on BM data.

Similarly, DDM_GM (EDDM_GM) is the sum of concept drift detection for classifier models based
on GM data.

The highest number of warning levels was detected by DDM in RF models. In each of the RF models,
data distribution includes significant changes detected as concept drift phenomenon. EDDM detector
revealed more concept drift detection than DDM. Therefore, EDDM is more suitable for detecting the
concept drift in metabolomic prediction, which corresponds with the findings in the study [4]. In the
end, we identified concept drift according to patient age which is a promising factor as a confounding
factor in the human metabolomics analysis. Figure 3 shows the detection of concept drift occurring in
the adolescent period. Regarding it, the confounding factor presented the age of a patient is identified.
Thus, our study brings confirmation revealed confounding factor from the study [4].

it oy . .

| |
18 25 50 75

years

Figure 3: Visualization of concept drifts detection according to the age of patients
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5. CONCLUSION

Metabolomics brings a new era allowing to deal with prediction phenotype based on metabolites
concentrations. However, metabolomics focuses on data presented dynamic information in real-time
such as time-series data. Thus, prediction models based on metabolite data can be included to concept
drift which reduces prediction accuracy. This study brings 8 prediction classifiers that predict gender
based on metabolites concentrations. The main message of the study is to reveal an innovative view on
metabolomics analysis with detecting confounding factors like is concept drift.

In created classification models, the concept drift was detected using DDM and EDDM. The EDDM is
more appropriate for concept drift detection in metabolomic prediction than DDM. Thanks to concept
drift detection, confounding factor related metabolomics analysis was identified as the age of a patient.
This finding will help to create more accurate models for the early diagnosis, which is essential to a full
recovery, or economically less demanding treatment.
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1. INTRODUCTION

There are currently several methods to create Linux operating system as real-time system. In addition,
these efforts have recently been motivated by a growing number of microcomputers based mainly on
the ARM platform. Raspberry Pi microcomputers from the Raspberry Pi Foundation are one of the most
important representatives of this area. The aim of the article is to apply the PREEMPT_RT patch to the
Raspberry Pi OS operating system and to measure the OS latency after applying this patch. The first
section deals with the introduction of real-time system. It also describes the possibilities of implementing
a real-time system on Linux and deals with the PREEMPT_RT patch. The second section describes the
RT application, which is used to measure latency. The third section describes the procedures for
measuring OS latency and evaluating the results.

2. REAL-TIME SYSTEMS

The basic requirement for real-time systems is determinism. Operations are performed at fixed,
predetermined times or time intervals. The interrupt response must be such that the system is able to
handle all requests at the required time. [2] In other words, no matter what role a real-time application
performs, it must perform it not only correctly but also on time. Real-time does not mean that the
application should run as fast as possible, but it must perform critical tasks at a specific time, or real-
time deals with a guarantee not with pure time.[1]

3. REAL-TIME SYSTEM IMPLEMANTION ON LINUX

Linux as such is not designed as a real-time operating system but there are methods to adapt it for real-
time use. One of the possible solutions used in practice is dual-kernel archiceture. The dual-kernel
architecture includes real-time kernel, and Linux runs as low-priority task. The disadvantage of this
solution is that it is necessary to maintain micro kernel for new hardware. Furthermore, this solution
requires an abstract hardware layer (HAL) on which Linux will run. These systems also often do not
allow the use of standard libraries when developing applications, but special tools are needed. Dual-
kernel systems include:

e RTAI - Real time application Interface
e Xenomai
e RTILinux

Another solution is to make the Linux kernel itself real-time. This solution is called a single-kernel. The
PREEMPT_RT patch is currently working on this solution. The advantage of the PREEMT_RT patch
is that most features are part of the "mainline” and standard C libraries and POSIX standards can be
used when writing real-time applications.[2]
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PREEMPT_RT PATCH

The goal is to make the Linux kernel predictable and provide limited latency. The PREEMT_RT patch
allows the kernel to be interrupted during system calls to service a higher priority task. The main task
of this patch is to increase the degree of code preemption towards the fully pre-emptable kernel
(PREEMPT_RT_FUUL). This level of preemption allows real-time tasks to preempt the kernel even in
critical sections. However, some areas are still not pre-emptive. For example, the upper half of the
interrupt handler and critical sections protected by raw spinlock (raw_spinlokc_t). All "sleeping mutex"
have been replaced by rt_mutex, which implement priority inheritance. The advantage of the
PREEMT_RT patch is that most features are part of the "mainline” and standard C libraries and POSIX
standards can be used when writing real-time applications. [2]

4. PROPERTIES OF PREEMPT_RT PATCH

The next section will focus on some of the features that the RT patch brings to Linux to meet the
requirements of RT systems. This section will address:

e Interrupts as threads
e Hard IRQ like threads
e Softirg timers threads

Interrupts as threads

These are methods that Linux provides for finish the work needed by asynchronous events. These
methods are kernel thread, a tasklet, or a sofirq. The aim is for the device driver to prioritize these
methods instead puts works into the ISR.[1]

Hard IRQ like threads

Hard IRQ (interrupt request) is kind of envelope around an ISR. Usage of this envelope can lead to
interrupt inversion and high priority process does not get CPU time because interrupt service routine
performs process with lower priority. RT patch tries to shorten the time of interrupt inversion to a bare
minimum by converting the interrupt routine to thread.[1]

Softirqg timers threads

RT patch forces each timer intervals to be at least one jiffiy. This is to prevent softirg-hrtimer thread
from starving if the process ignores the signal that comes from the timer. Also lower-priority process
can not do more than one event per jiffy that would preempt higher-priority process.[1]

5. CYCLIC RT APPLICATION

A cyclic RT application is one that repeats after a fixed amount of time, such as reading data from a
sensor. The time to execute this application should be less than the period of this task. [3] Two versions
of this application were created to measure latency. Where the first version of the application is written
for FIFO and RR (round-robin) planning policy and the second version is created for deadline planning
policy. Both applications control output pin 18 on the GP10, which is located on the Raspberry Pi with
a period of 1 ms. The gpiod.h function library is used to control GPIO pins. When using a FIFO or RR
scheduling policy, the Clock_nanosleep function is used, which puts the process to sleep for a
predetermined time. The CLOCK_MONOTIC timer is used to determine if this time has already
elapsed. This timer is an absolute time that is calculated from a fixed point in the past and is not affected
by changes to the system clock. When using deadline scheduling policies, it is necessary to define a
system call and a sched_attr structure that contains the parameters with which the deadline works.

6. LATENCY MEASUREMENT USING CYCLICTEST

Cyclictest is a tool for repeatedly measuring the time difference between the expected time of waking
the fiber and the actual time when the thread wakes up. This tool can measure latency caused by
hardware, firmware, and OS. This tool is part of the rt-test package. [4] MKlatencyplot is a bash script
that runs a cyclictest and creates a histogram from the measured values. the script is dusty from [5].
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Figure 1: Measurement result using mklatency plot on Linux kernel without PREEMPT_RT patch
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Figure 2: Measurement result using mklatency plot on Linux kernel with PREEMPT_RT patches

The first measurement took place on a Linux kernel without the PREEMPT_RT patch and the results
are summarized in Figure 2 The graph shows that the highest measured latency is 186 ps and that most
samples of the recorded latency are below 50 ps.

The second measurement was performed on a kernel with the PREEMPT_RT patch and the results are
summarized in Figure 2 The graph shows that most samples of recorded latency are below 50 us and
the largest recorded latency is 128 ps.

7. LATENCY MEASUREMENT USING ANALOG DISCOVERY 2

In the next measurement, the RT application described in Chapter 5 and the Analog Discovery 2 device
were used. The measurement was performed by monitoring the time required for the RT application to
complete at the output of the digital oscilloscope. Along with the RT application in the background,
cyclictest was also run to make the system as busy as possible during the measurement. The results are
summarized in Figures 3, 4 and 5 The graphs show that FIFO and RR give similar results and deadline
planning policy gives the best results.
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8. CONCLUSION

The first method for measuring latency was the program cyclictest and the script mklatencyplot to create
a histogram from the measured values. This measurement compared the latency on the Linux kernel
without the PREEMPT_RT patch. The results are summarized in Figures 1 and 2. It can be seen from
the graphs that the PREEMPT RT patch application reduces the maximum latency by 58 ps. However,
this can be skewed because both measurements took a relatively short time (approximately 2 hours each
measurement). Another measurement looked at the impact of the choice of planning policy on latency.
The RT application that controlled the output pin GPIO was used to verify the impact of the planning
policy. The measurement was performed using an Analog Discovery 2 device and the WaveForms

program. The measured results show that best results gives deadline planning policy.
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Abstract—This paper presents a spam detection algorithm that uses solely traffic flow logs
in the form of Netflow messages. Internet service providers must detect spam in order for
their entire subnets not to be marked as spamming stations. The algorithm was drafted based
on an analysis of various datasets containing Netflow records. These datasets consist of valid
e-mails, spam and common non e-mail related traffic. The algorithm uses domain name
system blacklist verification as the first step of identifying a spamming station. Furthermore,
theoretical models of valid clients and spammers have been laid out. In continuation of this
work, the dataset will be studied to find correlation with the models. Included in the tracked
parameters one can find the number of incoming and outcoming messages, timestamps
amongst others.
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1. INTRODUCTION

This paper presents a topic that is encountered by every e-mail user, which in today’s society corresponds
to approximately 50 % of the world’s population. This topic is spam. Spam is a method of sending
unwanted e-mail messages to a large number of recipients. Although the ratio of spam to legitimate mail
has shown a downward trend in recent years, approximately 45 % of traffic falls into the first category [1].

Many systems have been designed and implemented for detection. Most of them require scanning the
content of the messages sent. This approach appears to be relatively simple and highly effective, since
artificial intelligences can identify spam mail essentially flawlessly from learned datasets. However, the
law side of the equation enters the picture and the whole situation becomes significantly more complicated.
Filtering by email content is an obvious and serious invasion of privacy. The problem arises for the ISPs
that provide the email server. If a client uses that provider’s services for spamming purposes and is
flagged as a spammer in the UCEPROTECT project, other users in the subnet are affected. The provider
is of course then subject to legal and mostly financial consequences. For this reason, the provider must
monitor outgoing traffic from its server in a way other than by scanning the content of the messages in
order to be able to detect a possible spamming station earlier.

One widely used detection method is using NetFlow messages. These records contain only metadata
about the communication and the users, not the content of the communication itself. This information,
which is included in the packet headers, includes such things as Internet Protocol sender and receiver
addresses, port numbers, and more. An approach based on monitoring network traffic from NetFlow
messages is also addressed in this paper. In order to identify and model the behavior of spamming
devices, we use the already created NetFlow message dataset [2]. As a first step, the algorithm looks up
the IP address in the domain name system blacklist. It then compares the metadata about the station with
the previously created models of the spammer and legitimate user based on the datasets.

2. THE CURRENT METHODS USED

Many of today’s spam detection algorithms still work by reading the content of messages, even if only
the subject field, for example, and not the text itself. Providers that interfere with messages include
leaders such as Google, Yahoo and Outlook [3]. They use various machine learning methods such as
neural networks, k-nearest neighbor algorithm and others for detection. The methods are then learned on
large sets of spam and valid emails. In addition to using already established rules, these learning-based
algorithms can create their own rules. Google’s spam detection algorithm has advanced to the stage where
it can detect up to 99.9 % of spam. Conventional machine learning algorithms compare each message
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against valid and spam data before setting spam detection rules. However, there are also design systems
that have been inspired by artificial immune systems and use special features to generate detectors to
cover the spam space [4].

Providers use methods that have a very high success rate, but the problem still lies in the exploitation
of the content. However, there are many algorithms or method designs that detect spam without reading
the messages. These methods observe and collect data about traffic on the network, which they then
aggregate by source address [5]. For example, the following table I might result, where an observer
has observed the number of incoming connections, outgoing connections on port 25, and the number of
distinct addresses in both directions. The table I is sorted by the number of outgoing connections.

IP  dist out out dist in in

1 1980 334356 36354 675381
2 3227 247588 36354 17645
3 11459 11459 36354 745408
4 39460 244117 0 0

5 11280 240733 153275 675632
6 3512 238665 788 27738
7 7943 195573 132616 539297
8 2 184698 0 0

9 2252 136847 10 187
10 24213 116898 1 2

11 7774 115746 8 24972
12 8376 68413 24 172464
13 17532 64685 0 0

14 341 57251 66237 901280
15 443 54212 10 578

Table I: Example of the result of traffic data aggregation by IP addresses [5].

In the table I we can see that most IP (Internet Protocol) addresses that have a high number of outgoing
connections also have a similar number of incoming connections. In this case, author Vliek presents
the assumption that these are active but valid stations. Highlighted, on the other hand, are stations
that have a high number of outgoing connections but few or no incoming connections. According to
Vliek’s assumption, these stations are candidates for spam clients. However, he also states that there are
legitimate stations that are only used for messaging. This category includes, for example, accounts set
up by banks to send account information, online newsletters that send e-mail in some cases even several
times a day. However, most of these cases will have a relatively small number of different IP addresses
to which they send mail.

3. THE PROPOSED METHOD

The development of the detection algorithm can be carried out in several different environments with
different software and hardware resources. The main hardware requirement for the environment is a
relatively high computational capacity. The most practical solution turned out to be the use of the cloud.
One variant of this solution is from Kaggle [6].

The detection algorithm is applied to the dataset. It consists of data items of the same type, in our case a
packet that was sent over the monitored network. The parameters tracked include the following — send
time, protocol type, source IP address and port, destination IP address and port and other.

We use already created datasets. Extensive datasets are available captured from CTU in Prague [2].
Figure 1 shows a schematic of the proposed detection algorithm. The first step is to convert from .pcap
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Figure 1: The basic schema of the algorithm.

format to .csv format and then retrieve it using the pandas package [7]. The next step is to query the
DNS (Domain Name System) blacklists using the pydnsbl package [8]. If the IP addresses are listed, the
message would be dropped by the provider. In our case, it just adds the data from the netflow message to
the aggregation of illegitimate traffic. If the response from the DNS blacklist query is negative, the
information from the netflow record is added to the aggregation of legitimate communication. It is
then checked that the IP address from which the communication is sent still falls into the category of
a legitimate station and has not crossed any of the specified thresholds to further verify that it is not a
spam station. If no threshold is crossed, the process is terminated.

The main indicator of suspicious behavior is the threshold of a large amount of activity in terms of
outgoing connections and on the contrary a small amount of incoming traffic. The second threshold is
the traffic behaviour in time computed from the send time NetFlow value. We are looking for a specific
repetitive behaviour in terms of time / repetitions. The main value of the threshold is weighted centrality
measurement of the average duration. However, this information is definitely not enough. Another
important indicator is the ratio of active to idle time. If all communication is sent at one time every day
or periodically, for example, every 20 minutes, this station has a higher chance of being a spamming
station. The algorithm itself is implemented in Python in the Kaggle web environment.

4. CONCLUSION

The aim of the research was to design an algorithm that can detect end stations in the network generating “
spam” traffic from the traffic log in the form of Netflow messages. The primary reason for filtering using
logs without interfering with the messages themselves is to protect privacy and personal information.

As part of the design, an analysis of the current spam filtering solution with and without interference to
the content of the communication was first performed. The algorithm in its current version retrieves the
underlying data, can check the IP address against a list and produce basic aggregated traffic data from
the perspective of individual stations. Due to time constraints, not all IP addresses in the dataset used
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have been scanned yet, but only the first 10,000 records. Of those addresses, 27,66 % were listed on at
least one list. On average, then, an address was listed on 1,9378 lists in the case of a positive response.

Several IP addresses with suspicious behavior were found in the statistics. The main indicator of such
suspicious behavior was a large amount of activity in terms of outgoing connections and on the contrary
a small amount of incoming traffic. For these stations, there was also a very low number of stations being
sent to. At the moment, it is not possible to firmly establish whether these are end stations generating
spam traffic. It is possible that these are automated informational e-mail boxes.

Based on the analyses, parameters will be determined which will be monitored in terms of IP addresses
and by which it will be decided whether the station is a legitimate user or a spammer. At this stage,
any reasonable statistics of the proposed algorithm are not available. Currently, two parameters are used
that still need to be tuned. Depending on the accuracy, additional parameters can be added. One of the
approaches that will be developed in the continuation of this work is traffic monitoring according to the
author Vliek.
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Abstract—This paper deals with the creation of a wireless network for a swarm of
unmanned aerial vehicles which enables high enough data throughput for transition of
telemetric and application data between unmanned aerial vehicles and ground control
station and also enables communication at a greate distance. Even when unmanned aerial
vehicles are beyond visual line of sight.
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1. INTRODUCTION

Unmanned aerial vehicles (UAVS), also called drones, have a wide area of use-cases because of their
high mobility. Examples of use-cases may be filming and taking photos, transportation of small
packages, military purposes, precision agriculture, surveillance, and many others. Since UAVS serve as
instruments for remote tasks or as devices for data collection, a reliable communication network is
essential. Only with it is it possible to control UAVs by a ground control station (GCS), where all
important decisions are made. UAVSs serve as peripheral devices of the GCS.

One UAV can handle a large number of tasks, adding another UAV and creating a swarm can expand
the number of tasks or save time. In a single swarm can be many types of UAVSs, each type with its
special abilities. On the other hand, it is more challenging not only for a GCS to manage the swarm, but
also demands higher robustness of the communication network.

Since ad-hoc networks are usually limited to the line of sight (LOS) communication between the GCS
and its subordinated swarm of UAVS, cellular network technology is proposed as a solution for the
beyond visual line of sight (BVLOS) communication. In this paper, a communication network for a
swarm of UAVs, enabling BVLOS communication, is designed.

2. SELECTION OF STANDARDS

The main block of communication networks are communication modules. They are made according to
a specific standard, which defines its features, such as the used frequency band, modulation, type of
forward error correction, cryptography and so on. Other important aspects of communication standards
are the network technology, which can be created using modules of the standard, and the topology of
the network. What we are searching for are wireless communication standards with data rate enabling
transmission of telemetry data and application data (data from sensors, video, etc.) in real time,
communication range higher than 100 meters, the ability to communicate BVLOS and the ability to
maintain a swarm containing hundreds of UAVs. Maximum allowable latency depends on the specific
use-case and may range from the tens to the hundreds of milliseconds [1].

The most suitable possibility is LTE, which is the building block of 4G cellular networks. This means
an advantage of already created network infrastructure, so we do not need to build our own
infrastructure. In addition, there is an advantage of using commercial frequency bands, in which there
is less interference. Just the subject with the permission may use these frequencies. In our case the
permission belongs to network providers. The other advantage of cellular network is its coverage of an
area by its signal enabling BVLOS communication between a GCS and a swarm of UAVSs. Data rate for
both downlink and uplink of 4G LTE network may be in orders of hundreds of Mb/s and theoretically
can be data rate for downlink up to 1Gb/s and uplink 500 Mb/s. That is the opposite of our requirement.
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For UAVs it would be better to have a higher data rate for uplink (because of sending application data
back to the GCS), than downlink (the only data the UAV receive are control data). Data rate closely
depends on the environment. Higher levels of noise, obstacles and many other phenomena will decrease
data rate. Nevertheless, data rate of hundreds (even tens) of Mb/s for uplink is still high enough to stream
a video and transmit telemetric data. The only limitations of using 4G networks are the maximal height
and the fee for using a provider's network. Since a base transceiver station (BTS) is supposed to deliver
a terrestrial signal, the signal level above BTS is minimal. The latency of 4G networks ranges between
30 to 80 milliseconds, which is good enough for a most of use-cases. Telemetry requires data rate
ranging 60-100 kb/s for both uplink and downlink [1][2].

Use-cases closely depend on network properties and the technology of the network. The use of 4G
networks is more suitable for urban areas than for rural areas. It is also worth mentioning that the 4G
network allows the swarm of UAVs to be spread over a large area. In general, the use-cases, for which
our network is most suitable, require both large range and high data rate, for example delivery,
surveillance, infrastructure control, first aid, and so on.

Other considered cellular standards for this paper included LTE Cat-M, NB-loT and LoRaWAN. For
ad-hoc network technology are suitable standards ZigBee (802.15.4), HaLow (802.11ah), RFD868,
FrSky and many others. For satellite network technology is suitable for example SPL Satellite
Telemetry.

3. SOFTWARE FOR UAVY COMMUNICATION

Mission Planner is a software for a GCS, enabling planning a mission for one and more UAVS, enabling
configuration of flight controller settings for UAVs, including control of mission commands. Mission
Planner also provides an overview of telemetry data of every single UAV of our swarm and can run its
own system in the loop (SITL) simulation as shown in a Figure 1. Mission Planner is an open-source
software [3].

Quick  Actions Messages Prefight Gauges Transponder Status Servo/Relay Scriptveh

Altitude (m)

1001 1001

Dist to WP (m) Yaw (deg)

194,00 115,88

Vertical Speed (m/s) DistToMAV

0,00 28448 BT

Figure 1: Mission Planner running SIT simulation

Mission Planner communicates with UAVs using a MAVLink protocol, which is an open-source
protocol used not only by UAVs, but also by other unmanned vehicles, such as boats, rovers,
submarines, and others. MAVLink provides methods for detection of lost packets, damaged packets,
and authentication. MAVLink is optimized for hardware with limited RAM and flash memory, such as
microcontrollers [4].

ArduPilot is an open-source autopilot software used in flight controllers, which is the brain of the UAV.
ArduPilot receives and processes tasks transmitted by MAVLink from the GCS. ArduPilot provides
advanced functionality including a real-time communication with the GCS [5].
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4. COMMUNICATION NETWORK

Proposed communication network consists of a swarm of UAVs, which is connected with a GCS over
the Internet. The topology of this network is the star topology since every UAV communicates with the
GCS. The wireless connection between the GCS and the swarm is implemented by a 4G network.
Current 5G networks operate in non-standalone (NSA) mode, so they still use 4G cores in their
architecture, which limits their maximal data rate, so it is still better to use 4G networks because of their
coverage of area and availability of modules. The time of use of 5G networks is yet to come, but when
it comes, an upgrade means simply just replacing the 4G module with a 5G one. The software
infrastructure is the same. 5G will offer low latency (in order of ones of milliseconds for end-to-end
connection), data rate of Gb/s, high reliability and some useful features for UAVs (e. g. remote
identification of UAVS) since 3GPP (The 3rd Generation Partnership Project) includes UAVs among
other use-cases of 5G networks. Figure 2 shows a block diagram of a single UAV communication
network [6][7].

USB dongle «--- TTTTTTTTTTo > BTS --——-——=—== |
: Hadio channel Internet | vpN: 1P 193.168. ...
T 4G network h 4
: GCS connected to
USB : the Internet
1

;VPN: IP 193.168. ...

¥~ |MAVProxy
Raspberry Pi Al - - - oo + | Pixhawk |< - | Components of UAV
UART
3 3
| HDMI/USB/GPIOY... . UART/SPII2C/...
A 4 A 4
Periphery Periphery
(camera) (GPS)
UAV

Figure 2: Block diagram of the network

In order to connect the flight controller of the UAV with the 4G network, a companion computer is
needed. The companion computer is the Raspberry Pi 4 and for 4G signal reception will be used a USB
4G LTE dongle. Within the Internet, the network will be implemented by the virtual private network
(VPN). Within the VPN, the GCS and companion computers have their unique IP, which is used when
creating connections. The companion computer is connected with the flight controller via the UART
interface. Companion computer also enables a peripheral connection of many other peripheral devices,
which flight controllers cannot handle, such as a camera or other sensors producing large amount of
data. The companion computer can also perform on-board tasks, such as signal processing or decision-
making processes. Decision-making allows transmission of a lower amount of data and thus the GCS
can handle more UAVs in the swarm.

Within the companion computer it is necessary to forward telemetric data between the serial port (in our
case the UART port), connected to the flight controller, and the remote GCS, which is represented by
its VPN IP address. For this purpose, an open-source software MAVProxy is used. MAVProxy also can
emulate an UAV by its own SITL, which can be used during tests of communication infrastructure and
offers the possibility of fully controlled tests [8].

5. CONCLUSION

This paper aimed to create a communication network for a swarm of UAVSs, which enables BVLOS
communication between UAVs and a GCS, and also provides sufficient data rate for not only telemetry
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data, but also for application data. The 4G network showed as the most suitable solution for our UAV
communication network because of its coverage of an area, high data rate and sufficiently low latency.
In combination with a companion computer, our network is very flexible and can be used to control a
numerous swarm of UAVSs in use-cases such as delivery, surveillance, infrastructure control, first aid,
and others. 4G network provides a well secured and reliable network for our swarm.

Another motivation for the use of the cellular network is its perspective future. The use of cellular
networks by UAVs is counted by 3GPP. So, UAVSs are included among other use-cases of 5G networks
during ongoing standardization and 5G networks will provide some useful features for UAVs. 5G
networks will also provide a great enhancement in data rate, latency, reliability, connection density and
much more.

It is possible to build on this work by many enhancements. The designed network is suitable for tasks
requiring high data rate and computing power. An example of an enhancement can be UAVs with their
own subordinated UAVs or UAVS serving as a mobile access point.
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Abstract—Secure two-party computation allows two entities to securely calculate a
common result keeping their private inputs secret. By applying this to the weak
Boneh-Boyen signature, a trusted third party is able to sign the user’s message (or a secret
key) without knowing its content (or value). In this article, we present a C library that
implements a two-party computation algorithm for generating a user’s secret key that can
be used in a group signature scheme. The library provides a structured output ready to be
serialized and sent over a network. We also show the computational benchmarks of the
implemented algorithms. The computations on the sender’s side are relatively fast, which
broadens the possibilities of deployment on constrained devices.

Keywords— Secure Multi-Party Computation, Paillier Cryptosystem, Group Signature, C
Language, OpenSSL, GMP

1. INTRODUCTION

A digital signature is an algorithm used to verify the integrity of the message and the authenticity of the
sender. In addition to these traditional requirements, European Union (EU) regulations and United States
(U.S.) strategic plans request new privacy protection features. One way to cover the new demands is to
pass to group signatures. For example, an employee (i.c., sender) within a large company needs to sign a
message on the behalves of the company without revealing its identity to the external receiver. However,
the receiver needs to verify that the sender is an employee of the company and re-identify it in case
of malicious behavior. Therefore, we would need that the sender can sign while remaining anonymous
(Anonymity) and that the receiver in collaboration with a third trust party can identify malicious senders
(Traceability). The signature proposed by Hajny et al. [1] is developed to be efficient on constrained
devices and can be turned into a group signature by applying a secure multi-party computation algorithm
on the key generation as proposed by Ricci et al. [2].

To the best of our knowledge, we present the first implementation of the secure multi-party computa-
tion scheme proposed by Belenkiy et al. [3]. Our implementation has been developed in C language
using GNU Multiple Precision Arithmetic Library (GMP) and partly OpenSSL Library. We also show
the computational benchmarks of the implemented algorithms.

2. IMPLEMENTATION

In this section, we present our proof-of-concept implementation that is focusing on the secure multi-party
computation scheme [3], leaving the proof of knowledge for the second stage of development. The library
is located in a public GitHub repository !. We also discuss how the parameters should be chosen. The
key generation algorithm is run by two entities, Signature Group Manager (SGM) and Senders (Ss). The
SGM and each S need to agree on a key that will be used for signing. Belenkiy et al. scheme [3] allows
S and SGM to jointly compute the value o = g'/(*ki*skm) of the sender’s secret key sk; and the manager’s
secret key sk, without revealing both values. The scheme can be seen as a modified Paillier cryptosystem
that provides proof of knowledge of both secrets sk; and sk,,. Then o can be used to generate a weak
Boneh-Boyen (WBB) signature on a given message. The implementation can be split into two phases:
Setup_SGM algorithm and Join algorithm that are depicted in Algorithms 1 and 2, respectively.

The implementation requires fast computations on large integers. For that reason, C language and
specifically GMP library are chosen as a basis for the implementation. The outputs of Setup_SGM and

Uhttps://github.com/xsecka04/Paillier NIZKPK
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Join algorithms are implemented as structures that can be easily serialized and sent over the network.
During the Setup_SGM phase, the generation of RSA parameters occurs. For this reason generate_r
_from_group, generate_r_from_bitlength and generate_ RSA_SSL were developed. The RSA
parameters are generated using OpenSSL Library, in particular using BN_generate_prime_ex?2 function.
Linux’s /dev/urandom source of pseudo-random numbers is used as a random seed for mpz_urandomm
function that is located in generate_r_from_bitlength and generate_r_from_group functions.
These functions generate a random number in a given cyclic integer group. Once the RSA parameters
are generated, they are encoded in a hexadecimal string from the OpenSSL’s BIGNUM type and initialized
as mpz_t integer types to be further used in the GMP functions.

Algorithm 1 Setup_SGM(«x) Algorithm 2 Join(par)
1: Consider ggc a prime of the right order 1: SGM computes:
2: Generate an RSA-modulus n of size at least 2 & Zgmy ' S Ly
|2°*q% .|, where n = pg,and ¢(n) = (p—1)(g—1) 3 e = h"/#kmg" mod n?,
3: Considerh=n+1€Z, 4: (= gSk’"h” mod n,
4: Generate g of order ¢(n) in Z,: 5: Sender; computes:
5: Generate another RSA-modulus 1, where py, g, 6:  ski,ry & Zgpe,ra < {0...12%qrcl},
are big primes, ¢(n) = (py — 1)(gg — 1) 7 & {0...]2%n|}
6: Consider ) «* Zy and g < () 7. ey = (e /W) 2skintrqec gt mod n?
7: return par = (h,n, g b1, g qzc) 8 ¢ =gy modn,

9: SGM computes:
10 x = Dec(e;) —n/2

GMP contains the multiple precision integer mpz_t data type used for the storage and computations.
Multiple precision (or Arbitrary precision) means that the size can grow dynamically and is not restricted
as other generic fixed precision data types. For the variable to be properly used, it needs not only
to be declared (mpz_t variable), but also initialized (mpz_init(variable)) and cleared after use
(mpz_clear( variable)). GMP library provides several integer operation functions such as arithmetic
(e.g., mpz_add () ), exponentiation (e.g., mpz_powm() ), modular operations (e.g., mpz_invert()), and
pseudo-random number generators (e.g., mpz_urandomm()).

SGM Sender;
SGM Sender; ﬂ
_ . Join )
ﬂ generate el
Setup_SGM )
227 (e
generate nizkpk setup (e1,0)

A 4

ZZ (par) generate _e2
(par) E (62’ t/)

decrypt_e2

- e

- --'X

Figure 1: From left to right, the sequence diagrams of Setup_SGM and Join algorithms

Figure 1 depicts the sequence diagrams of Setup_SGM and Join algorithms, respectively. The parameters
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sent between SGM and Sender; are serialized into JSON objects as hexadecimal strings using JSON
_serialize_Setup_par, JSON_serialize_el and JSON_serialize_e2 functions. On the other end,
the objects are being deserialized using their respective deserialization functions, i.e. JSON_deserial-
ize_Setup_par. Note that the use of these functions is optional and the end user can choose different
formats for the serialization.

Algorithm 2 requires the homomorphic computation of o. As suggested by Belenkiy et al. [3], we
consider the Paillier cryptosystem. In particular, in order to securely compute o, h has to be taken equal
ton+ 1 and A = ¢(n). The decryption needs also to be adjusted accordingly. These modifications are
directly suggested by Paillier [4].

2.1. Parameters Setup

The scheme requires two RSA groups, one for the homomorphic calculations and the other for the
commitment parameters. Parameters b, u, g can be utilized in the non-interactive zero-knowledge proofs
of knowledge, alongside the challenges e;, e; and commitments ¢ and ¢’. We refer to [3] for more details.

Algorithm 1 shows how the parameters should be chosen. There are several steps needed to be specified
in order to implement the depicted Setup_SGM scheme. Note that the RSA-modulus n has bitlength of
at least |23"quc . Following the NIST security standard, we consider qgc a prime of 256 bitlength and
a security parameter x equal to 1350. This brings the RSA-modulus n to be large enough to make the
encryption and decryption secure and follow the NIST standards.

In Step 4 of Algorithm 1, we need to generate g of order ¢(n) in Z,.. Finding an element of order
¢(m) in a big composite group is not an easy task. The traditional approach for finding a generator on
Zye requires the selection of a random number A in the group and the check if A is of the right order.
It is important to notice that a composite group has not guaranteed to possess generators and that the
search requires exponentiations in a big modulus that are computationally demanding. We solved this
issue by considering how Paillier cryptosystem [4] generates the noise in the encryption. Note that
the implemented algorithm is a variant of Paillier scheme. Therefore, we generated a random number
k < Z,. and we computed g < k™ mod n?. In this way, g™ = 1 mod n?, i.e., has the right order for
the computations.

In case of the second RSA-modulus (Step 5), we also considered it of size at least |23’<q}23c| and we generate
b < Zy. Moreover, g has to be taken from the subgroup generated by b (please see Step 6 in Algorithm 1)
and, therefore, we generated a random t <* Z ), and we computed g = b’. Once the parameters are set,
Algorithm 2 can be applied to compute o = g'/(ski*skm) without revealing sk; to SGM and sk, to S. If the
assertion x = ((sky, +sk;)r1 mod n) mod ggc holds, the exchange has been successful and the parties
are ready for a generation of the signature and verification using the wBB signature. Moreover, n/2
calculation is implemented as [n/2] and (e;/h™?) as e;(h"/?)~! mod n?, where x~! denotes a modular
multiplicative inverse and |...| denotes the floor function. The former change was made due to the fact
that 2 has no multiplicative inverse in ¢(n?) and, therefore, n/2 mod ¢(n?) cannot be computed. Table
I shows the chosen set of parameters and their respective sizes. Our choices follow the NIST security
standard.

Table I: Input parameters for Setup_SGM algorithm

Parameter Size [Bits] Value

K (Security Parameter) 32 1350

qec (Order of the Elliptic curve) 256 0x2523648240000001ba344d8000
000007£f9f800000000010a100000
00000000d*

n, 1 (RSA Moduli) 4572 random

g 9139 random

h 4572 n+1

ha 4572 random

'The value is given in the hexadecimal representation.
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3. EXPERIMENTAL RESULTS

The tests were conducted on two devices: AMD Ryzen 9 5900X CPU with 64GB RAM in a Docker
environment built on Debian GNU/Linux 10 (buster) with 5.10.16.3-microsoft-standard-WSL2 kernel
and on a Raspberry Pi 4 Model B - 4GB RAM built on Raspberry Pi OS. For the purpose of testing the
computational time, time.h from the C standard library was utilized as well as a simple script looping
over the computations and storing them into arrays of structures. Table II depicts elapsed CPU time from
the tests with input parameters shown in Table I, which also depicts the bit-lengths of the RSA moduli.
The depicted results in Table II were calculated as a mean over 10 runs. Note that the network overhead
is not accounted for in these calculations.

Table II: Performance benchmarks

Environment | Number of Elapsed Time of Elapsed Timeof Join Elapsed Time of Join
senders Setup_SGM [ms] (SGM) [ms] (Sender) [ms]
Docker 1 3330.96 211.13 194.37
50 2810.68 10341.12 9662.89
100 3128.50 20655.89 19286.74
Raspberry 1 24489.47 2915.55 2721.11
Pi 50 20472.66 145558.53 135836.86
100 20974.48 290718.96 271411.49

As shown in Table II, the most time-consuming computations are done on the SGM side and the compu-
ting requirements on the sender’s side are relatively negligible. The table shows the time complexity
independence of Setup_SGM algorithm and the linear dependence of Join algorithm on the number
of senders. If we consider the elapsed time of Setup_SGM algorithm, the variation between 1 and
100 senders is due to the fact that some of the parameter generators do not take a constant time to
compute. Moreover, the serialization of the parameters accounts for around 6 ms in each serialization/
deserialization pair. This provides the possibility of deploying the algorithm on microprocessors for a
wider array of use cases. Due to the fact that Join algorithm has to be run only once, 2.7 seconds can
still be considered feasible on constrained devices.

4. CONCLUSION

To the best of our knowledge, we present the first implementation of the secure two-party computation
scheme proposed by Belenkiy et al. [3]. To do so, we developed a library that provides a structured output
ready to be serialized and sent over a network. Moreover, we presented the performance benchmarks
without networking overhead and showed that the computing beared on the sender is minimal.

As future work, we will continue with the design of the PKs and their implementation. Moreover, we
will show how the verification phase can be accomplished on elliptic curves using bilinear pairings as
well as modeling the network communication.
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Abstract—This paper describes the software side of the outdoor carbon dioxide flux
low-power measuring station prototype. In the following lines, the selected chamber
measuring method is described as well as the IoT protocol LoRaWAN, which is used in
this project. The principle of measuring software and following data processing is also
introduced. Controlled parts are thermometer, CO, sensor, and chamber fan. The device is
intended to be used in places that have natural sources of carbon dioxide. Measured data
are sent through the LoRaWAN network for visualization and further evaluation.
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1. INTRODUCTION

This paper presents a validation and innovation of development of a wireless field measurement station
for natural carbon dioxide monitoring, in particular focused on an optimized system-on-a-chip (SoC)
STM32WL platform [9], with focus on its software side to evaluate the performance of this SoC as
a possible upgrade to an already existing system presented by authors of [1]. The target application
location requires a technology, which allows connectivity over large distances of kilometers while being
energy-efficient due to battery power. To meet these requirements, it is appropriate to use a LPWAN
solution as this is a typical [oT use-case, of which the LoORaWAN protocol is used in this work, mainly
to remain comparable with solution used originally by [1]. The chamber method is chosen for carbon
dioxide measuring [1, 8], as the chamber is insulated from the surrounding influences and thus simulates
ideal conditions throughout the measurement cycle. Data collection takes place in a fixed interval.
Once the measurement is complete, the CO, flow is calculated, and the data is sent to the application
server, where it can be stored and evaluated in human-readable plots. The prototype is based on the
project of authors of [1], yet instead of using discrete MCU and radio module this application focuses
on validating and optimizing the design by utilizing STM32WL SoC using the STM development kit
NUCLEO-WLS55JC, which natively supports the LoRa modulation essential to communicate using the
LoRaWAN, and also offers several low-power modes for energy saving. Temperature sensor DS18B20
and MH-Z16 non-dispersive infrared (NDIR) carbon dioxide sensor were both chosen with focus on
performance-price ratio and as they are intended for use in the older version of the system [1], as well as
the PWM controlled fan is present to ventilate the chamber after each measurement.

2. CHAMBER METHOD

The advantages of this solution are the low cost along with ease of deployment and use. The chamber
is made of impermeable material, e.g. PVC, and has a volume of liters to tens of liters. To measure the
carbon dioxide from the soil, it is advisable to cut out all the flora in the chamber area, as the chamber is
shaded and photosynthesis does not take place in the chamber and the CO2 produced by the plants would
distort the results.

PV dC
~ RTA dt M
where Fcp, is the amount of CO, per unit area per time s, R is the molar gas concentration [gmol m3
s72], P is the atmospheric pressure [Pa], A is the soil area covered by the chamber [m?], V is the volume
of the chamber [m®], T is the air temperature [K] and ‘Z—f is the change in concentration [ymol/mol/s] in
the chamber over time [1]. The measuring station is placed in the chamber and collects samples for a
defined period of time. From these, the parameters are calculated for input to the equation.

CO;,
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Reference Use case Power source

[2] Outdoor flux measurement Lead acid battery
[3] Outdoor concentration measurement  Lithium battery
[4] Indoor concentration measurement Grid voltage

Table I: Comparison of some devices similar to the project, intended to measure carbon dioxide

Although there are commercially available solutions (for some examples see Table I), presented
solution aims on cost reduction and custom design according to specific needs of the target project [1].
Compared to these devices for flux measurement introduced system offers primarily lower cost, also
there is no need to pay monthly fees for SIM card, since LoRaWAN has possibility to deploy a private
network. On the other hand due to lower cost of device it’s purposed to monitor long time trends instead
of precise measuring. Another motivation related to low cost is easier replacement in case of theft or
damage by third party.

3. LORAWAN

LoRaWAN is an LPWA network protocol developed for IoT applications. It supports bidirectional
half-duplex communication, end-to-end encryption, and localization. The number of messages per day is
unlimited. It also offers the possibility to create a private network. When talking about LoRaWAN, it is
also important to mention LoRa modulation, which forms the physical layer for LoRaWAN. Using LoRa
itself, it is possible to establish peer-to-peer connections. LoRaWAN extends this and allows multi-point
connections to be established, which is particularly applicable to gateways that can serve multiple end
devices, as depicted in the architecture diagram in the Figure 2.

LoRa
I/ECt;h(ﬁrrllet / D
ellular
% BT /Wi-Fi
g <y T

/ Gateway Server Apps
LoRa

Figure 1: Architecture of LoORaWAN network

LoRa modulation encodes messages into radio waves using chirp pulses. A chirp is an analog signal
that either increases or decreases in frequency over time. Accordingly, there are two basic types of
up-chirp and down-chirp. The LoRa framework is composed as follows. First, a preamble of 8 up-chirps
is transmitted, followed by two synchronizing down-chirp symbols. Then the data itself and an optional
checksum are transmitted.

For further calculations, it is necessary to define several parameters describing the transmitted message.
The first is the Spreading Factor, which indicates the number of bits carried by each symbol. In the
ISM 868MHz band it takes values 7-12. At a greater distance from the gateway, or in case of high
interference, we choose a higher value. However, the increase will result in lower speed and longer
Time on Air, which is limited by local regulations. Another parameter is Coding Rate, which expresses
the ratio of bits carrying useful data and redundant bits for detecting or correcting errors caused by
transmission. Allowable values are from 4/5 to 4/8, again choosing a higher redundancy in case of
worse radio conditions.

After defining these parameters we are able to determine equations for calculating Time on Air.

tpreamble = (npreamble +4,25) - T )
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Where n is the length of the preamble and T is the period of symbol duration.

8PL — 4SF + 28 + 16CRC — 20
4(SF - 2DE)
Where PL represents payload in bytes and CR represents coding rate. The following values are boolean,

representing the activation or deactivation of the parameter — CRC is the checksum, DE is Low Data
Rate Optimize and H is the header where the reverse logic is applied, where 0 means enabled.

0 (cr+4),0) 3)

tpayload = Ts (8 + max(ceil(

ToA = tpacket = tpreamble + TPayload )

Where t are the corresponding preamble and payload times from previous relations.

In the LoRaWAN topology, there are end devices and gateways. End devices are e.g. sensor stations
like the one presented here. Gateways are devices that forward LoRaWAN packets to servers on the
Internet. The principle of the protocol is as follows. The end device sends a message which is received
by all gateways in range. The gateways forward the message to the network server, which handles
duplication, message decoding, and forwarding to the application server.

LoRaWAN defines three operational classes. Class A specifies duplex communication with the
gateway. The end device can send at any time, after sending it opens two-time windows when it listens
for a response from the gateway. It is forbidden to use both, because if a response is received in the
first, the second window will not open again. This class is best suited for battery-powered devices, as
they spend most of their time asleep. The other two classes extend the functionality of class A. Class B
adds the ability to add scheduled reception windows. When using this class, the gateway periodically
sends synchronization beacon frames. It is because of the processing of beacon frames that Class B
devices typically have less battery life compared to Class A. Class C devices have a constantly open
receive window, this causes zero delays in the down-link direction. On the other hand, these devices are
constantly active, so they are most often grid powered.

4. MEASURING AND DATA SENDING

The process described above is implemented in software in the microcontroller. The selected sensors
are MH-Z16 for reading the concentration of CO;. Its range is 0-5000ppm, which is fully sufficient
considering standard outdoor conditions, the accuracy reported is 100ppm + 6%. It also offers several
readout options such as analog voltage level, PWM signal, and the UART interface used in this project,
where there is also an option for possible calibration of the probe. The temperature sensor chosen is the
DS18B20 in a waterproof design with an accuracy of 0.2°C and a measurable temperature of -55°C -
125°C. The thermometer communicates over a 1-Wire bus for which there is no built-in support in the
STM libraries, so a communication protocol for this interface had to be written. The measurement starts
by collecting several samples of temperature and CO, concentration, then the program waits and repeats.
From the concentrations, a concentration versus time function is calculated using linear interpolation,
and from the temperatures, the average temperature throughout the measurement is calculated. In order
to the importance of the initial and final measurements, several samples are taken to minimize the effect
of the error. All variables in the cycle, such as the number of samples, time between measurements,
volume, and area of the chamber, can be configured using macros. Before the actual insertion into 1, its
derivative is calculated from the concentration function. After the measurement cycle is completed, the
collected data are sent to the server. It sends mainly the calculated flux, but also all the data that was
used to calculate it. To provide connectivity, services of The Things Network are currently used, which
offers a limited duty cycle of 0.0347% in the basic free model, compared to the maximum allowed 1%.
If this duty cycle is not sufficient it is possible to reduce Time On Air by sending only the monitored
concentration. Considering the highest possible Spreading Factor = 12 and Coding Rate = 4/8, the Time
On Air value for the current 20B payload is 926ms after inserting 2 3 4. With a daily transmission time
of 30 seconds per day, up to 32 messages can be sent.

5. DATA PROCESSING AND VISUALIZATION

When a message is received on The Things Network server, a module called broker processes the message
first. The broker takes all received duplicates, extracts gateway-specific information from them, and adds
it to the final message. After that, we can work with the received message. There are several formatting
options available. In this case we will use the JavaScript formatting option. The received data are then
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Figure 2: Received data on The Things Network

decoded into a human-readable form. When it comes to sending message to the application server. Again,
there are several predefined options for the integration with the most well-known IoT services. Some of
these were tested for data visualization, but even for use with a single device,no option was found for
use free of charge. For this reason, it was decided to use own solution, where the received messages
are sent to an existing server with a modified open source monitoring tool Zabbix. This was achieved
using the universal WebHook integration. The final pitfall to successfully displaying the measured data
is the fact that the Zabbix implementation only accepts GET requests with parameters in the URL, while
The Things Network sends a JSON file using the POST method. Thus, an additional intermediate step is
required. A PHP script is prepared on the monitoring server, which receives the message parses the JSON
file, and finally calls the cur/() method, which sends a GET request to Zabbix with JSON parameters.

eui-0080e115000a9a92: concentration

W concentrationénd  al] 7314 7124
B concentrationstart (3l 7258 7204

©ui-0080e115000a9a92: flux

last min avg  max
Mfux  [all] 01122 02327 01641 03953

ui-0080e115000a9a92: temperature

st min  avg max
W temperaturebnd  [all] 253125 23.5 245413 253125
B temperaturestart  [all] 253 233 24875 3

Figure 3: Zabbix graphs

6. CONCLUSION

In the current era of constant surveillance and monitoring requirements, the IoT solutions are proving
to be great option for many diverse applications of data acquisition and aggregation. Their biggest
advantage is the low energy consumption, which allows to monitor remote locations without the need for
intervention for years. The proposed prototype, which focuses mainly on the development of firmware
for the STM32WL system-on-a-chip platform on a development kit, has proven to be functional and
usable. Hence, after a deeper power analysis and optimization, it will be ready for deployment in the
target area, and to undergo a complex comparative analysis against the older system solution driven by a
dedicated MCU and a dedicated LoRaWAN radio module, which is the main contribution of this project.
An additional benefit is the visualization using plots available in a custom environment, which allows
comfortable monitoring of the physical quantities trends over time.
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Abstract—This paper is focused on the role of battery capacity in charging habits
of battery electric vehicle (BEV) users. For this purpose, a simulation that mimics the users’
behavior was created. Using this simulation, the differences in charging frequencies
in vehicles with different battery capacities were studied. Using the same simulation, a load
shape of power demand was derived that showcases how the technological advances
in regard to increased battery capacities may affect this power demand.
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1. INTRODUCTION

The share of BEV among the vehicle fleet is gradually growing. Consequently, the impact of this rise
on the power grid is being explored in many research papers. The main effect to consider is the increased
demand created by charging of BEVs. Load shape of such demand depends partially on the behavior
of individual drivers, especially regarding daily driven distances, conditions and time of connection
to charging, etc. The demand created by charging also depends on the structure and parameters
of the vehicle fleet, such as consumption of energy and battery capacity. Charging infrastructure
in the place of frequent charging also plays a role. This paper aims to show this demand created by BEV
charging with special focus on the role of battery capacity on the charging habits of drivers.

2. SIMULATION PARAMETRS

To evaluate the aforementioned effect of rise in battery sizes the simulation aims to mimic the behavior
of BEV users to derive the load shape created by the consumption of BEV during their charging over
the course of one week. The simulation considers conditions in small sub-urban municipality. The key
parameters of the simulation are mentioned in the next paragraphs.

Key parameter is daily energy consumption, that can be calculated by estimating daily driven distance
and multiplying it by consumption of energy per km. To estimate the daily driven distance, data from
study Cesko v pohybu were used [1]. On average, one-way trip distance is 15.5 km. Standard deviation
of these data is 26.8. According to [2], for estimation of daily driven distances, a log-normal probability
distribution function (PDF) can be assumed. Considering that the number of trips in given day is usually
2 (as per data in [1]), the daily driven distance for each BEV is assigned according to log-normal PDF
with mean distance of 31 km and standard deviation of 26.8. Logarithmic values calculated from
arithmetic values of the associated normal distribution are equal to p=3.155 and 6=0.747. In respect to
consumption, there are three types of BEV considered in the simulation. Type A with 180 Wh/km
consumption and 20 % share in the fleet, type B with 207 Wh/km with 65 % share in the fleet and type
C with 263 Wh/km with 15 % share in the fleet.

Another aspect of the simulation is the conditions in which the connection to charging can be assumed.
If the mentioned daily driven distances and consumptions are considered, the battery state of charge
(SoC) at the end of the day may still remain on a level that does not warrant a plug in for charging. For
this reason, a model that does not consider daily charging was created. Specifically, to model driver
behavior regarding charging habits a probability of connection is calculated based on SoC at the end of
the day. For this calculation an exponential dependence between SoC and probability of connection to
charging (p) is assumed, based on [2].
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1
1+e—kp~(—SoC+xp)' (1)

p:

where k, represents a coefficient of range anxiety, SoC is state of charge (%), X, represents a SoC in
which p=0.5. In [2], parameters k; and x, were set, based on empirical evidence, to x, = 35 and k, = 0.13.
Same parameters are assumed in the simulation.

The simulation considers conditions in a small sub-urban municipality, where high share of home
charging is to be expected [3] due to higher number of private parking spaces with access to a private
charger [3]. The simulation considers three types of chargers, in respect to power. Specifically, 3.6 kW,
6.9 kW and 11 kW chargers are considered. Power delivered from chargers is lowered by expected
losses that are defined by the consideration of 95 % efficiency of charging. Another important aspect of
the simulation is the time in which the connection to charging can be expected. According to [2], normal
PDF can be assumed. The simulation used in this paper also uses normal PDF with mean time of
connection set to 16.53 h with standard deviation set to 1.99 h. In the simulation it is assumed that all
vehicles get charged to maximum SoC.

3. BATTERY SIZE

As mentioned in the beginning, the battery size of vehicles can be one of many factors that play a role
in drivers charging behavior. It can be expected that with the growing market share of BEVS,
the capacities of battery packs will increase in efforts to make the drivable single charge distance longer.
The change in battery sizes could lead to change in users behavior in regard to charging habits.

Based on information in [5], the average battery capacity of the most used BEVs in Czech Republic for
year 2017 was about 40 kwWh. Based on the top 10 most used BEVs in CZ for year 2021 (as per statistic
in [6]) the average capacity is around 54 kWh (battery capacities for each BEV were gathered in electric
vehicle database [7]). The average capacity of the top 10 newly sold BEVs in 2021 is about 60 kWh,
according to information in [7] and [6]. The analysis [5] assumed the rise in battery sizes to be
2 kWh/year and according to another study in this field [8], a rise in battery capacity by 2030 is expected
to be 50 %. For baseline simulation a current condition of the battery sizes was considered. This variant
of simulation assumes three types of BEVs with their capacity and share in fleet. Type A is a vehicle
with 35 kWh capacity and 20 % share in fleet, type B has a 50 kWh capacity and 65 % share, type C
has a 80 kWh capacity and 15 % share. The simulation assumes 1709 BEVs, which simulates a condition
that would be present at the place of interest, if all the vehicles would be electric. The availability
of charging infrastructure in the place of the longest stay is also important. Because of that another
simulation assuming that only BEVs parked in garages would be charged in home was carried out. The
number of garages in the place of interest is 742. Results of both simulations are in the following figure.

. e P1709 BEVs

- 742 BEVs

=3
= 1000
a
500 /\ /\
L /\ VA WA, . \
Sat

Mon Tue Wed Thu Fri Sun Mon
t (days)

Figure 1: Results of baseline simulation

Important note is that the simulation assumes that all BEVs start the given week fully charged. This
situation may not be far from reality as it is quite possible that drivers would want to start weekend fully
charged. Since only a few users make trips in lengths, that would warrant a charge after just one day,
the load level in the beginning of week is quite low. As the week progresses the expended energy
cumulates, and the SoC of vehicle decreases resulting in higher peaks in demand for charging in later
days of the week. These peaks directly correlate to number of users that charge their vehicle. In the
figure below, the number of drivers charging their vehicles is shown (numbers are relevant for
simulation considering 1709 BEVs). Compared to Figure 1, the correlation can be seen quite clearly.
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Figure 2: Number of drivers connected to charging each day

Figure 2 shows that the number of drivers connected to charging each day is a key factor, for the total
load demand. The number of drivers that will connect is dependent on the capacity of the vehicles, which
can be demonstrated by figure 3. It shows how many vehicles from specified vehicle category are being
charged each day of the week.
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Figure 3: Relative number of drivers (from each vehicle category) that connect to charging

The share of vehicle types is not uniform, so to compare the number of connections across the categories,
the number of drivers that connect to charging is shown in values relative to the amount of vehicles in
given category. The figure shows that vehicles with the lowest battery capacity (35 kWh) are charged
more frequently than the vehicles with higher capacity batteries. Since the role of battery capacity has
been established, an analysis of the effect of growing vehicle capacity on the demand created by charging
can be examined. The assumed battery capacity growth is 10 kWh over 5-year period. The growth is
similar to the one assumed in [5]. Important statistics from the simulation are shown in following table.

Table I: Number of charged vehicles per week

Year  Number of vehicles Average Maximum Average Average
connected to charging recharged recharged charging charging end
per week energy energy time time

() () (kwWh) (KWh) (h) (hh:mm)

2020 1527 35.8 75.6 6.6 23:12

2025 1242 40.7 80.3 7.5 00:12

2030 906 45.4 91.0 8.2 00:54

2035 649 50.0 104.3 9.3 01:36

2040 483 54.5 106.1 9.9 02:24

With growing battery capacities, vehicles stay in the range of SoC that does not warrant charging
for longer time, which in turn results in users charging their vehicles less frequently, this leads to lower
number of charged vehicles per week. It should be noted that vehicles that do not get charged in shown
week will have to be charged in the next week. The simulation was made to simulate just one week.
Because vehicles stay longer without charging, they expand more energy between charges, which leads
to increased amount of energy, that needs to be recharged. With this the time it takes vehicles to fully
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charge increases and subsequently the time when vehicle is fully charged moves more into the following
day. As shown earlier vehicles with higher capacities are not charged as often as vehicles with lower
capacities. Because the simulation shows only one week, vehicles with high capacities (especially
type C) have lower share among vehicles being charged. If a subsequent week was simulated, these
vehicles would probably have to be charged, with amount of energy to be recharged higher than shown
averages. To show the amount of energy recharged by the vehicles with highest battery capacities among
the fleet, the maximum energy recharged is shown. This energy increases with battery capacities as well.

4. CONCLUSION

The main aim of this paper was to show the correlation between BEV user behavior and battery capacity.
It was shown that vehicles with smaller battery capacities tend to be charged more frequently. Same
effect was shown in simulation that attempted to see how the technological advance leading to increased
battery capacities may affect the load demand created by charging. It was shown that growing battery
capacities lead to higher amount of energy that needs to be recharged. The charging time for vehicles
depends on the amount of energy being recharged and the power of the charger. Increase in recharged
energy leads to increase in charging duration and point at which BEV reaches full SoC shifts to later
time. If BEV users would want to fully charge their vehicle, increased battery capacities could lead to
increased need for higher power chargers, so the vehicles can reach full SoC before their next use
(typically overnight). This in turn could lead to increased peaks in power load created by charging.
Another possibility is that users may utilize lower power chargers, possibly due to financial reasons and
charge their vehicles more frequently, so the amount of recharged energy is not as high. The model
shows an ideal situation, where no effects other than battery capacity come to play. It is important to note
that there are more factors influence charging behavior. For example, it is possible that in the future
some users may utilize devices allowing for charging in times when electricity is cheaper or utilize
electricity from photovoltaic panels. These external influences could result in deviation from examined
effect of increased battery sizes. The simulation itself is a groundwork for research that will follow.
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Abstract—The life cycle of a car includes three basic phases: production, operation and end-of-life. All
these phases can potentially produce emissions that have a direct impact on the environment. However,
different types of cars may produce different amounts of emissions during the life cycle phases,
depending not only on the type of propulsion but also on local factors such as the emission factor of the
energy mix. The results of the research showed that the potential environmental benefit of lower
greenhouse gas (GHG) emissions of battery electric vehicles depends primarily on the emission factor
of the energy mix. In countries such as Poland, where the majority of electricity produced is generated
by burning coal and lignite, the life cycle environmental performance of battery cars will be higher than
that of combustion cars. Conversely, in countries with a favorable energy mix, such as Sweden, the
potential to reduce transport emissions by replacing the existing car fleet with electric cars is significant.
Practical part of this papers aims to compare the environmental impact from the view of greenhouse gas
emissions throughout the life cycle of conventional petrol, diesel, natural gas and electric cars in local
conditions.

Keywords—Ecology, cars, emissions, life cycle, production, operation

1. INTRODUCTION

With the current pressure to minimize the environmental impact and greenhouse gas emissions of
transport, alternative forms of vehicle propulsion, primarily battery electric cars, are being promoted.
However, the carbon footprint of BEVs (battery electric vehicles) can vary considerably depending on
the country in which they are operated, because although they do not produce emissions directly during
operation, the emissions from electricity generation depend on the emission factor of the local energy
mix.

The life cycle of a car consists of production, operation and end of life. It is then important to further
divide the operational phase into primary and secondary emissions. As this is a cradle-to-grave analysis,
the life cycle of the car and the resulting emissions are considered from the point of extraction of raw
materials, their processing and conversion into parts, assembly, logistics, car operation and fuel
production processes to the end of life and associated recycling.

4 types of propulsion are analyzed in this work: petrol, diesel, CNG (compressed natural gas) and BEV.

2. MODELLING OF REFERENCE CARS

For the purpose of assessing the cars that are currently in common use in Czechia, 4 reference cars were
modelled, 1 for each type of drive mentioned above. The technical specifications of these cars are based
on at least 4 representatives of popular C-segment vehicles, i.e., cars of the lower middle class with the
intention to represent actual cars actually used in the present on Czech roads. The parameters of the
modelled reference vehicles are given in Table I.

The next important parameter to be set is the mileage of the reference car. According to Kazda [1] the
average car in Czechia travels 29 km daily and as reported by ACEA (European Automobile
Manufacturers’ Association) [2], the average car age in Czechia is currently around 15 years. After a
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simple calculation with the use of the mentioned data, it emerges that average local car’s mileage over
its life hovers around the 160 000 km mark, which is a crucial piece of information for further
calculations.

Table I: Reference car technical parameters

Unit Petrol Diesel CNG BEV
Enigne displacement I 15 2.0 15 -
Maximum power kW 116 103 89 98
Curb weight kg 1254 1378 1309 1522
Curb weight without battery kg - - - 1208
Battery weight kg - - - 314
Battery capacity kWh - - - 46
WLTP emissions g CO2/km 127 116 101.75 0
) 1/200km 5.6 4.4 - -
W'—Tczncsmt;t';gﬂ fuel m3/100km - - 5.7 -
kWh/100km - - - 16

3. CALCULATION

The aim of this paper is to evaluate a car’s lifecycle environmental impact from the greenhouse gas
emissions point of view; therefore, the process of calculation shall lead to a final value of greenhouse
gas emissions in tons of CO.eq for each propulsion type reference vehicle. The base equation used for
the calculation is (1), which is a sum of emission values coming from the individual phases of a lifecycle.

E = Eprod + Eop + EgoL 1)

The greenhouse gas emissions emitted during the phase of production were then calculated according
to (2), where Eproq Stands for the amount of greenhouse gas emissions created during the process of
vehicle manufacturing in tons of CO2eq, Mcurs IS the curb weight of the vehicle and eproq is the emission
factor of the production per kilogram of the vehicle’s weight in kg COzeq/kg. The same value
5 kg CO2eq/kg of meuw was used for the petrol, diesel and CNG car manufacturing as well as for
manufacturing of the BEV glider. Both Hawkins et al. [3], who determined this value in terms of cradle-
to-gate emissions by compiling an inventory of generic automotive components (about 140
subcomponents) and inferring their emissions intensity, and Schuller and Stuart [4], who reported an
emission factor of 6 kg COzeq/kg for 2017 and assumed 5 kg CO.eq/kg for 2030, lean towards this
value.

Eprod = Meyrp X €prod 2

The calculation of BEV production emissions requires a slightly different approach, since the production
of the car battery has a significant impact on the final amount of greenhouse gas emissions of production.
Equation (3) is used to calculate the BEV emissions separately for the vehicle’s glider and the battery
based on its capacity Cparand emission factor of battery production resulting from analysis of 50 battery
production studies [5].

Eprod = (mglid X eprod) + (Cpat X €pat) 3)

The phase of operation in this paper is concerned primarily with the well-to-wheel emissions, which
represent the fuel cycle from its extraction and treatment, to logistics and its combustion or use in the
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target vehicle. Emissions from the maintenance were not considered, because parts like tires are equal
to all the reference vehicles and would make no difference. Other maintenance processes would only
add an insignificant amount of emissions to the final result. The total well-to-wheel emissions were
calculated as a sum of Well-to-Tank and Tank-to-Wheel emissions, as is shown in equation (4).

Eop = Ewrr + Errw (4)

While calculating well-to-tank emissions (5), local pathways of fuel were considered and their emissions
factors were taken from the JEC (EU Joint Research Centre, EUCAR, Concawe) Well-to-Tank report
v5 [6]. The emission factor ewrr is then multiplied by the fuel consumption of the reference cars over
their operation phase mileage V. As for the BEV, the emission factor of fuel production represents the
emission factor of the local energy mix which, according to European Environment Agency [7], is
436,6 g CO2eq/kWh.

Eyrr = ewrr XV (5)

Tank-to-Wheel emissions are then calculated as a sum of emission factors representing WLTP
(Worldwide harmonized light-duty vehicles test procedure) CO, emissions in addition with CO;
equivalent of N,O and CH, calculated as fractions of their emission limits according to EURO 6 standard
multiplied by their global warming potential and then multiplying the sum by the reference car life
mileage d (6). For the case of BEV, its Tank-to-Wheel emissions result in naught, since the BEV
produces no tailpipe emissions during the operation.

Errw = (éwrrp + en,o +ecu,) X d (6)

The emissions produced in the end-of-life phase of the vehicles have not yet been calculated at the time
of writing this paper and are the subject of further work.

4. RESULTS AND CONCLUSION

As of the current progress, the results of greenhouse gas intensity of the selected reference vehicles are
visible in Fig. 1.
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Figure 1: Calculation results
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The results show that majority of GHG emissions produced by the petrol, diesel and CNG cars come
from the Tank-to-Wheels process i.e., the fuel combustion. Emissions from the production of the fossil
fuel vehicles are roughly the same, around 6,5 t CO2eq, while production of the BEV is almost twice as
GHG intensive. Regarding the energy mix emission factor in Czechia, it is still less emission-intensive,
than the whole life cycle of the three considered fossil fuels.

In conclusion, the considered reference BEV emits the least greenhouse gas emissions during its
lifecycle among all of the four compared propulsion type vehicles, although its emissions intensity is
heavily dependent on the local energy mix, as it varies across the countries and the Well-to-Tank
emissions are this vehicle’s most notable greenhouse gas emissions source. It is highly probable, that
BEVs operated in countries with more environmentally friendly energy sources, such as Sweden or
Norway, would account for much lower amount of greenhouse gas emissions over their lifecycle.

It is important to note, that emissions from the end-of-life phase are to be added, although even despite
the fact that the recycling process of BEV batteries is more emission intensive, it will, probably, not
shift the results.
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Abstract—This paper focuses on developing a mobile robotic system capable of wireless
movement and control. The robot can be controlled immersively via the virtual reality
headset, or from any other device like a laptop or a mobile phone connected to the same
Wi-Fi network. The robot houses a stereographic camera pair that streams near real-time
video allowing the user to pan & tilt using only a head movement. The solution proposed
in this paper also focuses on keeping the overall price low while maintaining as much room
for future improvements as possible.
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1. INTRODUCTION

Visual telepresence is a field that has experienced a lot of breakthroughs in the recent decades. With
the invention of the internet and its speed increasing at an unprecedented rate in the last years, it finally
became possible to transmit a high resolution video stream with relatively low latency. Hardware has
become so efficient in encoding and decoding, that its now possible to work with such streams on a
relatively cheap devices. Also virtual reality is seeing first generation of consumer devices to offer true
wireless and fully immersive experience.

Most of the already existing telepresence systems offer very limited motion capabilities, require
difficult setup or are just too expensive for individuals to buy. The cost is reasonable once you factor in
all the requirements they need to meet in order to function seamlessly in all kinds of environments, carry
and use all kinds of tools to complete their predefined tasks etc.

Stripping away most of the cost, requirements and trying to work only with off the shelf parts makes
visual telepresence robots easier to get by consumers, maybe even inspiring the masses to build upon
those and create new things.

This paper proposes a mobile robot based on the open source 3D printed platform [1] that uses a
Nvidia Jetson Nano microcomputer capable of encoding and wirelessly transmitting two FullHD video
streams powered by a Li-Po battery. The robot also contains a Raspberry Pi Pico microcontroller board
to control 2 stepper motors to allow for robot movement and 2 servos to allow for head tilt & pan. Due to
a need for battery voltage regulation and stepper motor drivers implementation a custom PCB has been
designed and manufactured. The proposed robot runs a script that creates a RTSP over UDP server with
camera streams being provided and to receive a control input stream. This allows for almost any device
to connect and control the robot. This paper primarily uses a Oculus Quest 2 VR headset.

2. ROBOT ELECTRONICS AND WIRING

The crucial part behind all the input and video processing is a Nvidia Jetson Nano microcomputer. It is
capable of encoding two Full HD resolution streams with hardware acceleration while simultaneously
streaming them using GStreamer [2] to multiple other devices. It also has enough processing power to
communicate with Raspberry Pi Pico microcontroller to send commands for all the actuators used. Doing
all this, it still has plenty of power left for possible future improvements. It has maximum of 25 W power
draw, so it doesn’t even generate much thermal output to be an issue.

The use of Raspberry Pi Pico microcontroller was a necessity due to a low output current capabilities
of Jetson Nano and also for the lack of a precise clock signal needed to drive servo motors.
The communication between those chips is handled via the UART protocol.

Custom PCB has been designed and manufactured for easier integration of input voltage regulation
that can range anywhere between 8-35 'V, stepper motor driver connection (working with either A4988
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or DRV8825 stepper motor drivers) and current boost for servo motors. The proposed PCB is about the
same size as the Jetson Nano microcomputer, but could be definitely made smaller if SMD parts were to
be used.

The robotic platform currently uses two 2MP IMX291 camera modules with a field of view of 120°
using USB 2.0 connection. Those modules are capable of delivering 1920x1080 @ 30 FPS video and
the also contain a microphone that can be used to enhance the immersiveness even more in the future.

(a) Custom made PCB (b) Nvidia Jetson Nano

Figure 1: Robotic platform control electronics

3. ROBOTIC PLATFORM AND ELECTRONICS INTEGRATION

An open source 3D printed platform [1] with minor modifications has been used as a vessel for all
electronics. This platform is by no means simple, easy to maintain or even capable of carying any kind
of heavy load. On the other hand, it provides the robot with character which is arguably more important
given the aim of this paper discussed in the introduction.

In contrast to the original project, stepper motors have been used instead of DC motors. This adds
additional signals to control them making the drive a bit more complex, but also has a potential of
providing better feedback if some kind of mapping algorithm were to be used in the future.

All electronics has been fitted into the body of the robot leaving almost no space for expansion. Future
versions of the PCB could help to regain some of that space back while also reducing the amount of
cables used as they are somewhat prone to disconnect during the operation.

4. SOFTWARE ON THE ROBOTIC PLATFORM SIDE

The Jetson Nano microcomputer runs an Ubuntu 18.04 operating system. This provides the robot with a
variety of ready to use packages to benefit from. For the video streaming, this paper is using gst-rtsp-server
library [3] to build a RTSP server and handle all the incoming connections. Using this library and tuning
the GStreamer pipeline for a minimum latency we’ve been able to achieve around 120 ms of glass-to-glass
latency provided the uncongested network. Such latency is noticeable, but definitely not very irritating
for shorter sessions.

The microcomputer also listens for a UDP stream containing control input for the actuators. The
protocol only contains speeds and directions for the stepper motors and absolute positions for the servo
motors at the moment, but could be definitely expanded to encapsulate more data if there would be a
need to do so in the future.

The Raspberry Pi Pico microcontroller has a very basic functionality of parsing the control input string
and moving the actuators. A timeout for the stepper motors has also been implemented to conserve power
when no control input is present.

5. VIRTUAL REALITY HEADSET APPLICATION

Oculus Quest 2 virtual reality headset has been chosen for the needs of this paper. Its relatively cheap,
but most importantly it is capable of fully wireless operation without any external hardware. Oculus
software development kit [4] is intended for its native platform, which is Android, but has integrations
even for game engines like Unity or Unreal. Game engines are surely beneficial for quickly creating
more advanced scenes, but for the highest flexibility, the native approach is ideal. As this paper only
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(a) Robot frontal view (b) Electronics compartment

Figure 2: Robotic platform electronics integration

implements basic video rendering and hand controller position querying, the application has been created
natively using C and Java programming languages.

To receive from the existing RTSP video stream, pre-built GStreamer binaries has been added to the
project. It allows for the same code for video consumption to be shared across all platforms interacting
with the proposed robotic platform.

Rendering the received video to the screen is achieved with the OpenGL API and EGL API for
interfacing with the native window. The hand controller and head positions are queried via the VrApi
which is part of the Oculus mobile software development kit.

Individual tracks of the robotic platform are controlled with respective side joysticks on the hand
controllers. The joysticks have analog outputs, so the speed can be set in a very natural way.

Figure 3: Quality of the received image

6. CONCLUSION

This paper has presented a relatively cheap fully wireless robotic platform with a telepresence control
via virtual reality headset. The aim was to try to use only off the shelf parts which has been achieved by
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a large part. The robotic system has been designed with a lot of possible future upgrades in mind and
leaves some margins for them. The achieved latency of around 120 ms isn’t particularly disturbing, but
combined with the head movement, the virtual reality can still cause motion sickness to some individuals.
One of the ways to combat this would be to tune the regulator that controls the head movement better, or
to install a camera that allows for 60 FPS Full HD video, which in turn would double the network usage.
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Abstract—In this article we look at the research behind Eulerian Video Magnification, its
beginnings and innovations that lead to its potential use in real time heart rate measurement.
The spatial amplitude changes are exaggerated using EVM in conjuncture with face
detection using the Viola-Jones algorithm to allow measurement of moving subjects.
Fourier transform on the temporal signal of pooled skin pixels then yields heart rate. The
algorithm is tested against movement and at different distances.

Keywords—Riesz transform, pyramid, phase, Eulerian video magnification, non-contact
pulse measurement

1. INTRODUCTION

Having a network composed of millions of microscopic sensors, able to cover the surface of an object
sounds sensational, yet modern digital cameras could be compared to exactly such a network.

The human eye is not well adapted to recognizing subtle spatio-temporal changes. Even though we’re
surrounded by an entire invisible world full of useful information. For example, the human head wobbles
slightly in rhythm with the beating of the heart. Exaggerating these subtle changes is the domain of a
family of algorithms called Eulerian Video Magnification (EVM) invented by Wu et al. in [1] in 2012.

Despite the ten years since its inception, EVM still suffers from major problems with accuracy when
large motions occur and as such, isn’t suitable to replace traditional monitoring systems e.g. in hospital
environments. This work combines the Viola-Jones face detection algorithm and EVM to test its
usability in surveillance system for heart rate (HR) detection and measurement in moving subjects.

2. PHASE BASED EULERIAN VIDEO MAGNIFICATION

The original linear EVM - which results in the color amplification seen in Fig. 1 - suffers from a low
signal to noise ratio (SNR) due to its linear amplification of noise. This can be mitigated by using
differences in phases of the image instead of just intensity. This way we can amplify the motion in an
image up to four times as much as in the linear method while keeping the noise largely unchanged. Apart
from that it also becomes possible to attenuate unwanted small motions such as jittering or movements
due to breathing or incorrect stabilization of the measured patch of skin.

PV

Time [s] 12

Figure 1: Pulsing skin color after exaggeration. Green line shows the section which has been
expanded onto the time axis below the picture
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However, due to the necessity of calculating quadrature pairs, the overall computational time goes up
by a multiple of eight which makes the algorithm unusable in real time applications.

This problem may be dealt with by using a special type of a complex steerable pyramid filter called the
Riesz pyramid.

This pyramid is composed of spatial sub bands gained from an invertible version of the Laplacian
pyramid used in the original study from Wu et al. in [1], and subsequent approximation of the Riesz
transform for all these sub bands.

Since Riesz transform is a special two-dimensional case of the Hilbert transform, its output is a
quadrature pair of filters with a phase difference of 90°. The algorithm is visualized in Fig. 2.

Laplacian pyramid

Riesz transform

b >3
A # — |Quadrature pair filters —»ITemporaIfiIters|—'ICollapsing the pyramidl —

Figure 2: Individual steps of the Riesz EVM

3. SOLUTION

The results from Ramya a Anudev in [2] would suggest that camera choice is largely irrelevant.
However, since we’re testing the accuracy of measurements on subjects at larger distances, higher
resolution had been chosen with Raspberry Pi HQ camera which uses a Sony IMX477 sensor that has a
resolution of 12 Mpx. Additionally, the IR filter on this camera can be removed to allow measurements
at night.

An oximeter Beurer PO 80 gathering timestamped data was used to obtain ground truth for
comparison with HR measured by the algorithm.

The algorithm itself runs in Matlab due to the ease-of-use functions for computer vision. At the
beginning the CascadeObjectDetector, which uses Viola-Jones, is applied on the video frame to detect
the subjects face. The resulting significant points within the area where a face had been detected are
being tracked by the PointTracker method which yields translation and rotation matrices as the frame
sequence progresses. This unfortunately takes a significant amount of time and together with
separating the frames from the codec makes the algorithm run far from real time.

We can then apply these matrices on an arbitrary point on the face — in this case the middle of the
forehead — and create a separate video of just this area; effectively stabilizing the video on the area we
want to measure as shown in Fig. 3.

Of course, it is nearly impossible to create a perfectly centered video this way due to several reasons.
But because the heart’s pulse wave travels slow enough we can get away with just applying EVM to
this cut out section. The downside is that SNR suffers tremendously as can be seen in Fig. 4 but
performing EVM on a smaller video speeds up this part of the algorithm.

|
Figure 3: On the left: Face detected by the Viola-Jones algorithm and the significant points used to
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track the face as it moves. On the right: Square area that is to be cut out and composed into another
video. The pose of the red square is calculated together with the other significant points

Figure 4: On the left: Amplitude of the green channel of the pooled pixels on the subject's forehead
over ten seconds. On the right: Fourier transform of this signal with the most significant harmonic
being the measured HR

4. RESULTS

The data set was collected under LED lighting powered by a DC power supply to prevent mains
frequencies from seeping into the signal via conventional light bulbs. A total of eight measurements had
been made to compare the algorithms performance under different frame rates, motion, and different
distances. Additionally, two special measurements were made to see if resolution would have any effects
and to compare using EVM alone on a mostly still subject.

Unless stated otherwise, the analyzed videos were 640x480 pixels and shot close to the camera (about
1 meter away) at 30 frames per second (fps).

Table I: EVM results compared to readings from an oximeter under various conditions

Conditions Oximeter [BPM] EVM [BPM]
1280x720 resolution, 75.0 75.8
still subject
Still subject, 30 fps 82.0 82.4
Moving subject, 81.0 82.7
30 fps
Still subject, 60 fps 80.0 80.7
Moving subject, 68.0 65.0
60 fps
Still subject, farther 82.0 63.0
away
Moving subject, 81.0 65.3
farther away
Still subject, EVM 82 88.7
applied alone

5. CONCLUSION

Contactless measuring has made a huge step forward since the publication of the pioneering study from
MIT in 2012. From experimental biology through defect detection on bridges to monitoring of breathing
in sleeping infants, EVM continues to find many use cases.
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Thanks to switching from linear EVM to phase based it became possible to exaggerate much smaller
movements and with the use of Riesz pyramids this can be done in real time. This has opened the
possibility of using EVM in surveillance systems for detecting pathologies and monitoring patients.

Such application of EVM faces some challenges when the subject moves. This article deals with
enabling measurements on moving subjects by stabilizing an area of interest on the subject’s forehead.
This is accomplished by detecting the subject’s face using the Viola-Jones object detector in Matlab and
passing the extracted, smaller video of just the area on the subject’s forehead to EVM for color
magnification.

This results in surprisingly accurate readings at close distances even while the subject is moving their
head, which wasn’t possible when using just EVM on the whole video. In fact, focusing on just a part
of the subject’s forehead even improves the accuracy and speed of the algorithm when the subject is
still.

As was expected there was no difference between the two main frame rates used by today’s cameras
when measuring HR. At farther distances, the algorithm begins to falter as can be seen in table I. This
could be amended by using a higher resolution camera, focusing on skin detection rather than face
detection or measuring HR based on the changes in the shape of the subject’s head.

As for the real time application. Both EVM and Viola-Jones can be run in real time separately up to a
certain resolution. However, at farther distances higher resolution may be required and further testing
in this area will be necessary.

We’ve seen that it’s possible to use EVM even on a moving subject, provided they’re not too far away.
To truly make this algorithm viable in surveillance systems it will be necessary to come up with ways
of measuring at farther distances and preventing the signal from being drowned by noise as is almost
the case in Fig. 4. Developing a solution for those two problems will be the focus of the future work.
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Abstract—This article shows the process of restoring a SCARA type robot, which has had
its controller destroyed. The signal cables as well as the power ones were rewired so that
it would be able to create new control system for robot arm. New control system is created
using Beckhoff devices. For that identification of motors is required. After that PC control
is made which will allow further applications for this robot.
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1. PREPARING ROBOT ARM

The robot arm is old Epson SCARA robot H554BN with build in robot controller. As the original robot
controller was destroyed and repairing it would not be possible, new wiring must be done for the robot
to be operable again. Every motor has its own incremental encoder with differential pair signals. Each
is powered by 5V with 2048 counts per revolution. Encoders are connected to Beckhoff servo drives
(AX5000 series) and are powered directly from their connectors. Each axis of the root has its own
homing sensor which acknowledges its position based on travel time between two parts of the encoder
which is read by photomicrosensor (Omron EE-SV3). Those sensors could have been easily destroyed
by over-current. Therefore they must have been dismantled and then checked if they are still working
properly. By measuring each one of then it is discovered that they need replacement as all of them were
fried.

All of the Beckhoff devices as well as power sources are placed in a metallic distribution box that prevents
the servo drives from emitting interfering signals all around the robot. The distribution box is designed
so that power sources and servo drives are situated in one part of it and PC with input and output cards are
in the other part to minimise the interference to between those devices. To easily connect signals from
robot to distribution box the DB25 connectors are used. Motor power cords are connected to HART
connector which enables disconnecting motors from control box. After the distribution box is prepared
as well as connectors on the robot site the system is kind of ready to be programmed.

2. MOTOR IDENTIFICATION

For SCARA to operate correctly there need to be set the basic parameters of motors. Some of these
parameters can be found on the motor itself, those parameters include motors rated current, torque and
speed. Other parameters must be measured or estimated. For measurement of parameters the [2] was
used as a guideline. In this application note the measurement of the basic motor parameters are described.

First of all the number of motor pole pairs is determined as it defines a ratio between mechanical and
electrical quantities. Because a low number of pole pairs is anticipated the easier determination method
can be used. This method needs one phase of motor connected to positive potential and the other two
phases connected to negative potential of DC power source. The current limit of the power source must
be set to maximally 10 % of the rated current of a motor, so that we are able to rotate the shaft manually
but the rotor must still be able to align in the stable position. After the rotor is aligned a mark is made
on the rotor and then in every stable position of the rotor. Number of rotors stable positions is equal to
motors pole pairs.

Next parameter that is determined is stator resistance R. This parameter is measured with RLC meter
between two phases of the motor as is shown on the Figure 1 below. As the measured resistance is
between two phases the real resistance of stator is halve of the measured value R,

L g, (1)

R=-
2
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Figure 1: Motor winding measurement

Third parameter that is being measured is inductance of a motors winding. The inductance is measured
the same way as resistance, which is series resistance of two motor phases and the real inductance of one

phase is half of measured value.

1
L==-1L 2
: @

Both resistance and inductance measurement are made with RLC meter, which has measuring voltage
set to 1000 mV at frequency of 1 kHz. All three possible combinations of motor phases are measured
once and the final value which will be used for each parameter is average of those three values.

Last measured parameter is back-EMF constant which gives a ratio between voltage and angular electrical
frequency (speed). Three phase measurement is used to determine this constant. This method is used
because the neutral point is not accessible. Each of the three motor phases is connected to one voltage
probe of oscilloscope and the artificial neutral point is created by connecting the probes together. Then
the motor is spin by a hand drill at a constant speed. Spinning of the motor creates voltage at all of
the phases and from the peak to peak value of generated voltage U,, and period of this voltage T,; the
back-EMF constant k. can be calculate using equation 3.

Uy Upp T

_Z-a)el 41

)

e

From four motors that are responsible for robots movement only two are needed to be identified. That is
caused by the fact that three motors are of the same type and therefore should have the same parameters.
All of the measured parameters can be found in Table I.

Table I: Measured motor parameters

Parameter First motor Other motors
R[Q] 3.35 9.30

L [mH] 7.98 13.14

T [ms] 58.40 55.20

Upp [V] 11.56 11.10

ke [2X5] 53.72 48.76
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Figure 2: Back-EMF constant measurement

3. SETTING MOTORS IN PROJECT

Beckhoff has its own special project for motor configuration that is called Drive manager 2. In this
project are created parts for each servo drive connected and all of outputs within those drives. In those
parts correct power input must be set first, there are predefined variants for European an American power
grids, but for motors used in this project this has to be set manually as the drives are powered from 200 V
power source. Then for each output channel the right motor must be set. Again there are predefined
motors, or the motors can be scanned if they are compatible with this function of drive manager. In our
case the motors must be set manually with parameters that were measured and that can be found on motor
itself.

As those parameters are static or rated values, they are not enough for drive manager to create characteristic
curve of motor. This curve serves as base for control unit to calculate the needed power output for given
motor. Therefore further parameters must be estimated. First parameters that are needed are standstill
torque and current those are estimated as one third of the rated current and torque. Second parameters
are the peak current and torque of the motor. Peak current is set as double the rated current and peak
torque as triple the rated torque of motor. Then maximal allowed voltage must be set, this parameter is
based on the fact that the motors are running fine on normal grid voltage and therefore are set a little bit
higher than that to 250 V and maximum DC-link voltage allowed is set to 350 V. The last two parameters
that are needed to set a motor are motor inertia, which was taken from data sheet of a similar motor and
setto 5 - 107> kg - m? and motor thermal time constant which is set to 10 minutes.

Now that our project knows all it needs about the motors it is time to set motor controller. Controller
is divided in two parts as is usual for motor controllers: velocity controller and current controller as is
shown on Figure 3. From given parameters the drive manager creates the characteristic curve of motor
as is written above and based on those parameters and the curve sets current controllers integration time
and gain. The velocity controller is set to default values that are safe for running motor without load. In
this controller the integration time and gain are the main parameters. Based on Beckhoff guidelines the
controller should be set using Ziegler-Nichols method. This method was tested but the results were not
as good as they should be. The motors were overexcited and were really loud. Therefore the velocity
regulators are set experimentally by iterating the velocity gain. Integration time is left unchanged on
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8 ms. When the motors are running with error not exiting one tenth of requested value, the controller
is marked as correctly set for our purpose. Even thought the motors are not overexcited from velocity
controller at some positions there still is audible squealing. This is the result of current controller trying
to set the right current to make the motor stand at given position. To suppress these sounds and lower the
current flowing through motor, basic first order low pass filter is set on the input of current controller.
This filter does not affect the function of controller it just smooths the output of velocity controller in a
way that when the motor is standing still the current is not changing too fast with too low amplitude of
input value.

Paosition controller Velocity controller Current controller
‘ T set add.
‘ T set
‘ V set add
Kp Nm/(rad/s) Kp V/A
kv [1.00] 1000/min Tn ms Tn ms

Position Y Veloci b 4 Current "
oot i A RS
controller controller Fy controller

Velocity
calculation

r

T act |

PactFbl |

—0
—C

PactFb2 |

Figure 3: Motor controller overview

4. CONCLUSION

The old non-functional SCARA robot was rewired. This was done so that new robot controller can
be made with Beckhoff devices and the robot could be reprogrammed. After new electrical wiring
was complete, motors must have been identified as there was no available documentation for them. In
identification process the basic motor constants and parameters were determined. For full functioning
of control system further parameters were estimated. After creating a model of motor in control system
motor controller must have been set. This contained two parts velocity and current controller. Current
controller was set automatically based on given model of motor. The parameters for velocity controller
were determined experimentally. First order low pass filter was set to filter the requested value from
velocity controller to current controller. All of those processes and settings were needed to allow the
programming of control system for this SCARA robot.
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Abstract—This paper is focused on a face detection in a picture and subsequent
recognition of the face in its respective database. Face detection had been implemented
using Viola-Jones algorithm. To recognize the face afterwards, PCA had been used.
Implemented algorithm had been tested on freely accessible biometric databases.
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1. INTRODUCTION

Among biometric systems, ID systems, that are based on working with face features, dominate.
Compared to other metrics, they are significantly more popular for various reasons: Human faces are
generally unique and universal [1], also willingness of people to provide a picture of themselves is higher
compared to other metrics. It finds its use in criminalistics (e.g. database of fugitives) and it is getting
more common in commercial applications (e.g. authorization in mobile devices).

Biometrics of face generally consists of two parts: Localization - finding the face within a picture, and
Recognition — its identification in given database. There are many various methods for a face localization
and recognition, and even though there is a general scheme, individual methods may vary quite
significantly.

The goal of this paper is to implement algorithm performing face biometrics using freely accessible
picture databases as input data.

2. BIOMETRIC DATABASES

For the testing of implemented algorithm for face localization and recognition, images from free picture
databases have been used [2],[3]. Algorithm has been tested on five sets of pictures from these databases.
For purpose of this algorithm, only pictures that were taken frontally were used. Individual datasets
possess high intra-class variability (people on pictures have different facial expressions, wear different
hats, have additional accessory...).

A A A

Figure 1: An example of training pictures from one of the datasets. High intra-class variability is
clearly visible.

3. METHODS
3.1 Viola-Jones Algorithm
For face localization, Viola-Jones Algorithm has been used [4]. By its nature, it’s a method based on
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appearance. It uses detectors of characteristic features of the face — Haar filters. The filters scan through
the picture in various scales and marks features, that could be part of the face. Classification algorithm
AdaBoost is used to select the best filters. AdaBoost is a linear combination of a group of weak classifiers
(=simple Haar filters) which are iteratively turned into strong classifier. To avoid applying all the filters
on a window, cascade of classifiers is presented. Several filters are put together in different stages of
classifiers and scan sub-windows. If a sub-window fails to include part of the face, it is discarded. Sub-
window which will pass all stages is considered to be a part of the face.

For implementation of Viola-Jones Algorithm, library openCV has been used. For face detection in a
picture, pre-learned model [5] was used.

3.2. PCA method

For face recognition, principal component analysis [6] has been used. It is a holistic method, meaning it
perceives the face as a whole. It converts the dataset to the new space called eigenspace, where
individual pictures would be ordered by variance from the mean picture. The mean picture is calculated
via equation:

x=—YN. Xi, 1)

N

where X denotes mean picture, which is counted as a sum of input vectors divided by the number of
them.

For training, libraries for machine learning scikit-learn [7] was used. From the order of pictures in the
new space, we can see that the pictures are ordered by importance for given dataset.

Figure 2: The most important 25 pictures in eigenspace of one of the datasets.

In terms of dimensionality reduction, it is possible to heuristically determine number of most important
pictures for further calculations. If we were to perform reconstruction of any original image, we would
lose minor details, with the price being reducing dimensionality, therefore reducing computational
expense. To assign input testing image to the training database (=to recognize it), we need to calculate
vector of weights for each training image. Weight vector of input testing image will be compared to
weight vectors of every individual image of the training database. The most similar one will be declared
as a match.

4. RESULTS
As mentioned before, the algorithm has been tested on five different sets of pictures. In Dataset 1, there
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are 27 white people, each one has 10 training pictures. In dataset 2, there are 10 Asian people, each one
has 13 training pictures. In datasets 3,4 and 5 there are 20 people of various races, each one has 15
training pictures. Intra-class variability in the last 3 databases is higher than in the first 2. While in the
first 2 databases hairstyles and facial expressions changed, in the latter 3 also additional accessories,
such as glasses or hats, appeared.

Given the fact, that face localization, frontal face Haar filters have been used, some of the detections
have not been performed. One of the reasons of a failed localization was that part of the face was missing
on the picture, another reason might be capturing the face from inconvenient angle.

Figure 3: Examples of pictures inconvenient for localization

Dataset Rate of successful localization Percentual rate
Dataset 1 270/270 100%
Dataset 2 129/130 99,2%
Dataset 3 300/300 100%
Dataset 4 297/300 99%
Dataset 5 298/300 99,3%

Chart 1: Rate of successful face localization.

Pictures, at which the localization was not performed correctly, were omitted from the database. Because
it was a very small number of pictures, it did not interfere with next steps of the algorithm.

After localization of a face on each picture of the datasets, PCA was performed so the testing pictures
can be assigned to their respective datasets. Recognition success of testing pictures in terms of their
training datasets is stated in the chart:

Dataset Rate of successful recognition Percentual rate
Dataset 1 20/27 74%
Dataset 2 9/10 90%
Dataset 3 20/20 100%
Dataset 4 18/20 90%
Dataset 5 20/20 100%

Chart 2: Rate of successful face recognition.

On following picture there is an example of successful recognition:

177



testing picture best match

sallss

Nar™

150 200

Figure 4: An example of successful face recognition

5. CONCLUSION

This paper is focused on biometrics using face recognition. In practice, the biometrics was performed in
two steps: face localization and face recognition. Viola-Jones Algorithm was used for face localization
and PCA was used for face recognition.

Algorithm was tested on five different picture datasets. At face localization, average success rate was
99,5 % and at face recognition, average success rate was 90,8 %.

Lowest success rate of face recognition was registered when Dataset 1 was tested. There might be more
reasons why. One reason could be that there weren’t enough training images for to algorithm to learn
properly. Another possible reason is that because the individuals shared the same ethnicity, there were
more similarities between the them, so there is a bigger chance of wrong registration.

Algorithm was also tested on all the databases combined, the PCA method was then applied to pictures
of all the datasets. In this case, success rate was 89,6 %.
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Abstract—The constant market development of the embedded systems requires an
adaptation to this fact. Raspberry Pi has released the Raspberry Pi Pico development board
with a 32-bit microcontroller ARM Cortex-M0+, which has the potential to use the board
as an innovation in teaching embedded systems. The paper describes this board and its
properties, the course Embedded Systems and the possibilities of its innovation, and then
describes the proposed HW platform and demonstrates its usage using appropriately selected
laboratory exercises.
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1. INTRODUCTION

In early 2021, Raspberry Pi Foundation introduced its first 32-bit microcontroller RP2040 along with
the Raspberry Pi Pico development board. Its architecture allows use in the simplest applications up to
machine learning or video output to a monitor. One of the main goals of the foundation is education in
the field of computers, which creates a target group for students, for whom, however, the price of the
equipment is often an obstacle. The foundation therefore designs its products at an affordable price. This
was also reflected in the price of the Raspberry Pi Pico, which sells for $4.

At the BUT FEEC in Brno, Czech Republic, the course Embedded Systems and Microprocessors is
taught in the bachelor’s study programme Automation and Measurement. The purpose of this course is
to get acquainted with the basic principles of microprocessors and embedded systems. In the laboratory
exercises of this course, we work with an 8-bit microcontroller from the HCS08 family from the NXP
company. In order for students to be as adapted to the market as possible after completing this programme,
the course requires the innovation of teaching aids, thus creating the potential for the use of the Raspberry
Pi Pico development board.

At the beginning, the reader gets acquainted with the microcontroller RP2040. Furthermore, the content
of the course Embedded Systems and Microprocessors will be explained and a set of tasks for laboratory
exercises will be designed so that their educational character will guide the student through the basic
principles of embedded systems and explain the work with the development board.

In order for students to be able to use the development board together with external peripherals, it is
necessary to design the concept of the hardware platform. In the following text, this platform will be
designed and subsequently tested for selected laboratory exercises.

2. MICROCONTROLLER RP2040

The most important part of development board is microcontroller RP2040 from Raspberry Pi. The chip is
surprisingly powerful, but also very cheap with a dual ARM Cortex-MO0+ architecture processor, which
is the most energy-efficient ARM processor.

Key features of microcontroller RP2040 [2]:
* Dual ARM Cortex-M0+ @ 133MHz
* 264kB on-chip SRAM in six independent banks
* Support for up to 16MB of off-chip Flash memory via dedicated QSPI bus
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* DMA controller

* Fully-connected AHB crossbar

* Interpolator and integer divider peripherals

* On-chip programmable LDO to generate core voltage

* 2 on-chip PLLs to generate USB and core clocks

30 GPIO pins, 4 of which can be used as analogue inputs
* Peripherals:

+ 2x UARTs

+ 2x SPI controllers

+ 2x I2C controllers

+ 16 PWM channels

+ USB 1.1 controller and PHY, with host and device support

+ 8 PIO state machines

3. INNOVATION OF THE LABORATORY EXERCISES

Currently, the development board TWR-SO08LH64 is used in the laboratory exercises of the course. Its
core is an 8-bit microcontroller from the HCS08 family from the NXP, specifically the MC9SO8LH64
model. Typical aspects for this microcontrollers family are: fast memory access, a small number of
registers and a CISC instruction set. There is also support for 32 possible interrupt sources, chip-level
address decoding, and a hardware multiplier and divider. Its main modules include an LCD display
interface, 16-bit A/D converter, I>C, UART, SPI, analog comparator, timer, time of day module, keyboard
interrupt module and a total of up to 39 GPIOs [1].

The development board communicates with the PC via the USB interface. The basic interaction with
the user is ensured by 4 buttons, 4 LEDs, a piezoelectric speaker and a potentiometer. The board is also
equipped with a light sensor in the form of a phototransistor and a three-axis accelerometer with analog
outputs. An LCD display that is directly connected to the microcontroller is used as the display unit.

In order for students to be as adapted to the market as possible after completing this programme, the
course requires the innovation of teaching aids, and relevant laboratory tasks. The HCS08 family of
microcontrollers has an 8-bit architecture but nowadays, multi-core microcontrollers with a 32-bit archi-
tecture are commonly used. In addition, they have several peripherals such as DMA, USB or PLL.
Also, the ARM architecture, which has a significant market share, is being used more and more. HCS08
microcontrollers find their use in many areas, but due to the mentioned facts, these microcontrollers
do not represent the current development in their field, which creates the potential for the use of the
Raspberry Pi Pico development board.

3.1. Laboratory exercises for Raspberry Pi Pico development kit

With the use of the development kit in the teaching of the course Embedded Systems and Microprocessors,
there is an opportunity to change the assignment of laboratory exercises so that they make the most of
the development board’s peripherals. In this section, these exercises will be designed. However, these
exercises must be in accordance with the content of the course and, in order to be feasible in laboratory
exercises, they must be done in one laboratory exercise, which lasts three hours.

Instruction set: Students will program finding the minimum and maximum number in the array of
numbers using the ARMv6-M instruction set. Function calling and value returning will be implemented
in accordance with C language calling conventions.

GPIOs: Getting started with the GPIO initialization, such as setting inputs or outputs, enabling the
internal pull-up or pull-down resistor, or selecting a current limit for the output. Exercise ends with
reading values from the inputs and writing it to outputs.

Interrupts: Creating and processing interrupts. Their operation will be demonstrated on the timer
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peripheral, which generates an interrupt with a certain period of time. It can control, for example, the
logic level of the LED. Connecting a speaker to the output and lowering the timer period will generate a
tone of the appropriate frequency.

A/D converter: In this exercise, students get acquainted with the initialization of the A/D converter and
then reading analog values from the input where the potentiometer is connected. The four LEDs will
light up one by one according to the input voltage.

UART communication: This exercise demonstrates usage of UART. First, the port is properly configured
and then receives text messages. All received letters are changed to uppercase by program and they are
sent back.

SPI communication: In this exercise, students will get acquainted with the basic concept of SPI interface
using an I/O expander. They will program the communication with this integrated circuit and create a
program that writes the status of the buttons to the LEDs.

4. HW PLATFORM DESIGN

The main purpose of this paper is to create a development kit that will contain the necessary components
for the implementation of laboratory exercises. In addition, the development kit will include audio and
video output. The kit must include a debugger with support for debugging functions so that the program
can be easily debugged. The whole electrical connection is divided into several blocks (Fig. 1), which
are described below. The most important part of the design is the Raspberry Pi Pico development board
itself, which will connect to the kit modularly via pin headers.
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Figure 1: HW platform block diagram.
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Debugger: Another RP2040 microcontroller is used as a debugger. The UART port of the development
board is also connected to the debugger to communicate with the board via a serial port via the same USB
interface, which is used for power supply, program uploading and debugging. It is necessary to upload
the PicoProbe program into the flash memory for debugging.

Basic user interface: Four LEDs are used as basic display elements. Four buttons connected to one
analog input using an R-2R resistive ladder network are used as input devices, which allows reading
several buttons at once. A rotary encoder and a rotary potentiometer are used as additional input devices.

UART interface: Communication on the UART interface is signalized by LEDs. For communication
with other devices via the UART interface, there is a port on the kit.

SPI devices: The I/O expander MCP23S08 is used to increase number of GPIOs. Four buttons and
four LEDs are connected to the expander. Furthermore, a micro-SD card operating in 1-bit mode is also
connected to the SPI interface.
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I>C devices: The development kit contains several I?C devices. A 0.96 ” OLED display with a resolution
of 128x64 pixels is used for basic data display. The built-in SSD1306 driver takes care of display and
communication with the I?C bus. A 4kB EEPROM memory is also on the development kit to store
configuration data. There are two more ports for connecting other devices to the I?C bus.

Audio output: The simplest audio output is realized by a piezoelectric speaker. The second option
generates a stereo sound using a PWM signal, which is connected to a 3.5 mm jack via a filter. The
third option is the audio output generated by PCM modulation using the integrated circuit PCM5101A
communicating via the I2S interface. Its output is also connected to a 3.5 mm jack.

Video output: The analog video output to the VGA interface has an 8-bit R3G3B2 color resolution [3].
Digital video output is realized via DVI interface [4]. HDMI connector is used as an output for DVI
because HDMI is backward compatible with the DVI interface.

5. HW PLATFORM TESTING

The testing of the designed platform was performed on the solderless breadboard. The basic circuitry
that allows testing is the debugger, which is made by another Raspberry Pi Pico board with the PicoProbe
program. All the necessary components for testing the individual functional units are connected to the
board and the appropriate program is loaded into the tested development board. For testing purposes, a
development board with basic electronic components was used, which the author had from the previous
studies.

6. CONCLUSION

In this paper the documentation and possibilities of the Raspberry Pi Pico development board were
described. In order to be able to appropriately design new laboratory exercises for the course Embedded
Systems and Microprocessors, the course curriculum and the assignments of the current laboratory exer-
cises had to be studied.

The main goal is to design a HW platform that will be used in the laboratory exercises of the mentioned
course. In order to make the platform as universal as possible, it goes far beyond being used in laboratory
exercises. In addition to the basic user interface in the form of LEDs, buttons, encoder and potentiometer,
it also contains a modern OLED display, PWM audio and I?S output, video output via analog VGA and
digital DVI interface, micro-SD card slot and also provides standard UART, SPI and I?C interfaces, which
are commonly used in embedded systems. Debugging and uploading the program is provided by another
microcontroller RP2040.

The next step is creation of a printed circuit board with mounted components and all the necessary
documentation for production. For the created board, assignments of laboratory exercises for teaching
will be created, as well as their solutions.

This universally designed board will be able to be used not only in the laboratory exercises of the course
Embedded Systems and Microprocessors, but also in another follow-up course Embedded Systems, or
even in the course PC Subsystems due to its VGA, DVI and USB interface. In addition, thanks to the
availability of all production documentation, anyone will be able to produce the board and then use it for
their own needs. The board can also serve as a development kit for assigning semestral projects or other
final theses.
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a vylepSovani jejich zarizeni po celou dobu jejich zivotniho cyklu.

U svych zakaznik( v pfiblizné 100 zemich svéta strdvi technici asi

40 tisic hodin ro¢né. Jednotka vyuzivd nejmodernéjsi nastroje véetné
tréninkového centra pro zakazniky nebo rozsifené reality.

Technologické centrum

Technologické centrum se zabyva vyzkumem a vyvojem produkta.
V rdmci ABB se celosvétoveé jedna o velmi vyznamnou vyzkumnou
jednotku. K dispozici ma Spickové vybavenou laboratof umozniujici
provadéni nejriznéjsich simulaci a vyrobu a testovani prototyp.
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Abstract — This thesis deals with the analysis of lithium-ion batteries from the point of
view of temperature. The aim is to find out at which temperature and C value the lithium
plating process starts in the battery by means of non-destructive methods. This process is
undesirable for the functioning of lithium-ion batteries as it causes capacity reduction and
cell degradation. In this study, commercial cells from GOMspace were selected as the test
batteries. GOMspace will be able to use the results of the research to optimize its devices
while avoiding lithium plating, which will increase battery life.
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1. INTRODUCTION

In today's modern world, batteries are an essential element of most electronic devices, which are key to
most industries. The most obvious is the group of mobile phones and smart accessories, which nowadays
sets the pace for the development of both batteries and other technologies. Batteries are also used in the
burgeoning field of electromobility, for example, or in the vast renewable energy and energy storage
sector. Last but not least, batteries are used for space applications. For such batteries, it is very much
their parameters to ensure that even in extreme conditions there are no problems in their functioning.

In all these sectors, there is a need to develop and test new types of batteries all the time that are more
environmentally friendly and safe, but at the same time have a high capacity, high lifetime and low
weight, and in the best case low cost. The development of batteries can bring us a greener society,
simplicity in the use of electronic devices and a better understanding of the universe.

My thesis deals with lithium-ion batteries for space applications from the perspective of temperature
and the possible occurrence of lithium plating. The data obtained will be able to be used to optimize
devices in space applications in general.

In this paper, lithium-ion batteries are briefly described, a part of the paper is devoted to lithium plating,
and in the last section I describe the specific methods I use in my work to detect lithium plating.

2. LITHIUM ION BATTERIES

Lithium-ion batteries are nowadays one of the most well-known types of secondary cells. Unlike
primary lithium cells, these batteries do not contain lithium in the solid state. The positive and negative
electrodes are composed of intercalating lithium compounds. During charging and discharging, lithium
ions are transferred between the positive and negative electrodes. Due to this effect, we refer to this type
of battery as a rocking chair battery as the lithium ions travel between the electrodes during charging
and discharging. The material for the positive electrode is usually a metal oxide with a layered structure,
such as lithium cobalt oxide. The negative electrode is most often made of graphite [1].

The chemical process in lithium-ion cells works on the principle of reversible incorporation of lithium
in an intercalation process. It is an intercalation reaction in which lithium ions are reversibly intercalated
(inserted) and deintercalated (exported) from the host lattice without significant structural change. The
positive electrode is made of metal oxide and lithium, which has either a layered or tunnelled structure.
The negative electrode is usually made of graphitic carbon with a layered structure. The metal oxide and
graphite act as hosts and reversibly incorporate lithium ions into their lattice. This process can be seen
graphically in Figure 1. In this reaction, the electrolyte serves only as a medium in which the ions travel
from one electrode to the other [1].
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Picture 1: The principle of intercalation in a Li-ion battery [2]

3. LITHIUM PLATING

Lithium plating is a parasitic process that takes place together with the intercalation of lithium into the
carbon structure when charging a Li-ion battery. During charging, two types of charging currents are
distinguished, namely the "intercalation current" or intercalation current and the "lithium plating
current" or the current that causes lithium plating. These two processes work against each other. As the
charging process of the battery continues, the vacancies in the graphite structure begin to decrease and
thus the intercalation current decreases, while the current that causes the lithium plating increases. When
the anode potential drops below 0 V, the plating rate exceeds the intercalation rate, resulting in more
massive plating that may already be problematic.

Lithium plating can have three different consequences. These are dead lithium, reversible lithium and
SEI film (solid electrolyte interphase film). [3][4] We can illustrate these states in Figure 2.

Dead lithium can cause a reduction in the possible area for intercalation. The SEI film is the result of
the reaction between the solvent and the electrolyte. These two states are irreversible and lead to a
reduction in capacity during battery use. The reversible lithium intercalates back into graphite during
the resting period. Based on the charging conditions, the morphologies of solid lithium can be divided
into three types: sponge, particle and dendritic. The morphology is determined by the charging rate. The
sponge and particle forms form at low charging currents, while dendrites form at high charging currents.
Dendride formation is probably the most dangerous phenomenon in which internal battery short-
circuiting can occur.[3][4]

Primary SEI Layer
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Picture 2: Diagram of lithium action on graphite anode [3]
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4. LITHIUM PLATING DETECTION

As I have already outlined in previous chapters, lithium plating is one of the main reasons for Li-ion
battery ageing, so it is important to prevent or reliably detect this process. In this chapter, I present a
method to reliably detect lithium plating. These methods can be divided into electrochemical and
physical methods. The analysis itself can be approached by opening the battery using special instruments
and examining it under microscopes or spectrometers. On the other hand, it is possible to use a non-
destructive method such as electrochemical impedance spectroscopy. [3][4]

For my work I have chosen the coulombic efficiency method described by Umamaheswari Janakiraman
et al. [5] in their paper on lithium plating detection methods. This method consists of measuring the
coulumbic efficiency over the cycling time of the batteries. In our case, this will be done according to
the proposed measurement table, see Table 2. The coulombic efficiency (CE) describes the ratio between
discharge and charge during one cycle and can be calculated according to the following formula [5]:

CE = Qdischarge 1)

Qcharg

This is a typical formula for calculating Coulumbic efficiency. Umamaheswari Janakiraman et al [5]
recommend using a modified formula at low temperatures [5]:

CE = Qdischarge - Qirr. plating )
Qcharg
Qirr. plating = Qcharge - Qdischage 3)

Based on the assumption that when lithium plating occurs, the coulombic efficiency decreases, it is
possible to monitor changes in coulombic efficiency and evaluate the magnitude of lithium plating on
that basis. The accuracy of this method is therefore dependent on how accurately we can measure the
coulombic efficiency.

This paper also describes the coulumbic inefficiency (1.0-CE), which can be normalized by time by
dividing it by the cycle time. In doing so, A. J. Smith et al [6] write in their paper that with this
normalization we can see that the charge loss at a given temperature depends mainly on the time per
cycle, not on the number of cycles or the cycling rate. [S] [6]

For my observations, it will be useful to create plots of coulombic efficiency versus number of cycles
for different temperatures and discharge currents. On these graphs it will be important to observe the
decreases in Coulumbic efficiency. Another suitable tool for detecting lithium plating I would choose
to plot a graph of Coulumbic inefficiency versus individual C values for each temperature. This graph
shows at what values of C at specific temperatures lithium plating begins to occur. This method is
demonstrated in the paper by Umamaheswari Janakiraman et al. [5].
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5. BATTERIES UNDER TEST - MEASUREMENT DESIGN
The task of my master thesis is to measure batteries from GOMspace and specifically a Li-ion battery
with 18650 case for space and aerospace products. The technical parameters can be seen in Table1[7].

Table 1:Table of battery parameters from GOMspace [7]

Parametr Conditions Min. Nominal Max.
Nominal Capacity (mAh) 2,0 V cut-off 3000
2,95 V cut-off 2750
Voltage (V) Safe 2 3,6 42
Recommended 2,95
Charge current (mAh) 0-50 °C 1500 4000
Discharge current (mAh) -20+75 °C 1500 6000
Storage temperature(°C) 3 months -20 45
12 months -20 20
Operating temperature (°C) Charge 0 45
Discharge -20 60
Impedance (mQ) 30

The actual cycling will take place according to Table 2, with 50 cycles planned for each position.

Table 2: Measurement design

Temperature 0,2C 0,4C 0,6C 0,4C
20 °C 2 batteries 3.0-4.0 | 2batteries 3.0-4.0 V | 2batteries 3.0-4.0 V | 2batteries 3.0-4.1 V
\Y
SIEE 2 batteries 3.0-4.0 V | 2 batteries 3.0-4.0 V | 2 batteries 3.0-4.0 V | 2 batteries 3.0-4.1 V
0°C 2 batteries 3.0-4.0 V | 2 batteries 3.0-4.0 V | 2 batteries 3.0-4.0 V | 2 batteries 3.0-4.1 V
-5°C 2 batteries 3.0-4.0 V | 2 batteries 3.0-4.0 V | 2 batteries 3.0-4.0 V | 2 batteries 3.0-4.1 V
-10°C 2 batteries 3.0-4.0 V | 2 batteries 3.0-4.0 V | 2 batteries 3.0-4.0 V | 2 batteries 3.0-4.1 V
-15°C 2 batteries 3.0-4.0 V 2 batteries 3.0-4.0 V
Total 12 10 12 10
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6. CONCLUSION

In this paper, I present my thesis research, which focuses on the detection of lithium plating in lithium-
ion batteries. In the paper I discuss the principle of lithium-ion battery function, the negative effects that
reduced temperatures can have, lithium plating and its effect on batteries. In the last chapter I introduce
the batteries from GOMspace and describe the strategy by which the actual measurement is performed.
Within the thesis I discuss the actual measurements and the processing of the data from each
measurement. The data obtained will be able to be used for optimization of devices in space applications
in general.
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Abstract—This study aims to investigate multi-bit pulsed latches in comparison with
multi-bit flip flops as one of the low-power solutions in 65 nm technology process.
Topologies of pulse generators and multi-bit pulsed latches were investigated to find out
which can be more suitable. The pulse generator was chosen because of its low power and
a small area in comparison with other options. The pulse generator is made of a simple
AND logical gate and a double-stacked inverter. The pulsed latch was also chosen because
of its low power, small area, and reliability of the circuit. The chosen topology is modified
PPCLA. Simulations of the chosen topology had shown that multi-bit flip flops could be

replaced with more effective multi-bit pulsed latches.

Keywords—digital standard library, integrated circuits, chip development, low power

methods, pulse generator, multi-bit pulsed latch

1. INTRODUCTION

Automotive markets include chips that are developed for automotive-specific application. The problem
nowadays is that these chips have high power density which can cause trouble. Some methods can
reduce power consumption across the chip. This study will be focused on digital standard cells that are
irreplaceable when it comes to integrated circuits. Digital standard cells have significant power
consumption in comparison with the whole design, but these digital standard libraries can be enriched
with special standard cells that can reduce power consumption to minimum. These special standard
cells are also known as low power or ultra-low power solution [2]. One of the low power techniques is
the multi-bit pulsed latch which can be used as a replacement for multi-bit flip flops. Multi-bit pulsed
latches in comparison with multi-bit flip flops should have smaller area and power consumption [4].

2. DIGITAL STANDARD CELLS IN INTEGRATED CIRCUITS

As it was mentioned before, digital standard cells are an irreplaceable part of
automotive-specific applications. Digital standard cells are well-defined cells
that can be used in design as a building block [1]. These cells have different
views that can represent a different function like schematic, layout, symbol,
verilog, liberty, and others [2]. These building blocks are also pre-characterized
to save time when they are used in a bigger design. These data of the cells for
the whole library; like maximal load, input capacitance, and others are stored
in liberty to make more complex simulation faster. Many types of digital
standard libraries can be found in the technology; it depends on application or
requirements from customers. The performance of the libraries is given by the
height of the cells. The digital standard library has all cells with the same height
because these cells can be easily connected to power rails and can be easily
used with the automatic place and route tool [1]. Digital libraries can be often
developed as high-density (HD) or high-speed (HS). High-speed libraries have
greater height, larger speed, and bigger power consumption than high-density
libraries. The width of the cells is given by the complexity of the cell, but the
width of the cell should be minimized to achieve a maximal density of the
design. These libraries can be also designed with different models of the
transistor that have different threshold voltages [2]. The simplest cell is shown
in Figure 1. It represents a simple layout inverter that is composed of two
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transistors. The height of these transistors in Figure 1 is not the same because the PMOS transistor is
slower than the NMOS transistor with the same height. On the other hand, the PMOS transistor can be
used differently because the PMOS transistor is more immune to noise and has smaller leakage than the
NMOS transistor. The height ratio of both transistors is given by the technology. These libraries can be
composed of many types of common cells. The list of often designed cells is shown in Table 1. These
libraries can be also enriched with special digital standard cells that can have better power consumption,
area, special purpose, or even performance. Following parts can be considered as digital standard cells:
level shifter, power-down cell, isolation cell, state retention flip flop, dual or multi-bit flip flops, dual
edge-triggered flip flop, low swing dual edge-triggered flip flop, and a multi-bit pulsed latch. This study
is primarily focused on multi-bit pulsed latches [2].

Table 1: List of common cells in the digital standard library

Name of cell Description of the cell
BUF, INV, AND, OR, NAND, Simple logical functions with multi-inputs and different
NOR XOR, XNOR output strengths
HALF/FULL ADDER 2-bit Half and full adder with different output strengths
MUX / DEMUX Multiplexor or demultiplexer with different output strength
ECO CELLS Universal cells can be used in case of need
AOI or OAI Multi-input and/or or or/and logical combination
FLIP FLOPS or SCAN FLIP Flip flops with reset/set and different output strength, Scan
FLOPS flip flop can be used as a shifter
LATCHES Flip flop controlled with level
FILLCAP / FILLER Decoupling capacitance/cell can connect power rails
DELAYS Used for compensation of STA violations

3. MULTI-BIT PULSED LATCH AS A SPECIAL DIGITAL STANDARD CELL

Multi-bit pulsed latches are a new solution for low-power libraries. The pulsed latch is a simple latch
that can be driven by a short pulse instead of a standard square clock source. Multi-bit means that there
is more than one latch that can be driven by a short pulse. The function of the pulsed latch is the same
as the flip flop only if the latch is driven by a short pulse generated from a standard square clock signal.
To put it simply, the multi-bit pulsed latch is composed of two parts; the pulsed latch and a pulse
generator which generates a short pulse from a standard square clock source [3].

Table 2: Types of negating delay with AND logical gate

Type of delay Power [nW] | Predicted width of cell [nm]
Inverter 834.0 973
Stacked inverter 848.4 992
Double-stacked inverter 826.7 930

The pulse generator can be designed as local or as global. A local generator describes a generator that
is designed inside of the multi-bit pulsed latch cell. The global generator is designed separately from
the multi-bit pulsed latch cell. The local generator is more popular because the load of the generator is
known, and the generator is custom designed. That means the parasitic routing is limited to the
minimum [3]. The pulse generator is a simple logical combination and a negating delay block which
can make enough wide pulse for the pulsed latch. The width of the pulse is dependent on negating the
delay block. The size of the cell should be small and that is the reason why only the simplest standard
logical gates like AND, OR and XOR can be considered. It can be used as a logical combination as it
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was mentioned before. The main difference between these logical gates is that the pulse is generated on
different events. AND gate makes the pulse on the rising edge, OR gate makes the pulse on the falling
edge and XOR makes the pulse on both edges. The output should be changed on the rising edge. That
is why the AND gate was chosen. The delay part can be also done differently. The simplest possible
way how to make a negating delay block is to make an inverter with a bigger length. However, it can
be replaced with a more saving solution like a stacked inverter or a double-stacked inverter. All
simulated inverting delay parts are shown in Table 2. The best solution for the delay part is a double-
stacked inverter because of the smallest total power and the smallest predicted width of the cell.

Choosing the pulsed latch is more complicated than choosing a pulse generator because the pulsed latch
must have scan input. It means that a multi-bit pulsed latch can be connected as a shifter. Standardly,
inputs and outputs are independent and are connected separately. The switch is made by the multiplexer
and in this case, pass gate multiplexer is used to minimize the number of transistors. The multi-bit
pulsed latch is limited by the minimal width of the pulse which can be used for a maximal functional
circuit. However, the main problem of multi-bit pulsed latch in scan mode is that the width of the pulse
is limited even from the top. If the pulse is too wide, the first latch will be working well but the second
latch in the chain will be working on the same pulse. That means the multi-bit pulsed latch will shift
the data to the second latch and not only to the first latch. The point to the next latch is often taken from
the internal node which represents output data of the first latch. In all circuits that were simulated, there
is no internal node that can reach maximal functionality because the propagation delay between the
pulse and path to the next latch stage is too short. It means that the simulated circuit can work only in
fast or slow corner. There are two solutions to this problem. The first one is an additional delay between
the internal node and the input of the next latch. This kind of solution would have a bigger power
consumption and bigger size of the area which makes this solution unacceptable. The second solution
is to take the point for the next latch from the output stage where the Q is. The path will be long enough
to prevent the stability of the circuit in all corners, both fast and slow. Those simulated multi-bit latches
are shown in Table 3 and their schematic in Figure 2. The chosen topology PPCLA modified has a great
minimal usable width of the pulse and clock to output propagation delay. One of the topologies is
working in both cross corners. The total power and number of used transistors are also low. The
modified version is different in feedback where on Qy another inverter was added and from this point a
pass gate is taken to the first inverter. When the topology of the pulsed latch is chosen, multi-bit versions
of the chosen circuit can be simulated. These multi-bit pulsed latches are typically made in 2, 4, and 8
bits.

Table 3: Types of usable pulsed latches in the digital standard library

Name of Power No. of Minimal width CLK to Q propagation
pulsed latch [nW] transistors [-] of pulse [ps] delay [ps]

PTLA 493.8 10 94 157.3
SSALA 371.6 11 53.5 120.4
SSA2LA 371.7 12 55 113.9
CPNLA 550.5 13 56.5 139.5
PPCLA 313.2 12 41 914
PPCLA MOD. 320.7 12 35 112.2
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Figure 2: PPCLA (a), PTLA (b), SSALA (c), SSA2LA (d), CPNLA (e) [4]
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4. COMPARATION OF THE MULTI-BIT PULSED LATCH AND MULTI-BIT FLIP
FLOP IN A SIMPLE SIMULATION

This chapter is comparing designed multi-bit pulsed latches with multi-bit flip flops because it is the
first step before stating that multi-bit pulsed latches can be used as a replacement multi-bit flip flop.
The comparison is based on power consumption and the predicted area which are the most important
specifications of digital standard libraries. The compared circuits are shown in Table 4. One of the
advantages of the multi-bit pulsed latch is that with an increasing number of bits, the savings are more
significant in comparison with multi-bit flip flops. The generator is becoming less significant in
comparison with the whole circuit. A 2-bit version of the pulsed latch has power consumption slightly
higher than in the case of the 2-bit flip flop. The difference is about 7.8 % (normal) and 9.4 % (scan).
The area can compensate for this difference because it is about 20 % smaller. The cell can be used as
an advantage if the designer needs to save only area because it is still useful if the designer needs to
save area regardless of power consumption. In the following multi-bit versions of pulsed latches, the
power consumption is even better than in the case of multi-bit flip flops. In the 4-bit version, the power
savings are about -6.3 % (normal) and -4.3 % (scan). The area is about -31.7 % better. In 8-bit version
the power savings are about -14.6 % (normal) and -13.4 % (scan). The area is saved about -38.3 %.

Table 4: Comparison of multi-bit pulsed latches and multi-bit flip flops

Mode Pulsed latch Flip flop
Number of bits - 2 4 8 2 4 8
Power consumption | Normal | 2.512 4272 7.689 2.330 4.561 9.003
[nW] Scan 2.535 4.342 7.721 2318 4.538 8.912
Predicted area [um?] - 24.96 42.64 76.96 31.20 6240 | 124.80

5. CONCLUSION

The designed multi-bit pulsed latches in 65 nm technology show that the power consumption and the
predicted area are better than in the case of multi-bit flip flops. The worst designed cell is a 2-bit pulsed
latch which has a slightly bigger power consumption than the 2-bit flip flop. However, this designed
cell can still be used because the predicted area is about 20 % smaller than a 2-bit flip flop. The designer
can use this cell to reduce area regardless of power consumption. Other designed multi-bit pulsed
latches like 4-bit and 8-bit versions have smaller power consumption and smaller area which implies
that multi-bit pulsed latches can be used as saving digital standard cells in comparison with multi-bit
flip flops. The following step is to layout these designed cells and compare them to have accurate results.
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Abstract—This work is primarily focused on the development of negative electrodes for
sodium-ion batteries. This type of battery does not use lithium for its operation and could
therefore be a promising successor to lithium-ion batteries in selected areas. Particular
attention is paid to sodium titanates, which serve as an active material in the negative
electrode mass.
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1. INTRODUCTION

Lithium-ion batteries are one of the most common types of batteries used today, mainly due to their
suitable properties, such as large capacity, high gravimetric and volumetric energy density, relatively
long life and more. They are used not only in a number of portable applications such as mobile phones,
notebooks, tools and others, but also as a stationary storage used for backup of buildings and equipment.
Today, lithium-ion batteries are also widely used to store energy produced by renewable energy sources,
thus increasing the overall usability of renewable sources. In recent years, there has also been
a significant expansion of electromobility, where lithium-ion batteries are widely used due to the above-
mentioned properties.

However, the ever-increasing interest in lithium-ion batteries poses a problem, which is the limited
amount of lithium in the earth's crust. For this reason, the subject of today's research is the development
of post-lithium storage systems that do not use lithium for their operation. These systems include, for
example, sodium-ion batteries, on which this work is focused. Sodium-ion batteries are based on
lithium-ion batteries technology, but have a number of disadvantages over them, such as lower
gravimetric and volumetric energy densities. This type of technology could replace lithium-ion batteries
in the future, especially in the areas of renewable energy storage. This step could save lithium to areas
where their properties are more needed, such as for use in mobile phones and electric vehicles.

2. SODIUM-ION BATTERIES

The development of sodium-ion batteries (Na-ion) began in the 1970s together with lithium-ion (Li-ion)
batteries. However, due to poorer results and demanding production processes, the development of Na-
ion batteries was almost interrupted, as Li-ion batteries had significantly better parameters and relatively
simple production technology. Interest in the technology of Na-ion batteries then increased significantly
in 2012, when there was a significant increase in papers dealing with development of Na-ion batteries.
[1]

Since the technology of both mentioned types of batteries is very similar, the basic components of Na-
ion batteries are also very similar to those that use Li-ion batteries. However, there is a fundamental
difference in the negative electrodes, as graphite cannot be used for Na-ion batteries. This is due to the
significantly larger atomic radius, which is 190 pm for sodium and 167 pm for lithium. This difference
of about 23 pm causes, that the sodium atoms or ions are not able to intercalate/deintercalate into/from
the graphite structure and the Na-ion batteries with the graphite negative electrode reach a very small

capacity. [1]
Despite a number of disadvantages, the technology of Na-ion batteries has a significant advantage,

which is the abundant presence of sodium in the earth's crust and the associated significantly lower price
compared to lithium. Due to this advantage, Na-ion batteries could be a cost-effective storage of energy
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from renewable sources, where, as mentioned in the introduction, high energy density is not the primary
requirement. The future development of this technology could significantly increase overall efficiency
of renewable energy sources. [1]

3. PREPARATION OF SODIUM TITANATES

Sodium titanates were prepared from a colloidal suspension from which an oxide material was formed
during high temperature synthesis. The starting colloidal suspension was composed of ethanol
(CH3CH20H), Titanium(lV) ISO-Propoxide (Ci2H2s04Ti; or shortly Ti-ISO) and sodium carbonate
(NaCQg3). During the preparation, a different ratio of these basic substances was chosen in order to
achieve the largest possible phase content of Na.Ti;O; and overall phase purity. This phase of sodium
titanate according to theoretical calculations reaches a theoretical capacity of 177 mA.h.gt. The
prepared sodium titanate samples were then submitted for X-ray powder diffraction (XRD) to determine
their phase composition. Table | below shows the amount of starting materials used and their time of
synthesis. All prepared samples were synthesized in an elevator laboratory oven at 800 °C. The table
also shows the phase representation of titanates occurring in individual samples obtained from XRD.
The samples also contained a small percentage of titanium dioxide (TiOy) in the form of rutile and
anatase, as well as other forms of sodium titanates, the representation of which can be neglected.

Table I: Precursors of individual samples and their XRD results

Sample Ethanol Ti-ISO Sodium Time of Na;TigO13  NayTizOr
number [ml] [ml] carbonate [g] synthesis [h] [%] [%]

01 30 9.9 1.98 5 74.1 12.1

02 30 9.9 1.98 2x5 67.6 26.5

03 30 9.9 1.98 10 51.1 45.0

04 30 19.8 1.98 10 x2 x2

05 30 19.8 1.98 20 79.6 20.4

06 30 9.9 0.99 20 69.3 30.1

2 This sample was not sufficiently synthesized so XRD analysis was not performed.

From the phase representation of individual samples it is evident that the dominant phase is
Na,TisO13, which reaches a lower theoretical capacity. However, this phase can still achieve
suitable properties, such as cycling stability.

4. ELECTRODE PREPARATION

The electrode mass was prepared from a reference sample from the previous research, whose phase
representation was 51.1 % Na,TizO7 and 46.6 % NasTisO14. The reason for selecting this sample was its
sufficient amount, so it was possible to perform grinding in a planetary mill. Only a small amount of
other samples has been prepared so far, so the preparation of electrodes from other samples has not yet
been possible and thus remains a task for follow-up research.

After grinding sodium titanate in a planetary mill, an electrode mass was prepared. A total of 0.5 g of
electrode mass was prepared. In agreement with the supervisor, the composition was chosen where
10 wt.% was Polyvinylidene Fluoride (PVDF) as binder, 20 wt.% Super C65 as conductive additive,
and 70 wt.% Sodium titanate as active material.

In addition, N-Methyl-2-Pyrrolidone (NMP) was added as a solvent as needed. The electrode mass was
then applied to a copper foil with a thickness of about 15 pm. The layer thickness was chosen to be
80 um (K-hand coater — brown rod). The applied layer was then dried at 60 °C for about 3 days. After
drying, electrodes with a diameter of 16 mm were cut out. The cut out electrodes were then pressed at
1200 kg.cm™ and dried in a vacuum re-dryer at 50 °C for about 2 days. The prepared negative electrodes
were then assembled together with a sodium disc (source of sodium ions), porous separator (cellulose
paper with a diameter of 18 mm) and electrolyte (170 ml of one molar NaPFs in EC/DEC=50/50, where
EC is ethylene carbonate and DEC is diethyl carbonate) into electrochemical measuring cells. The
assembly has been carried out in a glove box in the presence of an argon atmosphere. Then the
electrochemical characterization of the electrodes took place.
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5. MEASURED RESULTS

Electrochemical characterization of the prepared electrodes was performed on a multichannel BioLogic
potentiostat. Figures 1a to 1d below show the results of the measurement procedures performed.
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Figure 1: Measured characteristics of prepared electrodes: (a) Cyclic voltammetry, (b) and (c)
Galvanostatic cycling with potential limitation, (d) Rate capability

First, the open circuit voltage (OCV) was measured, which stabilized in the range of 2.4 V to 2.6 V for
the individual electrodes. This was followed by the measurement of cyclic voltammetry (CV), where
the current response to the applied potential was monitored. The potential range was chosen from 0 V
to 2.6 V with a scan rate of 50 mV.s. Fig. 1c plots the second cycle of cyclic voltammetry. The first
cycle was significantly different from the second one, as a passivation layer SEI (Solid Electrolyte
Interphase) was formed. The marked peaks A and B correspond to the oxidation of the electrode, and
peaks C and D indicate the reduction of the electrode. After comparing the measured results with the
literature [2], it was further found that the larger peaks A and C correspond to the oxidation and reduction
of the Na,TizOy phase and the smaller peaks B and D then the oxidation and reduction of the NagTisO13
phase.

Another measurement procedure was galvanic cycling with potential limitation (GCPL). The
measurement was performed by cyclically charging and discharging the electrode with a current of 0.1C.
A total of 20 measuring cycles were performed. Fig. 1b plots the electrode potential time dependence
for the first two measurement cycles. In this figure, it is possible to observe two plateaus, which
correspond to the extraction/insertion of ions from/into the structure of the negative electrode. The
potential difference between these two plateaus is approximately 0.2 V and it is evidence of reversible
electrochemical processes in the electrode structure. Fig. 1c shows the decrease in discharge capacity
and Coulombic efficiency in individual measuring cycles. The discharge capacity decreased from
162.21 mA.h.gt to 116.09 mA.h.g* during 17 cycles, which corresponds to a decrease of approximately
28.5 %, or a decrease of 1.67 % on average per cycle. Initially, the decrease in capacity is significantly
larger, which may again be due to the formation of the SEI layer. Coulombic efficiency is more than
100 % in the first few cycles, which is due to the slow kinetics of the sodium ions transition, so this
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result is only indicative and serves mainly to determine the declining trend. Another reason for such
a high efficiency may be the fact that a CV was performed before the measurement itself, which could
have caused that higher efficiency, as the measurement was not performed from a standstill state.

Finally, rate capability (RC) measurements were performed. The following loads were selected for this
measurement: 0.5C—1C—2C—1C—0.5C. Each load was performed a total of five times, with the
charging being constant at 0.1C for all loads. The measured results are plotted in Fig. 1d. From the
obtained results it is possible to observe a decrease in the discharge capacity with increasing load. When
the load is reduced again, the discharge capacity increases again. However, this re-increase is not to the
original values, but to lower values, which roughly corresponds to the overall decrease in discharge
capacity and Coulomb efficiency in Fig. 1c. Overall, this decrease may be due to gradual degassing of
the electrodes.

6. CONCLUSION

The aim of this work was to prepare sodium titanate, use it as an active material in the electrode mass
and perform basic electrochemical characterization. According to theoretical calculations, sodium
titanate Na,TisO7 reaches the largest theoretical capacity and is thus a suitable candidate for use in the
negative electrodes of sodium-ion batteries. The result of this work is a relatively easy and inexpensive
process for the synthesis of sodium titanate, which, however, still needs to be optimized to achieve the
highest possible phase purity. The prepared negative electrodes show reversible electrochemical
processes with a relatively high discharge capacity. Furthermore, the electrodes show a significant
decrease in the discharge capacity during cycling due to the gradual degradation of the electrodes and
the slow ion transfer kinetics. The overlap of this work is then to perform more measurements on existing
samples in order to reveal long-term results. Furthermore, the preparation of negative electrodes from
sample No. 05, which was almost 80 % represented by the Na,TisO13 phase. Although this phase is
calculated to achieve less theoretical capacity, it is necessary to verify other properties, such as long-
term stability during cycling.
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Abstract—This work describes the post-quantum algorithm FrodoKEM, its hardware
implementation in VHDL and software simulation of implementation. The issue of
postquantum cryptography and the VHDL programming language used to describe the
functionality of the hardware was studied. The acquired knowledge was transformed into
a functional simulation of all parts of the algorithm. All these parts have already been
implemented separately, so that the functionality of every single part can be separately
approached. These parts are key generation, encapsulation and decapsulation. After
successful simulation. These parts will be synthetised and implemented to FPGA board
NEXYS A7.

Keywords—Post-quantum cryptography, lattices, Frodo, FPGA, Testbench, LWE, hardware,
VHDL

1. INTRODUCTION

Once quantum computers become available, it will be possible to solve previously difficult mathematical
problems of factorization and discrete logarithms. These two issues underlie many currently used
asymmetric cryptographic schemes. As a result,National Institute of Standards and Technology launched
a 2017 call for tenders, which are required to submit an asymmetric encryption and signature scheme
that can withstand classic attacks, etc. quantum computer. The submitted candidates use very differently
approaches to achieving resistance to quantum computers, such as lattices, codes, hash functions, or
multidimensional polynomials. Lattice-based cryptographic [5] schemes can be divided into three classes
depending on the problem: encryption schemes such as textsf FrodoKEM [1] or Round5 [2] are based
on the standard problem of learning with errors, the result is excellent security due to the absence of
any structure and scalability for the price reduced efficiency or speed due to large parameters, keys and
ciphertext. In contrast, Ring learning with errors -based schemes such as NewHope [3] or NTRU [4]
offer better performance, as well as smaller keys and ciphertext than those based on standard lattices. The
lattice-based cryptosystem class is based on the Module-LWE problem and offers a trade-off between
the security of unstructured lattices and the performance of fully structured lattices. While a high-level
C software implementation exists for all the proposals presented, there is virtually no hardware
implementation, at least according to my personal research. Software implementations are performed on
a processor and can be easily transferred between different types of processors. In contrast, hardware
implementations can be performed using Field programmable gate array or Application-Specific Integrated
Circuits. They are usually written in the hardware description language HDL, such as VHDL or Verilog.
The task of this work is to design and implement the FrodoKEM algorithm directly in HDL.

2. ALGORITHM DESCRIPTION

FrodoKEM is a lattice-based key encapsulation scheme. Because FrodoKEM is based on LWE and
not RLWE, it has larger parameters and is slower, but provides greater security than other lattice-based
algorithms. The Frodo.Gen algorithm generates a matrix A line by line using either the SHAKE hash
function or AES. I chose SHAKE in my implementation. Generation is deterministic based on the
so-called short sequence and the index of the line just generated. Using Frodo.SampleMatrix, matrices
are sampled by elements from a discrete Gaussian distribution. Frodo.Pack transforms the matrix into a
bit string, while Fordo.Unpack does the exact opposite operation. Frodo.Encode encodes the bit string
into an integer matrix, and Frodo.decode transforms the matrix into a bit string as the name implies.
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3. ARCHITECTURE OF ALGORITHM IMPLEMENTATION
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Figure 1: Architecture of FrodoKEM VHDL implementation

A scheme describes the way, algorithm has been divided to various components. As there is to be seen,
some components are shared by more than one part of algorithm. The way a component works is as
followed. Component gets an input, provides computation and sends output to following component.
This way a component can be shared across more parts of the algorithm as the functionality is still the
same only input is what makes the difference. For the implementation, the strongest and most robust
Frodo-1344 parameter set was used.

Frodo-640| Frodo-976|Frodo-1344

D 15 16 16
32768 65536 65536

n 640 976 1344
B 2 3 4
len,, = 1 128 192 256
lengeedg; 128 192 256
lens 128 192 256
leng 128 192 256
lenpkh 128 192 256
lengs 128 192 256
len,, 16 16 16
X XFrodo-640 | XFrodo-976 | XFrodo-1344
SHAKE |SHAKE128 |SHAKE256 | SHAKE256

Table I: FrodoKEM parameter sets

4. SIMULATION AND HARDWARE IMPLEMENTATION

All three parts were simulated and subsequently implemented to hardware separately as to show
functionality of each one. The way testbench program was designed is as follows. The input of component
is a set of hexadecimal values corresponding to certain part of algorithm. For example for key generation
the input is initial randomness. These values are read from text file, after that computation processes.
Output values are after that compared to values in text form, that are being expected as with the same
initial randomness, same key must be generated. Same principles are being used with other parts of
algorithm. On the following picture simulation result of key generation is to be seen.The input of this
part are hexadecimal values of initial randomness. It is 23 values, that are being read in state read rand.
That state is not visible on the screen, because it lasts only 23 clock cycles and is significantly smaller
than other states. In state read pk and sk, the private and secret key, that are expected to be result are
read.
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Figure 2: Simulation of algorithm FrodoKEM key generation

Following image shows successfully finished simulation. If all comparisons of computed and initially
loaded values were successful, test is evaluated as successful.

£ q Y B X g m =
A 7 £ (tests_passsed = total tests) then
71 write (msg, tests_passad) ;
72 write (msg, string'(" of "));
7 write (msg, tota l_tasts) H
T4 write (msg, string'(" Tests successful."));
a 75 1 string' (" Testbench passed :)"));
T 76 slse
:—3 77 write (msg, tasts_f&ilad) H
7 write (msg, string' (" of "));
1\12 7 write (msg, tota l_tests) H
E write (msg, string' (" Tests failed."));
\_£ 381 @] write (msg, string' (" Testbench failed :("));
S || 282 end if;
*'-g write (msg, string' (" Average Latency: "));
o 4 write (msg, cycles/tetal tests);

write (msg, string' (" clock cyecles."));

assert false report msg.all severity failurs;

wailt for olk pesriod;

a = = I B B @
launch_simulation: Time (s): cpu = 00:00:08 ; elapsed = 00:00:09 . Memory (MB): peak = 1410.887 ; gair
run all

run: Time (s): cpy SA0-00:36 : slapsed = 00:02:1 H = ; gain = 0.000

of 2 Tests successful. Testbench passed :) Average Latency: 3291149 clock cycles.

0 ns  Iisrasd =y . shltssiing File. O:/Users/ProBook/Deskto

Figure 3: Result message of simulation

Hardware implementation is currently the only part of work that is yet to be done. After simulation in
development enviroment XILINX Vivado, the three project parts will be synthetised and a bit stream will
be generated. The result will be implemented on FPGA board NEXYS A7. The implementation will be
run on board. Data will be provided to board vie microSD card and the result of computation will be
stored on same micro SD card.
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5. CONCLUSION

The presented paper deals with the problem of implementation of currently proposed quantum security
algorithms. Algorithm that was used was FrodoKEM. It was successfully implemented VHDL ans
simulated. Afterwards the solution will be planted on FPGA board and the functionality will be tested.

REFERENCES

[1]

[2]

[3]

[4]

[5]

Alkim, Erdem and Bos, Joppe and Ducas, Léo and Longa, Patrick and Mironov, Ilya and Naehrig,
Michael and Nikolaenko, Valeria and Peikert, Chris and Raghunathan, Ananth and Stebila,
Douglas. FrodoKEM - Learning With Errors Key Encapsulation [cit. 14.11.2021]. Dostupné
z: URL

https://www.designingbuildings.co.uk/wiki/Energy infrastructure?fbclid=
IwAR1CMidlcOQs7Rfu-n2HXK9emn5Q30xyrqj eyilsFNS7jHRdxnbW3eOnMO

Baan, Hayo and Bhattacharya, Sauvik and Fluhrer, Scott and Garcia-Morchon, Oscar and
Laarhoven, Thijs and Rietman, Ronald and Saarinen, Markku-Juhani O. and Tolhuizen, Ludo
and Zhang, Zhenfei (2019) Post-Quantum Cryptography, Springer International Publishing,
978-3-030-25510-7.

Alkim, Erdem and Avanzi, Roberto and Bos, Joppe and Ducas, Léo and de la Piedra, Antonio
and Poppelmann, Thomas and Schwabe, Peter and Stebila, Douglas (2019) New Hope — Algorithm
Specifications and Supporting Documentation

Chen, Cong and Danba, Oussama and Hoffstein, Jeffrey and Hiilsing, Andreas and Rijneveld, Joost
and Schanck, John M. and Schwabe, Peter and Whyte, William and Zhang, Zhenfei (2019) NTRU
— Algorithm Specifications and Supporting Documentation

Chris Peikert. A Decade of Lattice Cryptography [cit. 17. 2. 2016]. Dostupné z: URL
https://eprint.iacr.org/2015/939.pdf

201


https://www.designingbuildings.co.uk/wiki/Energy_infrastructure?fbclid=IwAR1CMidlcOQs7Rfu-n2HXK9emn5Q30xyrqj_eyiIsFNS7jHRdxnbW3e0nM0
https://www.designingbuildings.co.uk/wiki/Energy_infrastructure?fbclid=IwAR1CMidlcOQs7Rfu-n2HXK9emn5Q30xyrqj_eyiIsFNS7jHRdxnbW3e0nM0
https://eprint.iacr.org/2015/939.pdf

Wireless Battery Management System for
Military Unmanned V ehicles

N.N. Pham!, J. Leuchter?, and H.Q. Dong®
! Department of Microelectronics, Brno University of Technology, the Czech Republic
2Department of Aviation Technology, University of Defence, Brno, the Czech Republic

3Viettel Army Telecommunication Industry Corporation, Hanoi, Vietnam

E-mail: 243756(@vut.cz, jan.leuchter@unob.cz, quanghuyhvkt@gmail.com

Abstract—This paper introduces a Battery Management System (BMS) for Military
Unmanned Vehicles, which uses multi-cell battery packs. The designed BMS is composed
of slave modules and a master module. Each slave module is in charge of managing the
state of one battery, include flowing current, voltage of battery, voltage of each cell,
temperature of battery. From these obtained data, each module can predict the State of
Charge (SoC) of connected battery. All slave modules are interconnected to the master
module via Wireless Communication Protocol such as Wi-Fi, Bluetooth, or ESP-NOW.
The master module will save all the received data to a microSD card, and if required, send
these data to a workstation. These data are useful to predict the operation range of the
vehicle, which is very important for decision the tactic of using. The designed BMS was
verified in various applications in University of Defence in Brno.

Keywords—Battery Management System, Military Unmanned Vehicle, Wireless
Communication Protocol.

1. INTRODUCTION

Since the late 19th century, unmanned vehicles have been used in wars to minimize human casualties.
This field has not stopped growing, and the role of these vehicles has been proven to be irreplaceable in
recent armed conflicts. The development trends of unmanned vehicles are decreases in size, mass as
well as noise, and an increase in scope of operation. However, closely related to these trends is the issue
of source parts. It is a fact that combustion engines are too noisy, heavy, and polluted, so nowadays
people mainly use electric drivers. These drivers used to be powered by lead-acid batteries, but these
batteries were too heavy with too-short life cycles. Therefore, they have been gradually replaced by
Nickel batteries and the most modern ones, Lithium batteries[1]-[5]. The outstanding advantages of
Lithium batteries is shown in Table I.

A lithium battery is usually a combination of many similar battery cells connected in series and parallel
(multi-cell battery pack). Therefore, during usage, Lithium batteries require BMS to ensure safety. The
BMS has the function of managing the states of batteries, as well as protecting batteries. However,
battery protection function, especially against disbalance (voltage difference between cells), is not
mentioned in this paper. The designed system focuses on monitoring the state of used batteries.
Communication between the workstation and the vehicles is ensured by the wireless communication
protocols.

Table I: Advantages of Lithium Batteries

Types of Voltage/cell Self-discharge Life cycle [cycle] Energy density

Battery [V] [%/month] [Wh/kg]

Lead-Acid 1.80-2.10 4-8 500 - 700 <40
Ni-Cd 0.85-1.35 10-15 500 — 1000 <40
Ni-MH 0.85-1.35 15-30 500 — 1000 ~ 100
Li-Ion 3.00-4.20 =2 > 1000 > 200
Li-Pol 3.00-4.20 =2 > 1000 > 200
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2. ESTIMATE THE STATE OF CHARGE

Currently, there is no absolute extract method to measure the SoC of Lithium batteries. We can only
estimate it approximately according to 3 main methods

- Open Circuit Method — OCV
- Battery Internal Resistance — BIR
- Coulomb Counting Method — CCM

For the designed system, CCM method is chosen because of its feasibility and acceptable accuracy. The
concept of this method is shown by the equation.

t
anixAl
SoC=-"—+SoC,

0

where SoC is the battery’s state of charge at time ¢, SoCy is the initial battery’s state of charge, at time
to, i is flowing current in period 4¢, Oy is total (nominal) battery capacity, # is the efficiency of
charging/discharging. Efficiency # depends on both the efficiency of electrochemical reactions at the
anode and cathode and the loss in internal resistance. For Lithium batteries, the efficiency can reach up
to 94% [6], [7]. In practice, this efficiency is determined by experiment by using the so-called deep
discharge rather than theoretical calculation. The battery is charged to a fully charged state, after that it
is discharged to a fully discharged state. In this process, we calculate the amount of charge leaving the
battery, then compare it with the nominal capacity of the battery, and then estimate the efficiency [1].

3. SLAVE MODULES

The main part of each slave module is the microcontroller ESP-32. Fig. 1 show a slave module of
the designed BMS. The peripheries are in the charge of monitoring states of connected battery,
include the following parameters:

- flowing current

- voltage of battery

- voltage of each cell

- temperature of battery

Flowing current is measuring by Hall effect current sensor ACS712. The Hall effect is stated that when
a current I flows through a thin sheet of conductive material that is penetrated by a magnetic flux density

B, a voltage U is generated perpendicular to both the current and field[1]
IxB

U=——

nxgxd

The temperature of battery is measuring by thermistor, which operates based on the dependence on
temperature of resistor of special materials. The resistor measurement is realized by using resistor
divider or more exactly using Wheatstone bridge.

PHAM Ngoc Nam |
K206 UNOB 2021 3
e,

Figure 1: Slave Module
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The output voltage of the Hall effect current sensor, the thermistor and the voltage of battery are
measured by Analog-to-Digital Converter (ADC). The integrated ADCs on microcontroller ESP-32
have significant problems with nonlinearity, the characteristic of them is not a straight line. Therefore,
it is necessary to choose a peripherical dedicated ADC[1]. The chosen one is 16-bit ADC ADSI1115.
This ADC has operating range 0-5V, resolution 16bit with the differential operation mode for solve the
problem of noise. For connection with the microcontroller ESP-32, ADS1115 uses 12C protocols with
the programable address from 0x48 to 0x4B

Other parts of these slave modules are power converter block and peripheral parts for displaying
measuring data, indicating the state of system, antenna for wider range of communication. Power
converter block contains

- switching DC/DC converter for converting the supplying voltage from battery to lower voltage
with high frequency

- linear regulator, which generates low noise DC voltage from the output of switching converter
for the operation of whole module

4. MASTER MODULE

Master module is in charge of collecting measuring data from all the slave modules, saving these data
to a microSD card and if necessary, sending data to a workstation. The main part of the master module
is also an ESP-32 microcontroller. The microSD card is connected to microcontroller via SPI protocol.
The pin mapping of microSD card for connecting to the microcontroller is shown in Fig. 2. An example
of recording data to microSD card, in a .txt file is also shown in Fig. 2

7| TEST! - Notepad

Pin SD SPI File Edit Format View Help
Ul-22.87 [v], I1--e.13([A], Ql=-12.52 [mah] ,  t1 = 350.80 [s].
u2-0.00 [V, 12-0.00[A], Q2-0.00[mh], t2=-0.00 [s].

1 DAT2 X U3-0.00 [V], 13-0.e0[A], 03-0.60 [mh], 3 -0.00 [s].

2 CD/DAT3 cs Ua-0.00 [V], T4-0.00[A], Q4=-0.60 [mh], t4=0.00 [s].
Ul -22.87 [v], I1--8.14([A], QL --12.5 [man] ,  t1 - 351.60 [s].

3 CMD DI uz-e.e0 [V], 12-0.20 [A], Q2-0.ee [mn], t2-0.60 [s].
U3-0.00 [V], 13-0.00[A], Q3-0.00[mh], t3-0.00[s].

4 VDD VDD Ua-0.00 [V], T4=800[A], Q4=0.08[mh], t4=0.00[s].

5 CLK SCLK U1 -22.87 [v], I1--2.13 [A]l, Q1 - -12.59 [mAh] ,  t1 - 352.00 [s].
U2-0.00 [V], 12-0.00[A], Q2=0.00[mh], +t2=0.00 [s].

6 VSS VSS u3 = @.e0 [V] , 13 = 0.00 [A] , Q3 = @.00 [mAn] , t3 = 0.00 [s].
Us-0.00 [V], T14-0.60[A], 0Q4-0.60 [mh], t4=-0.00 [s].

7 DATO DO
Ul -22.87 [V, I1--8.13([A], Ql--12.63 [man] , t1 - 353.00 [s].
U2-0.00 [V], 12-0.60[A], Q2=-0.60 [mh], +t2 =0.00 [s].

8 DAT1 X U3 -e.e0 [V], 13-0.00[A], Q3=-0.00 [mn], t3=0.00 [s].
U4 -0.00 [V], 14-0.00 [A], 04 -0.60 [mAh], t4=-0.00 [s].

Figure 2: pin mapping of microSD card and example of recording data to microSD card

Both the interconnection between slave modules and the master module, and the connection between
the master module and workstation are based on Wireless Communication Protocols. This requirement
is one of the main reasons of choosing ESP-32 microcontroller, which has integrated the function of
wireless communications. ESP-32 is able to transfer data wirelessly via the following protocols

- 802.11 Wi-Fi
- Bluetooth 4.2

- Bluetooth Low Energy
- ESP-NOW

Figure 3: Master Module — with and without external antenna
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5. FUNCTIONAL VERIFICATION

The detailed designs of system, including design of Graphic User Interfaces and flow chart with above
protocols are presented in [1]-[3]. Fig. 3 show the design of Master Module.

The functional verification of designed BMS is also presented in [1]—[3], [6]. The verification is realized
by using Multimeters Agilent 34401A, Shunt Current Sensor Agilent 34430 30A, and climatic test
chamber Vétschtechnik VCL7010.

The practical verifications which are realized in various applications in University of Defence are shown
in Fig. 4
- The first one is the mobile interference device of Department of Aviation Technology, to
monitor the state of source block using Lithium batteries.
- The second one is the 3-wheel differential drive mobile robot of Department of Air Defence,
with the purpose of monitoring and comparing the energy consumption of various controllers.

Figure 4: Practical implementation of designed BMS

6. CONCLUSION

The paper focuses on the design of a BMS for Military Unmanned Vehicles. The BMS is designed for
using in vehicles with multi-cell battery packs. The BMS contains a master module and slave modules.
This structure provides a designed system with high modularity where we can insert more slave modules
for applications with more battery packs. The connections between modules of BMS and between BMS
and workstation is wireless connection, which is suitable for operation in practical tactic environment.
The designed BMS was verified in several military vehicles in University of Defence in Brno.

Future work can be development of protecting function and balance function for connected batteries.
The designed system can also be used in experimental analysis of various batteries where it measures
all the parameters of batteries during the experiments.

Another interesting application of the designed system is an application in terms of unmanned vehicle’
cooperation. Each slave module monitors the batteries of an unmanned vehicle and send these data to
the control station. Based on obtained data, the cooperation of these unmanned vehicles can be modified
to reach the higher efficiency.
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Abstract—This paper describes development of a proportional counter measurement
system which is used to measure ionizing radiation. The system will allow easy acquisition
of data from various detectors for further analysis and research of new processing
algorithms. At first, hardware and software of the prototype system is described. Then,
a test measurement and its results are mentioned.

Keywords—Ionizing radiation, Proportional counter, Acquisition system, Pulse classification,
Microdischarge, Red Pitaya, STEMlab, Zynq, FPGA, Linux

1. INTRODUCTION

Proportional counters are a type of ionization chamber detector. They are very similar to Geiger-Miiller
tubes (G-M tube in short) as their mechanical construction in nearly identical. However, the main
difference between them is how much information they can provide. G-M tubes are designed to detect
ionizing radiation regardless of its properties with the advantage of their strong output signal.
Proportional counters, on the other hand, provide only a weak output signal, but on the contrary it can
provide much more information about the measured radiation. [1]

Similar type of detectors in terms of use case are scintillation detectors. These work on a very different
principle than ionization chambers and are more complex. They are mostly used as spectrometers which
means they can detect the energy of a measured particle. In theory, proportional counters can achieve
the same goal with less complex equipment. However, processing of their output is more challenging
because unlike with scintillation detectors the output signal depends not only on properties of a measured
radiation but also on a place of interaction within the active zone of the detector [2].

2. EQUIPMENT

The block diagram of the measurement system is on figure 1. The system consists of several devices.
The proportional counter LND 270132 is powered by high voltage laboratory power supply SRS PS350
through the preamplifier which feeds amplified signal from the detector into the custom built measuring
unit.

Measuring unit

PC e Ethernet N

LCD Red Pitaya Proportional
Signal counter
3% user button e
A
SV= A

A
230 V= »| Switched-mode | +15V=|

"| power supply

| HV DC power 2500 V=
supply

Figure 1: Block diagram of the measurement system

Preamplifier
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2.1. Measuring unit

The main part of the measuring unit, which can be seen in figure 2, is a RedPitaya STEMIlab 125-14
board. It is equipped with Xilinx Zynq 7010 which is a system on a chip (SoC) consisting of a dual-core
ARM processor and a field-programmable gate array (FPGA). The board also has an LTC2145-14 which
is a dual 14bit analog-to-digital converter (ADC) with sampling frequency of 125 Msps. For high speed
data transfer to a computer a gigabit Ethernet interface is used.

User interface consists of a 16x2 character display (LCD) and three buttons. The whole device is powered
by a switched-mode power supply MEAN WELL RT-50C. This power supply also provides power
to the preamplifier.

Figure 2: Photos of the custom built measuring unit

3. SOFTWARE

A complete software chain whose block diagram is in figure 3 had to be developed for the measurement
system to work.

PC SoC (Zynq)
MATLAB CPU FPGA
Store data
as a file

S

User interface
application |at”|

Figure 3: Block diagram of a software chain

Design in FPGA part of the Zynq SoC consists of a finite-state machine (FSM) written in VHDL language.
The FSM takes parallel input from ADC and based on user-given parameters stores waveforms
of measured pulses in a two-port block memory (BRAM). The second port of BRAM is connected
to the CPU via AXI BRAM Controller IP. There are also other utility parts such as custom AXI LCD
driver IP.

For the CPU a ready-to-use RedPitaya STEMIab Linux OS (operating system) is used. Although, the OS
is fully functional by default, some tweaks were done to it. All unnecessary services such as a webserver
or Jupyter were disabled to free-up the resources. The second major tweak was to change the system
configuration to run every single process on the first CPU core only, by default. The reason for that is
to reserve all of the computational time of the second core for the data transfer process to minimize its
delay. Both the data transfer process and control process are written in C language.
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The measuring unit is controlled from a master PC using a Java application with a graphical user interface
(GUI). The Java language was chosen for the application to be platform independent. The GUI which
can be seen in figure 4 is minimalist to be as user-friendly as possible. The application is also responsible
for saving the measured waveforms as binary data files for further processing.

Connection configuration

Device IP/hostname | sportionalCounter.local 8500
Acquisition destination folder Select 8 450
CADATA\Test2 8 400

Save 8350

Acquisition configuration 8300

Trigger edge Rising () Falling 8 250

Trigger level (0-16383) | 8380 8 200

PreTrigger length (0-255) | 255 8150

PostTrigger length (0-1023) | 1023 8100

8050

Stop Start

8 000

Stats 7950

Captured files: ekl 7 900

Last trigger number: 7783

Missed triggers: 365 Ve

Last sequence timestamp [ps]: 1397109493 7 800
Triggers per second: ° 0 200 400 600 800 1000 1200

Figure 4: GUI of a user interface application

4. TEST MEASUREMENT

With the prototype system working a test measurement was conducted to ensure that the data acquisition
is working properly. Data were gathered over the course of approximately 30 minutes. During this time
period over 7400 pulse samples were gathered. Two of them can be seen in figure 5 as an example.

60 | —— Microdischarge
—— Particle response

I
S

Amplitude [mV]
[\*)
S

Time [us]

Figure 5: Sample waveforms acquired from test measurement

4.1. Microdischarge

The figure 5, mentioned above, shows two different types of impulses. The one with a very steep
rising edge is an outcome of a parasitic phenomenon called microdischarge. 1t is caused by material
imperfections of the detector under a high voltage stress [3]. There is no simple way to prevent this once
the detector is manufactured. Luckily, the shape of these pulses allows them to be easily distinguished
and filtered out.
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4.2. Data processing

Acquired data were processed in MATLAB. As they were a raw output of the ADC they were rather noisy
and so they had to be filtered by a moving-average filter which was good enough for further processing
as a proof of concept.

The most significant metrics for proportional counter pulse classification are their peak amplitude
and rising time. With these two values the data can be plotted in an X-Y chart to distinguish the origin
of each pulse [4]. A classification chart of the measured data is in figure 6. Points at the very bottom
of the chart are microdischarges mentioned in section 4.1.
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Figure 6: Data acquired from test measurement (Detector LND 270132 @ 2500 V)

5. CONCLUSION

The developed prototype of a proportional counter measurement system was briefly described. Then,
a subsequent test measurement with the system provided a small sample of data for further analysis. Even
without advanced processing it showed that the used detector suffers from frequent parasitic
microdischarges. It also discovered a few bugs in the measurement system that will be fixed before
conducting real measurements in the future. Data from these measurements will be used to research new
processing algorithms for proportional counters such as genetic algorithm which is promising to give
good results.
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Abstract—In this paper, an alternative approach to control the model of the wind tunnel
is proposed. The aim is to find out if it is possible to achieve better results in regulating
a system containing nonlinearities when a fuzzy controller is used instead of common linear
controllers. The designed fuzzy controller will be implemented into a PLC via automatic
code generation in MATLAB later.
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1. INTRODUCTION

When controlling real systems using conventional linear regulators, the required results may not be
achieved. One reason may be the presence of internal nonlinear dependencies in the regulated system.
When the output of a system depends nonlinearly on its inputs, sometimes the input-output relationship
can be decomposed into two (or more) interconnected elements. In the case of two elements, the dynamics
can be represented by a linear transfer function and the nonlinearities can be captured by using nonlinear
functions of inputs and outputs of the linear system. This series connection of static nonlinear block with
a dynamic linear block is called the Hammerstein model [1]. Hammerstein model applications cover
several areas, such as modeling electromechanical systems, audio or speech processing, and predictive
control of chemical processes [2].

One of the solutions to achieve better results in controlling (e.g. short transient to setpoint without
overshoot or undershoot) a Hammerstein-type system can be to use a fuzzy controller. This work is
focused on this solution.

2. THE MODEL DESCRIPTION

The real system is represented by a wind tunnel model. This model consists of three parts. The body
is made up of a 500 mm length polypropylene tube with an inner diameter of 75 mm. As a source
of airflow is placed a voltage-controlled fan SUNON MagLev ME80252V3-000U-G99 at the inlet of the
tube. Then the air flows through the tube. The airflow is measured by a rotary encoder LPD3806 600BM
G5 24C with a vane flow meter at the outlet of the tube. The whole model is shown in Fig. 1.

This wind tunnel model is controlled by a compact PLC SIMATIC S7-1214 DC/DC/DC manufactured
by Siemens. The controlled variable is the output encoder frequency. This frequency can be transformed
to RPM as well. The model contains a number of nonlinearities that occur in the fan and the airflow
measurement. The fan starts rotating at an effective voltage of 12V and stops when the voltage decreases
below 9V. The output flow meter is unable to detect an airflow lower than that generated when the fan
is supplied by 10V. Due to this situation, the whole system is used in a range of 12-24V.

Figure 1: The whole wind tunnel model (left) and the detailed look (right [3])
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The wiring diagram of the wind tunnel model with PLC is described in Fig. 2. Three resistors with
anominal electrical resistance of 4,700 Q are used to suppress the effects of unwanted noise. Output ZV
at the fan is an integrated speed sensor and outputs A and B at the encoder are its output channels.

+24V

GND

Vcc GND Vce GND
FAN ENCODER
zv A B

4k7
4k7
4k7

Dio| DI1| DI2 i M

PLC SIMATIC
S7-1200

DQ

Figure 2: The wiring diagram of the wind tunnel model

3. THE DESIGNING OF THE FUZZY CONTROLLER

For designing and subsequent testing of the created fuzzy controller, it was necessary to transfer the
wind tunnel model to Simulink. For this, the MATLAB Identification Toolbox was used. According to
comparing the response of the real system with the response of the identified system, the accuracy of the
identification reached 92%.

The fuzzy controller was designed and tested in MATLAB and Simulink, where Fuzzy Toolbox was used.
A Mamdani fuzzy PI controller was chosen because it is sufficient and easier to implement than a fuzzy
PID controller. The controller has two inputs (a deviation and a sum of the deviation) and one output.
The universe of both inputs was set to a range of -10 to 92 and contains four membership functions called
Z0-zero, PS-positive small, PM-positive medium, and PB-positive big. Two membership functions
have a form of the A-function and the others have II-function. The positions of the vertices of these
membership functions in the universe were chosen based on the shape of the identified nonlinearity
of the wind tunnel model. The second input is identical to the first input. The type of implication was
chosen as minimum consequent implication, aggregation as maximum, and defuzzification as a centroid.

In a similar way, the membership functions for the fuzzy controller output were created. The difference
was the number of membership functions and the scope of the universe. Here were selected 6 membership
functions of the type of the A-function (ZO-zero, PN-positive negligible, PS-positive small, PM-positive
medium, PB-positive big, and PVB-positive very big).

The designed fuzzy controller follows these rules:

e
Z PS PM PB
Z 7 PN PS PM
PS PN PS PM PB
2¢ " om PS PN PB PVB
PB PM PB PVB | PVB

Figure 3: The rules of the designed fuzzy controller
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Initial estimation of the proportional gain and the integral time constant of the fuzzy PI controller was
obtained by using a block in Simulink called PID Controller.

Subsequently, the created fuzzy PI controller was optimized by using the MATLAB function called
fminsearch. This function uses the Nelder-Mead method to minimize [4]. The values of proportional
gain, integral time constant, and also the positions of all membership functions at the input and the output
were optimized. As the minimization criterion was chosen the Integral of time-multiplied Absolute value
of Error criterion (ITAE).

I:/()mle(t)|-tdt (1)

The optimized positions of membership functions on the inputs and the output of the fuzzy PI controller
are shown in Fig. 4.
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Figure 4: The optimized membership functions at the inputs and the output of the controller

4. RESULTS

For a selected setpoint of 100 RPM, the output of the control circuit stabilizes in approximately 4 seconds.
During the control process, there is no overshoot or undershoot of the setpoint. The response of the
control circuit to the setpoint value 100 RPM is shown in Fig. 5. For comparison, the response of the
linear PI controller and state feedback controller are also plotted. The linear controller was designed
in Simulink by PID Controller block. The proportional gain and the integral time constant of this linear
PI controller were also optimized by fminsearch function. As can be seen in the figure, the control circuit
with the linear PI controller has a response with damped oscillations. The control circuit with the state
feedback controller with optimized pole placement reached the best result. For the fuzzy controller the
value of ITAE criteria is 166.81, for the linear controller is 291.69, and for the state feedback controller
is 91.78. Here it is important to mention, that the results were obtained on the identified system in
Simulink except for the control circuit with the state feedback controller, where the result was obtained
on a linearized model of the identified system. This linearized system does not include all nonlinear
dependencies and that could be the reason why the control circuit with the state feedback controller has
the best result.

214



120

100 | "'_"‘*--\_______:__‘____,...f

80 n
=
o 60 N
o

40 N

Linear Pl
20 - Fuzzy Pl ]
/ State Feedback
0 I | | | | | | | |
0 1 2 3 4 5 6 7 8 9 10
Time [s]

Figure 5: The comparison of control circuit responses to setpoint step change

5. CONCLUSION

In this paper, an alternative approach to control the model of the real system containing nonlinearities
was proposed. The designed fuzzy PI controller of the type of Mamdani has four membership functions
at the inputs and six at the output. In its design, emphasis was placed on regulation without overshoot.
As can be seen in Fig. 5, the designed fuzzy PI controller achieved better results in controlling than
the linear PI controller. The linear controller has damped oscillations around the setpoint value. The
best result reached the state feedback controller, but this controller was linked into the control circuit
with the linearized model of the identified system. This linearized system does not include all nonlinear
dependencies which can affect the control process. A robustness analysis has not been performed yet.
The future work will be focused on the transformation of the MATLAB code into a PLC via automatic
code generation in MATLAB.
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Abstract—A temperature fiber-optic polarization sensor, which thanks to its non-
electricity, inertness to its surroundings, and high sensitivity is suitable for remote sensing
in dangerous environments with a high risk of explosion, can be power-supplied via
classical single mode fiber. The research investigates the use of a wavelength multiplex of
1550 and 1557,36 nm, and connections of polarization maintaining circulators, optical
routes, and couplers to ensure quality power-supply to the sensor and parallel data
transmitting. Separately, without the connected sensor, data transmission was successful
without problems. With a connected sensor, due to the whole concept of a circuit caused
problems, and data transmission was not working. Sensor sensitivity was tested by the
application of a container with water at different temperatures. Experiments show that
sensor sensitivity is not negatively affected by data transmission, it only affects the
outgoing level of power.

Keywords—~Polarization sensor, Temperature sensor, Using wavelength multiplex for
power-supply temperature fiber-optic polarization Sensor

1. INTRODUCTION

The thesis proposes the utilization of wavelength division multiplexing and optical circulators for
simultaneous power supply of a remote fiber optic polarization sensor and data carrying. The main
advantage is the usage of an optical circulator, which allow to use the same optical single mode route to
power supply the sensor and transmit internet data across single mode fiber. This connection is suitable
for remote sensing in a dangerous environment with the possibility of explosion, where it is necessary
to have a non-electric sensor that does not affect its surroundings.

The issue of a sensor is the subject of a separate paper [1]. There are written details about physical
principles and effects inside fiber. The paper [2] also discusses the sensor, but the focus is on the effect
of temperature on light-descriptive quantities. There are also evaluated outcomes from the sensor, but
more details about describing and evaluating them can be found in [3]. All the articles concern the
sensor, but this thesis is more focused on overall connection and usage in a real environment with all its
negative external influences, as paper [4] describes.

2. WORKPLACE SCHEME

Small form pluggable modules laser diodes SPS-7380WC, 1.25G SFP-ZXD 1550 nm, dedicated to data
carrying, and SFP-PLU-ZR-DWDM-25 10G DWDM ZR 1557,36 nm used as power supply for a sensor
are chosen as sources. Power is then coupled from these sources in CP-PS-1X2-1550-50/50-900-5-1M-
3x54-FC coupler. It couples the half of incoming power from its both inputs. Then the light goes to a
polarization maintaining optical Circulator 1 PMCIR-3-B1550-F-2-1-FC, where it is possible to use
only one route for transmitting signal. A 10 km long optical route of single-mode fiber is connected
between circulators. At the end of the route there is connected Circulator 2. It used its property to allow
pass only y-plane. Coupler 2 is connected as a splitter and equally splits incoming power into two
branches. Data reaches Source 3 in the first branch. The splitter does not affect the polarization state, so
it is suitable for power supply of the sensor in the second branch. This sensor has in the input +45°
rotated FC connector, so the sensor sufficiently reacts on temperature changes in both planes. The output
power is then coupled with signal from Source 3, which operates at 1550 nm, in the Coupler 3, 1x2
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90:10 PM Narrowband Coupler. The 10% of the power comes from Source 3 and 90% from the sensor.
After that, the light travels the same way back to the beginning. Through the first circulator and another
in Coupler 4. There is power equally split between the VEGA laser power meter and computer.

Optical Optical
Source 1 Coupler 1 : . Coutisid s 3
= Circulator 2 pler ource
A, = 1550 nm 50/50 Circulator 1 s S
i LA ,é@i s0 A
L Optical route / 50 Rx
i l 10 km 1 T
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A, = 1557,36 nm >
1T
x C%‘:)%%r i Sensor
Exposed length
90 =4m
10| Coupler 3
90/10
— ey
USB iy
VEGA Photodiode
Measuring power PD300-IR
Single mode fiber = Polarization-maintaing optical fiber = FC connenctor

Figure 1: Workplace layout

3. RESULTS

The method of testing sensor sensitivity is based on applying a container with water of different
temperatures. The laboratory has ambient temperature 24 °C and the sensor is tested by 36,5 °C, because
it is body temperature, 0 °C container and 95 °C, to prove sufficient reactions.

During these tests, optical sources operating at wavelength A; = 1550 nm and carrying data are turned
off. This solution was chosen to evaluate only the sensor data operating at A, = 1557,36 nm. When all
sources are connected, optical power has bigger values, but still only the wavelength of 1557,36 nm is
changing. Therefore, it is necessary to set the proper range of measuring device. Data carrying is tested
separately without a connected sensor. In that case, data carrying is functioning, but the measurements
with a connected sensor were not sufficient. Couplers are not able to split wavelengths, so the data from
Source 1 and the power from Source 2 go through the sensor and then in Coupler 3 are mixed with data
from Source 3. This phenomenon causes non-functioning data carrying. Nevertheless, the sensor is still
working properly.

The output power is strongly dependent on an optical route between the optical circulators. There is a
noticeable disadvantage to an optical circulator because he lets pass only y-axe polarization, so the power
of the other polarization states is dropped. Another observed phenomenon is reflection, which affects
incoming power from the sensor and Source 3. It is not a negligible value.
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Figure 2: The change in optical power caused by the application of a container of water at 36,5 °C
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A container with water at 36,5°C was applied in the 12th second. The reaction in Fig. 2 has almost a
harmonious course, and the time of application is clearly visible in the reaction of optical power.
Container removal is not so obvious, but it can be noticed by violation of harmonious course.
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Figure 3: The change in optical power caused by the application of a container at 0 °C

Fig. 3 shows the power reaction to an applied container at a temperature of 0 °C. The oscillation is
visible, and the maximum value was slowly ascending, as well as the mean value. After container
removal, the sensor reacts immediately by the visible change of a course.
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Figure 4: The change in optical power caused by the application of a container of water at 95 °C

Fig. 4 shows sufficient reaction in all cases. Firstly, there is a visible reaction to the operator’s presence
when a balanced state is interrupted. Subsequently the reaction on a container application is shown.
Container removal is not so easy to notice, but the next short period confirms it. This measurement took
place alongside the connected polarimeter, which captured data are displayed in Fig. 5 and Fig. 6.
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Figure 5: The change in optical power caused by the application of a container of water at 95 °C

218



Fig. 5 shows the reaction in more detail, because the sample frequency is 0,5 s. The difference between
power levels measured by a laser power meter, displayed in Fig. 4, and a polarimeter, captured in Fig. 5,
is caused by a polarimeter, which shows only the power of the main polarization state, which is displayed
in Fig. 6. The degree of polarization was around 90 %.
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Figure 6: The change in Stokes parameters caused by the application of a container with water 95 °C

Fig. 6 captured balanced state in normalized Stokes parameters, that is caused by the property of an
optical circulator to only pass y-axis polarization. Differences from the linear vertical polarization can
be caused by flaws in components or couplers. Small differences from the constant course are caused
by power oscillations.

4. CONCLUSION

The thesis proposes a connection for power-supply to a sensor and ensures data carrying to a remote
destination. All the benefits of fiber-optic polarization sensors, such as non-electricity, sufficient
sensitivity, and simplicity, should be kept, with the bonus of data carrying. Data carrying is working
separately as well as the sensor. Simultaneously, there were physical borders, which did not allow us to
use the whole potential of the connection. Better power and polarization management can increase
functionality. But the functionality of the sensor is not affected by carried data. That is proved by testing
the sensor by 0°C, 36,5°C and 95°C containers. All power changes are sufficient, alongside data
carrying. The only difference is in power, so it is necessary to set the receiver to a higher power range.
I would like to go on researching and try to solve all imperfection and use it alongside with wavelength
division multiplex.
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Abstract—The paper presents the materials used in aerospace industry and introduces an
automated test bench for investigating these materials’ electrical properties. The test bench
is also designed to investigate aviation electronic components, especially regarding
electromagnetic compatibility (EMC). The test bench contains various measuring
instruments which are connected to a computer (workstation). The designed program on
the computer supervises identifying connected instruments and creating communication
channels to those instruments. This program also controls those instruments to conduct
required measurement or testing and obtain the measuring results. Instrument control is
realized by using Standard Command for Programable Instrument (SCPI) commands. The
program is designed in MATLAB development environment and add-on application
MATLAB App Designer with toolboxes Instrument Control Toolbox and Signal
Processing Toolbox.

Keywords—Aerospace Industry, Conductive Composite Material, MATLAB, SCPI

1. INTRODUCTION

For decades, metals have been used in Aerospace industry as traditional materials. For example,
Aluminum was a prominent material from World War I. Steel was also used but at a lower rate. From
the 1970s, Titanium and Nickel began to be used [1]. The use of metals instead of wood, fabric and
twine was started when engineers wanted to surmount challenges in strength and wind resistance which
increased as speeds improved. On the other hand, metals had their own disadvantages. They are costly,
heavy, need expensive maintenance and are prone to corrosion [1]. Therefore, composite materials are
recently used as alternative materials. Main advantages of composite materials are light-weight, high-
strength, high-stiffness, and easily-to-form. Obviously, the use of composite materials then can reduce
the weight of aircraft, then reduces the power consumption and increase efficiency.

However, used as cover structures of aircraft, composite materials have significant problems of poor
electrical and thermal conductivities. During the operation, aircraft could face problems such as ice
accumulation and lightning strikes which are dangerous for the aircraft. Therefore, to protect the aircraft,
materials for surface structures must have good electrical and thermal conductivity. In terms of EMC,
small electrical resistivity is also required for good electromagnetic interference (EMI) shield [2]-[4].

Figure 1: Aero L-39NG light jet trainer project [5]
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2. CONDUCTIVE COMPOSITE MATERIALS

As mentioned above, the significant problems of composite materials are poor electrical and thermal
conductivities. The solution for these problems is called Conductive Composite Material (CCM). A
CCM usually consists of conductive fillers in a nonconductive matrix. These fillers manifest a large
scale of electrical conductivities needed for intended applications. Apparently, the electrical
conductivity of a CCM depends on the volume fraction of conductive filler. When the amount of
conductive filler increased, the filler particles begin to move continuously, free electrons in the
composite can move easily by contacting each other, then the electrical conductivity will be increased
to higher levels [1].

Concerning materials for conductive filler, traditional metals such as Aluminum, Copper, Silver, and
Nickel are promising options. Another superior option is using carbon-based materials. In comparison
with traditional metals, carbon-based materials have much lower weight, higher electrical conductivity,
and higher thermal conductivity (see Table I, II). Therefore, many manufactures have been using CCM
with carbon-based conductive fillers for their products. For example, to modernize the new generation
L-39NG jet trainer (see Fig. 1) from its L-39s legacy, different parts made of composite materials are
used by Aero Vodochody AEROSPACE a.s. to improve efficiency [5]. The cover structures are
redesigned using composite materials with carbon-based conductive fillers.

Table I: Properties of traditional metals [1], [6]-[8]

Metals Density Electrical Conductivity Thermal Conductivity
[g/cm’] [10° S/m] [W/mK]
Aluminum 2.69 38.2 200
Copper 8.93 59.8 400
Iron 7.87 10.3 80
Silver 10.49 68 450
Nickel 8.9 14.6 100

Table II: Properties of carbon-based materials [1], [6]—[8]

Carbon-based Density Electrical Conductivity Thermal Conductivity
materials lg/em?] [10° S/m] [W/mK]
Carbon Nano Tube 1.4 3.33 2000~6000
Graphene 0.3 100 800
Graphite 2.25 0.073 100~400

3. DESIGN OF TEST BENCH

The conductivity of CCM depends not only on the amount of conductive filler as mentioned above, but
also on the types, shapes, sizes, dispersions, and distribution of fillers in the composite [1]. Therefore,
it is important to experimentally analyze the conductivity of various designs to verify and choose the
best one for required application. Furthermore, the EMI protection issues of these materials are also
interesting to investigate.

The test bench, containing measuring instruments and computer programs, aims to provide a workplace
for experimental analysis of CCM. For experimental analysis, different measuring instruments are
required. Manually manipulating these devices and instruments is usually slow and inconvenient. In
addition, the data from experiments then must be transferred to a computer/workstation for further
analysis. Therefore, it is necessary to design a computer-based system that can control several measuring
instruments, obtain the measuring data from these instruments, and analyze these data.

The main part of test bench is a computer program, which must fulfill the above requirements. There
are various development environments for purpose of controlling instrument such as LabView, VEE
Pro, MATLAB, .... While LabView and VEE Pro are graphical-based environments which are
optimized for instrument control, MATLAB is text-based environment that is designed for various
engineering and scientist tasks, including instrument control. Therefore, to control instruments fast and
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casily, LabView or VEE Pro are the best choices. In contrast, the computation ability of MATLAB is
much better than LabView and VEE Pro. The graphical-based property of LabView and VEE Pro is not
proper for a large complex project [9], [10]. MATLAB also provides a large number of toolboxes for
data analysis, signal analysis and so on. It is typical to use LabView and VEE Pro for instrument control
and MATLAB for data computation tasks. However, such a system is quite bulky, and expensive to
purchase all the environments.

Our whole designed computer program is developed in MATLAB environment. GUI, which is required
to simplify manipulation, is designed by using add-on application MATLAB App Designer, which
allows us to create GUI by dragging and dropping visual components and programing their behavior.
For instrument control tasks, the Instrument Control Toolbox is used. This toolbox helps the computer
to connect to measuring and testing instruments via various communication protocols and standards.
For data analyzing tasks, the Signal Processing Toolbox and DSP System Toolbox are used. In some
special test benches, for example, test bench with thermal camera, Image Processing Toolbox is also
available. The flowchart of MATLAB program is shown in Fig. 2 below.

Search for instruments Create connection py: (SNAISORl command for
configuration, calibration

L A
-

Stop 2 No - Any change in
Other instrument? - configuration,
- working mode?
Process, Analyze, Save | Obtain, receive measuring, | Send query SCPI command
measuring data 3 testing data from instrument | for measuring, testing

Figure 2: Flowchart of MATLAB program

The instrument control is conducted by using Standard Commands for Programable Instruments (SCPI).
In MATLAB program, SCPI commands are “encapsulated” in MATLAB commands, which also
defined which instruments will receive which SCPI commands. The data responded by instruments are
also obtained by MATLAB. These data are then visualized in GUI and processed, analyzed, or saved to
computer for further working according to user’s requirements. An example of MATLAB program with
encapsulated SCPI commands for HM8118 LCR Bridge is shown in Fig.3. Designed GUIs for some
instruments are introduced in Fig. 4. Results of some data processing done by designed test bench are
shown in Fig. 5.

% Connect to the instrument

app.LCRBridge = visadev(app.LCR_AdressEditField.value);

% Waiting for connecting

while isempty(app.LCRBridge)

end

% Configure the terminator

configureTerminator(app.LCRBridge, "CR");

% Change the display

app.LCR_CONNECTButton.Text = 'DISCONNECT';

app.LCR_CONNECTButton.BackgroundColor = 'Green';

app.LCR_CONNECTEDCheckBox.Value = 1;

% Choose the Trigger Mode

[~, Locb] = ismember(app.LCR_TriggerDropDown.Value, app.LCR_TriggerDropDown.Items);
writeline(app.LCRBridge, "MMOD " + num2str(Locb-1))

% Choose the Voltage and Frequence for the tests

app.LCR_Freq = app.LCR_FrequencyDropDown.Value;

app.LCR_Volt = app.LCR_TestsignalEditField.Value;

[~, Locb] = ismember(app.LCR_FrequencyDropDown.Value, app.LCR_FrequencyDropDown.Items);
% Set the measurement

writeline(app.LCRBridge, "FREQ " + app.LCR_Frequencies(Lock)); % set measurement signal's frequency
writeline(app.LCRBridge, "VOLT " + app.LCR_TestsignalEditField.Value); % set measurement signal's amplitude
writeline(app.LCRBridge, "PMOD " + app.LCR_mode); % set measurement function
writeline(app.LCRBridge, "CIRC " + app.LCR_ModelNumber); % set measurement model
writeline(app.LCRBridge, "RATE " + app.LCR_RateNumber); % set measurement speed
writeline(app.LCRBridge, "MMOD " + app.LCR_TriggerNumber); % set trigger type

Figure 3: Example of MATLAB and SCPI code
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Figure 5: Results of data processing in MATLAB

Fig. 5a shows frequency spectrum of radiated noise from a switching AC/DC converter. The noise was
sensed by an antenna which is connected to a signal spectrum analyzer. The signal spectrum analyzer
operates under the control of test bench. Test bench obtained the measuring data from signal analyzer
and calculated frequency, amplitude of four first harmonics. From the visualized data we can easily
conclude that the tested AC/DC switching converter operate at a frequency of 80 kHz. Further analyses
can be also realized using MATLAB functions and toolboxes. This test is simple but important regarding
EMI shielding.

Fig. 5b shows the impendence of electrical conductivity of different samples of CCM in frequency. The
electrical conductivity is measured by HM8118 LCR Bridge in a whole frequency range from 20 Hz to
200 kHz. The GUI visualized the data in a graph, which is more understandable than in a table. The
electrical conductivity is approximately constant with frequencies below 2 kHz. Then, it rapidly
decreases with the rise of frequency. This behavior of electrical conductivity then is analyzed by
manufacture and designer of measured samples to improve the designs

4. CONCLUSION

The paper briefly presents the trend of using Conductive Composite Materials in Aerospace applications.
The main part of the paper introduces design of a testbench for experimental investigating these new
aerospace materials. The test bench is developed in MATLAB environment, which can control
instruments and have a large number of functions and toolboxes for data processing, analyzing, and
visualizing. The functions of test bench are also verified in different measurements