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PREPARATION OF ELECTRODES OF LI-S BATTERIES 

USING INVERSELY VULCANIZED SULFUR 
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Abstract: This paper focuses on manufacturing of Li-S batteries, which in theory have higher 

energy density than the currently most popular Li-ion battery. Before putting the Li-S battery on 

the market, several problems which prevent its practical use have to be solved. These issues include 

short longevity, which could be solved by manufacturing the electrode using inversely vulcanized 

sulfur. This method could eliminate the immediate issue and enable the rise of the Li-S battery on 

the market. 

Keywords: Li-S battery, inverse vulcanization, inversely vulcanized sulfur, electrochemistry 

1 INTRODUCTION 

We can notice a rising trend of mobile electronic assets in today’s quickly developing world. Be it 

in phones or new models of electric cars, the demand for new types of batteries is becoming ap-

parent, batteries which are able to satisfy and keep up with the growing demands of the current age. 

The answer could be a battery composed of the combination of lithium and sulfur (Li-S). Due to its 

on-paper energy density, which goes up to 2600 Wh/kg, it is considerably higher than the currently 

most popular lithium-ion (Li-ion) batteries which only boast on-paper energy density of up to 600 

Wh/kg. However, there are standing issues which cause low longevity of the Li-S battery still 

waiting to be solved [1]. 

Solution to this problem could come in the form of amorphous sulfur, which can be obtained using 

inverse vulcanization. The final product - inversely vulcanized sulfur (IVS) is more stable and and 

resilient to backwards recrystallization, which makes it a particularly fitting material for manu-

facturing of the Li-S battery [2]. 

2 Li-S BATTERY 

The Li-S battery is a promising candidate for the next generation of electric energy storage sys-

tems. It has taken a lead position namely thanks to its high on-paper energy density combined with 

its low cost. In practice, values of up to 600 Wh/kg have been achieved so far. Its theoretically high  

energy density is rooted in the conjunction of lithium and sulfur. The cathode which is made of sul-

fur has on-paper capacity of 1675 Ah/kg. In the case of metal lithium, its on-paper capacity is exa-

ctly 3860 Ah/kg [1].  

Despite the many advantageous properties of elemental sulfur, no-one has been able to create an 

optimal cell when it comes to its technical parameters (especially longevity) and thus compete with 

the currently dominant Li-ion batteries. Issues of the Li-S battery can generally be divided into 

three groups. First issue is the low electrical conductivity of elementar sulfur itself and its products. 

(i.e. Li2S). Second is migration of higher polysulfides through the separator and its reactions with 

the lithium anode (the so-called sulfur shuttle effect). These polysulfides consequently reduce the 

effective area of the lithium anode and contribute to the decrease of conductivity. The last of the 
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serious issues is cracking and disintegration of the electrode due to thermal expansion. During the 

cyclical conversion of S8 and Li2S the volume of the electrode changes by 79%. Noteworthy is also 

the fact that carbon added into the cathodic slurry decreases the theoretical maximum energy densi-

ty of the cell. For this reason, optimized sulfur/carbon ratio is needed to be achieved, as to keep the 

amount of sulfur as high as possible while preserving sufficient electrical conductivity. 

2.1 PRINCIPE OF THE LI-S BATTERY 

A traditional Li-S cell has the same internal structure as common batteries. The casing, which pro-

tects the internal components against mechanical damage and oxidation, contains the cathode 

(composite of sulfur and carbon), anode (metal lithium) and the separator, which separates both 

electrodes and prevents short-circuiting in between. The separator is filled with electrolyte - usually 

lithium salt dissolvable in organic dissolvents [2]. 

The internal process of charging and discharging itself is depicted in Image 1. It is apparent from 

the image that as soon as the electrons begin to flow through the outer circuit, lithium ions simulta-

neously start to break loose. These lithium ions then diffuse through the separator using the electro-

lyte and get stuck to the cathode. On the cathode, the reactions between sulfur, lithium ions and 

electrons are realized, consequently leading to conversions. During charging, the whole process is 

inverted - polysulfides convert back to sulfur and the lithium ions as well as the electrons return to 

the anode [2]. 

 

Image 1: Charging and discharging principle of the Li-S cell [2]. 

3 INVERSE VULCANIZATION  

During traditional vulcanization, which is used to process natural rubber, sulfur creates bridges 

between sections of polymer chains. The situation during inverse vulcanization is similar, however 

the roles are different. Sulfur is the main material and a stable co-polymerous product is created 

using a crosslinker in this case, which is resistant to backwards depolymerization [2; 3]. 

Inversely vulcanized sulfur is also able to change its physical properties, including Young’s modu-

lus, tensile strength and refractive index (up to 1.8). Therefore the resulting material can additiona-

lly see value in application as a thermal insulator, infrared optic materials, or a cleaning material 

for water sources and natural environments. 

3.1 PROPERTIES OF INVERSELY VULCANIZED SULFUR (IVS) 

The final properties of IVS are affected particularly by the type and the amount of crosslinker used 

(sulfur and crosslinker weight percentage ratio). In general, the final form depends on the structure, 

as seen in Image 2. The first case contains only pure sulfur, which forms a linear polymer chain. 
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While in the case of the structure containing 90 wt. % of S and 10 wt. % of  1.3-

diizopropenylbenzene (DIB) formation of macromolecular loops can be observed. Should more 

DIB be added, a so-called hyperbranched structure will be created. In the last scenario, a vinyl 

grouping is attached to the ends of the sulfur chains.  

 

Image 2: Schematic of the IVS microstructure based on various S and DIB ratios [2]. 

3.2 MANUFACTURING OF INVERSELY VULCANIZED SULFUR 

Manufacturing of IVS involves elemental sulfur and DIB crosslinker. The process begins by hea-

ting the elemental sulfur, which is placed in a vial along with a magnetic stirrer. The vial is then 

placed in an oil bath, which is heated until it reaches the temperature of 185°C. Before reaching the 

desired temperature however, several changes can be observed. The first change happens at the 

temperature of around 124°C when the elemental sulfur melts to become a yellow liquid. While ri-

sing the temperature, its color gradually changes from yellow, then light red until it becomes 

crimson red. As the temperature reached 185°C we added DIB into the vial and left the mixture to 

stir. The mixture immediately changed color back to yellow, but over the time it became crimson 

red again. The mixture was kept at 185°C for the following 24 hours. 

Using this method we were able to prepare samples of IVS containing various ratios of input 

precursors. Specifically speaking S:DIB 70:30, 60:40 and 50:50 wt. %. We also attempted to create 

a S:DIB 80:20 wt. % sample, but this sample was crosslinked incorrectly - became plastic and stic-

ky. IVS samples containing various ratios of input precursors do not vary in color. Subsequently 

we verified the internal structure using x-ray diffraction (XRD). 

 

Image 3: IVS sample containing a ratio of S:DIB 70:30 wt. %. 
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4 ELECTRODE PREPARATION 

To prepare the electrode slurry, it is necessary to grind down IVS into a powder. A vibration mill 

was used for this purpose with IVS being placed inside for 30 minutes to grind. Before the grinding 

itself the mill container along with IVS was put into a freezer to achieve higher brittleness of IVS 

and therefore higher grinding quality. 

Afterwards, a mixture of IVS powder was prepared, Super P carbon and CMC (carboxymethylcellu-

lose) binder in a ratio of 60:30:10 wt. %, with demineralized water being used as a dissolvent for 

CMC. The mixture was thoroughly mixed using a planetary mill by means of three  10 mm-

diameter grinding balls, with a stirring speed of 350 revolutions per minute. The stirring was not 

continuous however, instead it included breaks during which the container cooled. Should these 

breaks be omitted from the mixing process, there’s a risk of the mixture melting together as a result 

of high temperatures. The mixing duration without accounting for breaks was 8 hours. After the 

planetary mill procedure, a full week of additional mixing using a magnetic stirrer followed. 

Upon processing the electrode slurry this way, it was coated onto an aluminum foil (current coll-

ector) using a coater and left to dry. First, the drying was done at room temperature and later proce-

eded in a dryer at the temperature of 50 °C. This step was necessary to prevent the cracking and 

peeling of the coated electrode slurry layer. The thickness of this layer was 100 μm. The drying was 

followed by cutting 18 mm diameter electrodes out of this coated foil and their consequent pressing 

using a force of 1600 kg/cm2. 

5 CELL ASSEMBLY 

The last step of the manufacturing process of the cell is its assembly within a glovebox containing 

an argon atmosphere. This argon atmosphere is necessary particularly due to the reactive nature of 

lithium. The assembly itself proceeds by forming a so-called electrochemical cell, which gets her-

metically closed off in the box and thereafter it is able to be safely manipulated with and measured. 

The cell contains a lithium anode and the examined cathode. The electrodes are divided via a sepa-

rator, which is filled with electrolyte. Then, the galvanostatic cycling with potential limitation 

(GCPL)  and the electrical impedance spectroscopy (EIS) methods are used in order to test the cell. 

6 CONCLUSION 

In this project we presented a manufacturing process of inversely vulcanized sulfur which uses the 

1.3-diizopropenylbenzene (DIB) crosslinker, carried out using various ratios of input precursors. 

Utilizing our method, we successfully synthesized IVS containing ratios of S:DIB 70:30, 60:40 a 

50:50 wt. %. Subsequently, we described a process of electrode manufacturing optimized particular-

ly for inversely vulcanized sulfur. Through this approach, we have proved that electrodes which use 

IVS as its active material can work and thus possess potential for further research. 
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Abstract: This thesis is focused on the battery management system for Formula Student monopost.
Part of the work is the design and implementation of this monitoring system’s hardware and firmware.
The system uses a distributed topology and is divided into a master board and slave boards. Master
board design and the selection of suitable components are described. Furthermore, slave boards are
designed, and the fundamentals of battery voltage and temperature measuring are explained. All
systems must comply with the rules of the Formula Student.

Keywords: Battery Management System, BMS, AMS, Li-ion, Formula Student, TU Brno Racing

INTRODUCTION

A battery management system (BMS for short) is an essential part of single-cell batteries and an abso-
lute must-have for multi-cell battery packs. This thesis is focused on the development of a monitoring
and management system for electric formula racing car made by Formula Student university team
TU Brno Racing. The system can monitor the voltages of each cell and their temperature. It commu-
nicates with other systems via the CAN bus. If all systems are functional and not in a fault state, it
then switches battery output with relays, which can be turned off in an emergency. The management
system also complies with the technical and safety requirements of the Formula Student competition,
so it can pass technical inspection at the races.

1 BATTERY CONFIGURATION

Sony VTC6 18650 format Li-Ion cells were selected for the construction of the battery. They are
a cylindrical battery type (cylinder with 18 mm diameter and 650 mm height) with a capacity of
3000 mAh. From those, we can build a battery with a maximum allowed voltage of 600 V, divided
into independent segments in a way that none of them is over 12 kg or 6 MJ (1.6̄ kWh) of energy. For
a simple build, acceptable capacity and voltage for the goals of the competitions, 96S8P (96 in series,
9 parallel) configuration was chosen, divided into 6 independent segments (each 16S8P). In this way,
the battery reaches a maximum voltage of 403 V, the nominal voltage of 355 V and a capacity of
8.5 kWh.

2 TOPOLOGY

Formula student rules directly mandate segmented battery layout, so it does not make sense to think
about a centralized battery management system. The distributed system has a main control unit
(responsible for safety, output switching, charging and discharging rate control or communication
with the main vehicle control unit) separated from monitoring parts, which are distributed in segments
and are responsible for measuring the cell voltages and their temperature [1]. This distributed BMS
system is divided into the main control unit (called BMS Master) and secondary units (called BMS
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Slave(s)). Each segment has its own printed circuit board (PCB) for the measurements and charging
circuitry controlled by the Master board.

The communication protocol between Slave and Master modules is CAN bus, which is also used in
the rest of the car’s systems, such as the VCU - Vehicle Control Unit, or the Inverter. For compatibility
reasons, 2.0B standard was chosen, with speed configured to 1 Mbit/s. The battery has its own isolated
CAN bus from the rest of the car, between BMS Master and Slave boards. This bus type has many
advantages, such as automatic collision prediction and message prioritization. The Block diagram of
the system is pictured in the figure 1.

Figure 1: BMS block diagram

3 MASTER SUBSYSTEM DESCRIPTION

The BMS Master PCB communicates with all BMS Slave subsystems via CAN bus and also with the
rest of the car, or when charging outside the car with the charger via the second CAN bus.

It is powered by the main converter that reduces the high traction voltage to 24 V DC for the entire
formula car. Master then implements two more switching step-down converters, to 12 V DC and 5 V
DC, and a linear regulator from 5 V to 3.3 V DC to power the logic circuits and the microcontroller.

The LM3150 switching integrated circuit was chosen, as it is very robustly built, implements over-
temperature protection and adjustable over-current protection and handles very fast transients. Our
design achieves maximum efficiency of 93% (5 V, 3 A) to 96% (12 V, 2 A). Auxiliary power supplies
5 and 12 V DC supply the BMS Slave as well as the auxiliary analog PCB. It measures high voltage,
at the command of the BMS Master switches a relay (with series resistance) for pre-charging the
capacitors in the inverter for motors, as well as main positive and negative relays with auxiliary
contacts to determine the mechanical condition of the relay (e.g. to each other or whether they stuck
properly). This information is returned to the Master PCB for processing. The BMS Master provides
this module with a 12 and 5 V DC power supply.

According to the rules, the BMS system also switches the car’s shutdown circuit. Switching must
be implemented by a mechanical relay. This circuit runs through the whole car and in several places
it has the possibility to be interrupted, for example, by emergency buttons on the side of the car or
other systems. The circuit ends again in the battery and must be used as the supply voltage for the
relay. The status of this safety system is monitored by the BMS Master so that the discharge of high-
voltage capacity in the inverter in the event of the car being switched off can be correctly and safely
implemented on the car side.
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4 SLAVE SUBSYSTEM DESCRIPTION

The input voltage is 5 V DC, which must be galvanically isolated as the potential increases with each
PCB Slave by the segment voltage (48 to 67 V). It is also necessary to galvanically isolate the CAN
bus. The slave also controls 3 fans powered from a 24 V DC branch using PWM. This power supply
is not isolated from the main DC/DC converter, so it is necessary to galvanically isolate the control
PWM signal and transfer the switching on the common low voltage side.

The BMS Slave monitors voltages of all cells connected in series, as well as temperature sensors
located in the segment. According to the rules, the temperatures of at least 30% of cells must be
monitored evenly. One segment has 128 cells and by placing the sensor close to the cell welds, we
can effectively measure 2 cells. A minimum of 128∗0.3/2 = 19.2 is required, so 20 sensors.

The advantage of using 1-Wire type digital temperature sensors would be the simplicity of the mea-
surement, as we would not have to implement an A/D converter. However, all sensors would be in
series (otherwise their meaning is lost) and thus the reliability of the system would be significantly
reduced. 10 kΩ NTC thermistors, which are multiplexed in front of the A/D converter, were cho-
sen as temperature sensors. To compensate for possible damage to the cabling or sensors, 24 NTC
thermistors are used (more than necessary according to the rules).

NTC thermistors are powered by a pull-up resistor with the same value (10 kΩ) and thus form a
voltage divider. If a different, stable reference voltage is used for the A/D measurement, it is necessary
to measure the supply voltage, which can fluctuate in the long and short term. This ensures that we
measure the precise voltage on the thermistor and its ratio to the supply voltage. Similar to measuring
the voltage of individual cells, we can benefit from the properties of an external ∆Σ converter to filter
the input voltage, as we are not interested in fast, but an accurate sampling of a slowly changing value.

For very precise measurements, the temperature can be approximated by the Steinhart-Hart equation
(equation 1), with which we can approximate the real characteristic precise up to 0.02 °C [2]. Coeffi-
cients A B and C can be calculated from the dimensions and material parameters of the thermistor, or
they can be determined by experimental measurements. However, manufacturers more often state in
the technical sheet another, β (or B) constant, usable in the modified equation 3. To calculate the final
temperature, we can simplify some expressions and store them as constants in the microcontroller or
a look-up table (LUT) is often implemented (if there is enough free space in the memory) to directly
convert a value from an A/D converter to temperature using simple binary operations.

1
T

= A+B · lnR+C · (lnR)3 (1)

R(T ) = R(T0)∗ eβ∗( 1
T −

1
T0
)) (2)

T =
β

ln R
R(T ) +

β

T0

(3)

By applying the equation using the parameter β and obtaining the values for the thermistor used by us
(β = 3380, T0 = 25 °C)[3] we can derive the dependence of the resistance (and thus also the measured
voltage on the divider) at temperature and implement a lookup table.

During cell charging, it is necessary to balance the individual cells in series so that all cells with small
differences in charging characteristics, contact resistance and different nominal capacity are charged
to the same level and the others are not overcharged. Due to the requirements for the smallest possible
weight and size of the printed circuit board, this BMS uses passive cell balancing.

For our 16S configuration, the LTC6813 integrated circuit (capable of up to 18S configuration) was se-
lected for cell voltage monitoring and balancing control. It uses an A/D converter using Delta-Sigma
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(∆Σ) modulation, which is advantageous for our application compared to a successive approximation
converter (SAR). The SAR converter is capable of more samples per second but also lacks any fil-
tering. In contrast, the Delta-sigma converter does integration on the input voltage during sampling,
thus providing a certain level of filtering.

CONCLUSION

The result of this thesis is the design and implementation of functional printed circuit boards and
firmware for individual parts of the battery management system for the electric formula car Dragon
e1. The architecture and individual components were selected after detailed market research and
requirements. All parts of the design have been adapted to the needs and rules of the Formula Student
competition. The system can monitor the voltages of individual cells and their temperature with
sufficient accuracy. It switches the output from the battery with relays, which can be switched off
in the event of an emergency and thus completely shuts down the output from the battery. It meets
all the technical and safety requirements of the Formula Student competition and it can pass the
technical inspection at the competitions. Firmware for the BMS Slave and BMS Master units has
been implemented, along with self-testing and verification of the cells and battery segment balancing.

Figure 2: Completed PCBs of BMS Master and 6x BMS Slave
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Abstract: The ability to automatically segment images, especially microscopy images of cells, opens
new opportunities in cancer research or other practical applications. Recent advancements in deep
learning enabled for effective single-cell segmentation, however, automatic segmentation of sub-
cellular regions is still challenging. This work describes an implementation of a U-net neural net-
work for label-free segmentation of sub-cellular regions on images of adherent prostate cancer cells,
specifically PC-3 and 22Rv1. Using the best performing approach, out of all that have been tested,
we have managed to distinguish between objects and background with average dice coefficients of
0.83, 0.78 and 0.63 for whole cells, nuclei and nucleoli respectively.

Keywords: cell segmentation, deep learning, neural network, quantitative phase imaging, nucleus,
nucleolus

1 INTRODUCTION

Automatic separation of objects from the background is often an inseparable part of computer vision-
related problems and finds its use in many medical and clinical applications. Accurate segmentation
of cells can speed up the whole research process of many diseases, such as cancer. By identifying
different cellular compartments, we are able to analyze the biological processes taking place in these
cells. In this work, we focus on the label-free segmentation of prostate cancer cells in quantitative
phase refractive index microtomograms (PC-3 and 22Rv1) using machine learning methods. Our
goal is to segment whole cells, nuclei, and nucleoli with reasonable accuracy. Correct segmentation
of sub-cellular regions is a necessary step for automated sub-cellular cell analysis.

2 METHODS

2.1 CELL CULTIVATION

In this work, we have analysed 2 cell lines. The PC-3 human epithelial cell line was obtained from
fourth-degree prostate adenocarcinoma and bone metastases. 22Rv1 is a human prostate cancer ep-
ithelial cell line obtained from a xenograft of propagated mice after castration. Both PC-3 and 22Rv1
cells were cultured at the Institute of Pathological Physiology, Faculty of Medicine, Masaryk Uni-
versity. PC-3 cells were cultured in Ham’s F12 medium with 10% FBS, while RPMI-1640 medium
with 10% FBS was used to culture 22Rv1 cells. Both media were enriched with antibiotics (penicillin
100µ/ml streptomycin 0.1mg/ml). The cells were maintained in an incubator at a constant temperature
of 37°C, 60% humidity with 5% CO2 (Sanyo, Japan). Passages of 22Rv1 cells ranged from 25 to 35,
the passage of the PC-3 line from 15 to 25. Cells showing 50-60% confluence were washed with an
FBS-free medium. Subsequently, a fresh medium containing FBS was added. Furthermore, variants
of 22Rv1 and PC-3 cells adapted to high zinc concentrations were used in this study to increase data
variability, previously prepared by Holubova et al [2].
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2.2 DATA ACQUISITION AND ANNOTATION

The acquisition of microscopic images was performed using a Nanolive 3D Cell Explorer holoto-
mographic microscope with a 60x/0.8 objective, which measures the quantitative refractive index.
Thus, it enables the noninvasive acquisition of 3D data of almost any cell type [1]. The refractive
index of both media was measured at 1.34. All four cell types (PC-3 Wild type, PC-3 Zinc resistant,
22Rv1 Wild type and 22Rv1 Zinc resistant) were cultured in separate ibidi µ-Slide Luer 0.8 chambers.
Thanks to this, it was possible to easily create 4 unique data sets containing 200-220 3D images. Each
image is composed of 96 slices and, upon acquisition, was identified by a label number in which the
individual cell structures could be seen the best. In addition to the microscope, the acquisition also
required software, specifically Steve, provided by Nanolive. The dimensions of the field of view were
94x94x35µm. The measurement resulted in more than 750 usable 3D images (∼400 PC-3 and ∼350
22Rv1) containing more than 1500 cells.

The next step in creating our dataset was annotation of the measured images. Every image was
manually segmented, which yielded segmentation masks of the whole cell, nucleus and nucleolus.
These masks will later serve as so-called ground truth images in the process of training the neural
network. Since the image resolution in 3rd dimension is relatively low and using all 96 slices as
an input would be computationally costly, it was suitable to convert the original 512x512x96 3D
image to a single-channel grey-scale 2D image: (1) by averaging through the 3rd dimension, (2) by
maximum intensity projection over the 3rd dimension, (3) by standard deviation projection over the
3rd dimension and (4) by selecting the slice with the highest entropy value, thus the sharpest one. The
data modified in this way contains most of the information needed for segmentation purposes.

2.3 DATA PREPROCESSING

The data had been normalized using Z-score to ensure its homogeneity. Every type of a converted
2D image was normalized separately with the corresponding values of mean and standard deviation
computed through the whole dataset. Judging by the fact that segmentation of sub-cellular regions
is a relatively complex task and our dataset is not large enough, the implementation of augmenta-
tion is essential to acquire the ability to train extensively and thus achieve the desired results. Our
augmentation algorithm consists of: (1) addition of a random number from a predefined range, (2)
multiplication by a random number from a predefined range, (3) affine transformation (random ro-
tation, translation, shear and tilt), (4) random blurring and sharpening. All of these augmentation
parameters had been set based on prior testing. After augmentation, the input image was randomly
cropped to the size of 256x256 pixels.

2.4 IMPLEMENTATION

All mentioned algorithms were implemented in Python using a deep learning library PyTorch. For the
purposes of this work, the neural network of choice was U-net [3], the most widely used architecture
for biological image segmentation, as well as a U-net pretrained on an ImageNet database with a
ResNet18 encoder [4] to compare to and possibly improve the results. Both networks have been
trained on all 4 of the above-mentioned 2D images separately in addition to a stack of these 4 images.
To properly segment all 3 regions (cell, nucleus and nucleolus), it was necessary to train 3 separate
models, 1 for each region and input image type. This resulted in 30 trained models in total. Every
model was trained with the same parameters set based on thorough testing and optimization.

The data-set was split in a 4:1 ratio; thus, 80% of the images were used for training and 20% for
testing. The number of training iterations was set to 1000 with a batch size of 16. The network’s pa-
rameters were optimized by the Adam optimizer. The scheduler had been reducing the initial learning
rate of 0.0005 to 10% of its prior value at iterations number 500, 750 and 900. The model’s perfor-
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mance during training was measured by dice loss, computed against manually segmented ground
truth images. The whole training algorithm ran on the remote server in the Department of Biomedical
Engineering, Brno University of Technology with following computer specifications: Intel(R) Core
i7 3.07 GHz CPU with an 8GB GDDR5 NVIDIA GeForce GTX 1070 GPU.

3 RESULTS

The performance of all models have been evaluated after training on testing data with no cropping
applied (512x512 input image size) and by the same metric as during training - dice coefficient.
Average values are shown in Table 1, from which the following conclusions can be made: (1) different
2D input image types seem to have only a negligible effect on the final performance, (2) stack of all
4 2D images as an input does not improve the performance, and (3) pretrained network allowed
for a substantial improvement in nuclei and nucleoli segmentation and slight improvement when
segmenting whole cells. Based on these results, the most useful approach is to use the slice with
the highest entropy value as an input for the pretrained network. Utilizing mentioned approach, dice
coefficients for both cell lines have been computed separately, values in Table 2. It is clear that
segmentation of the 22Rv1 cell line is more problematic, with notable drop in nucleoli segmentation
performance. Figure 1 shows examples of PC-3 and 22Rv1 cells with binary segmentation masks
compared to ground truth masks.

Although the coefficients do not suggest an outstanding performance, we believe that the network
learned to segment cellular structures reasonably well. Many nuclei and nucleoli cover only a small
number of pixels. This leads to a relatively high error when the manually segmented mask does not
cover these regions perfectly and the network predicts it correctly. Secondly, considering that no
staining had been applied when measuring the cells (label-free), the results are reasonably high.

Table 1: Average dice coefficients for various types of input images and sub-cellular regions on
testing data using both networks.

U-net trained from scratch Pretrained U-net
Input image type Whole cell Nucleus Nucleolus Whole cell Nucleus Nucleolus

Mean 0.75 0.59 0.44 0.84 0.79 0.60
Max 0.80 0.61 0.50 0.83 0.77 0.59

Entropy 0.79 0.62 0.53 0.83 0.78 0.63
Std 0.80 0.56 0.49 0.84 0.78 0.61

Stack of all 4 0.79 0.57 0.51 0.83 0.78 0.62

Table 2: Average dice coefficients for PC-3 and 22Rv1 cell lines and their sub-cellular regions on
testing data using pretrained network with the highest entropy slice as an input.

Cell line / Region Whole cell Nucleus Nucleolus
PC-3 0.86 0.83 0.73

22Rv1 0.79 0.71 0.51

4 CONCLUSION

Our work was focused on the automatic segmentation of 2 prostate cancer cell lines using deep learn-
ing methods. The proposed algorithm manages to distinguish between cells, nuclei, nucleoli and
background reasonably well, considering the fact no specific staining was used (label-free imaging).
Our effort to achieve better results revealed that the use of a pretrained model leads to a substantial

11



A)

B)

Whole cell Nucleus Nucleolus

Figure 1: Examples of A) PC-3 and B) 22Rv1 cells, quantitative phase imaging, max projection,
scale bar indicates 10 µm; their corresponding binary ground truth masks (top rows) compared to
binary masks generated by the best performing model (bottom rows), i.e. pretrained U-net with a

slice with the highest entropy value as an input.

performance improvement, especially for nuclei and nucleoli, 21% and 16% respectively. The pro-
cess of segmentation is often necessary for subsequent analysis, and our trained models eliminate the
need to segment these images manually. This allows for automation and potentially removing human
error. Our subsequent work will utilize this algorithm and generate masks to quantitatively analyze
the cellular properties and characteristics of the mentioned cell lines.
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Abstract: This paper deals with the design of a device for measuring the steering wheel angle. The
main goal was to design a basic concept of the device which is using data gathered from three ac-
celerometers in the reconstruction algorithm to get the steering wheel angle. Furthermore, the paper
deals with problems related to reconstruction algorithm errors and design improvements.
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1 INTRODUCTION

Observation of driver behavior is essential for the design of safety measures on roads, in cars, but also
other areas of motoring research. Among the most important data for observing driver’s behavior are
the data of steering wheel angle.

The sensor of steering wheel angle is part of the project, that tries to monitor driver behavior a highway
drive. To sense rotation angle we have chosen a slightly unconventional method based on three ac-
celerometers, which sense the inclination to gravitation acceleration. A big advantage of this method
is the portability and independence of the car model. Thanks to this method, we do not have to deal
with communication with control units of different car models to obtain data of steering wheel angle.
Data from the sensor of steering wheel angle will be sent to a computer, where they will be gathered
and analyzed with other data from other sensors.

2 HARDWARE

The whole device consists of a microcontroller Arduino UNO and three inertial sensors GY-91 with
a 3-axis accelerometer and 3-axis gyroscope. GY-91 allows communicating with a microcontroller
using SPI or IIC bus. For communication between Arduino and inertial sensor, we’ve chosen SPI
bus because SPI bus has a higher transfer speed than IIC. Also, IIC has a problem with 3 and more
same devices on a single bus, because GY-91 has just two optional IIC addresses, so there would be
a collision on the bus.

3 RECONSTRUCTION ALGORITHM

As I mentioned before, the whole device consists of three inertial sensors. Two of them are situated
directly on the steering wheel and the third sensor is used as a reference. Outline of sensor placement
is illustrated by Figure 1. For the start, we will consider a steering wheel perpendicular to the ground.
The principle of measuring steering wheel angle is based on measuring the inclination of the grav-
itational acceleration vector relative to the coordinate system of each accelerometer on the steering
wheel. Unfortunately, both accelerometers are not affected only by gravitational force, but also by

13



Figure 1: 2D model of steering wheel with accelerometers

centrifugal and inertial force while turning the steering wheel. If we take a closer look at the Figure 1,
we can realize, that centrifugal and inertial force, which affect both sensors on the steering wheel
has the same magnitude. The effect of gravitational force differs. To get rid of the effect caused by
centrifugal and inertial force, we subtract corresponding force components from each sensor. After
this, we get Equations (1) and (2)

~a1g = (−gsin(θ−φ),−gcos(θ−φ)) (1)

~a2g = (−gcos(θ−φ), gsin(θ−φ)) (2)

where g is the magnitude of acceleration caused by the outer world, φ is the angle of its rotation (see
Figure 1) and θ is steering wheel angle. If θ is positive, the steering wheel is turned in the positive
sense of rotation. To ensure that components of centrifugal and inertial force cancel out, we have to
synchronize the sampling of both accelerometers. To ensure that the data from both accelerometers
are synchronized, we used FIFOs of the sensors. We also have to fasten inertial sensors on the steering
wheel as precisely as possible. During a car drive, we have to consider disturbances. For example
car shocks, or forces affecting the car during turning, etc. These effects can be compensated using
a third accelerometer, which detects the resultant of all forces affecting the car instead of just the
gravitational force mentioned earlier. By adjusting the equations (1) and (2) we can get (3), by means
of which we can determine the angle of the steering wheel.

θ = arcsin

a1x−a2x +a1y−a2y

−2
√

g2
x +g2

y

+ arctan
gy

gx
(3)

Using rotation matrix, we can generalise this equation to an arbitrarily inclined steering wheel. We
arrive at two equivalents of Equation (3), which use either arccos or arcsin. In the final algorithm we
dynamically combine these two functions in order to minimize effect of noise and maximize accuracy.
For that reason we divide measured interval 〈−π,π〉 to five smaller intervals.

4 MOUNTING OF SENSORS ON THE STEERING WHEEL

Inertial sensors attached to the steering wheel have to meet some requirements. They have to be
fastened strongly enough, so they do not move during steering wheel rotation. Concurrently they
have to be placed perpendicular to each other, at the same distance from the axis of rotation, for the
algorithm to work properly. Furthermore, the sensor position cannot limit driver in-vehicle control or
block certain safety or control features (e.g., airbag or horn).

Therefore we have created a system very similar to a wristwatch. It consists of a belt from raw
material and a buckle from a 3D printer with an inertial sensor case attached to it. When we want to
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place the sensor, we just turn around the steering wheel frame belt through the buckle and tighten it
up. Sensors are placed on the steering wheel according to Figure 1, so they do not disturb the driver,
because recommended position of the hand on the wheel is (if you imagine dial) on 2 and 10 hours.

5 IMPROVEMENTS OF THE RECONSTRUCTION ALGORITHM

In Section 3, a basic algorithm calculating steering wheel angle was described. In this algorithm, we
neglected some facts like the tilt of the steering wheel or inaccuracy in inertial sensor position.

5.1 COMPENSATION OF SENSOR ROTATION AROUND X AXIS

The way the sensors are attached ensures his stability on the y- and z-axis. Unfortunately, sensors
can be rotated around the x-axis. To determine the sensor rotation angle, we devised a calibration
procedure. During the procedure user oscillate with the steering wheel. Based on data from the
gyroscope we can determine this angle. Then we compensate this deviation using a rotation matrix.

5.2 DETERMINATION OF STEERING WHEEL TILT

In Section 3 we assumed, that the steering wheel is perpendicular to the ground. Normally the steering
wheel tilt is adjustable. Therefore before every measurement, we have to determine the steering wheel
tilt and then compensate it with a rotation matrix. Using accelerometers and the angle that their axes
make with the gravitational acceleration vector, we determine the tilt angle of the steering wheel.

5.3 DETERMINATION OF MULTIPLE ROTATIONS

As mentioned above, the interval 〈−π,π〉 in which we are calculating rotation angle is divided into
five smaller intervals. The program remembers the last interval the steering wheel was in. If there
is a transition between the extreme intervals, we add or subtract one from the state variable k. The
resulting rotation angle will be given by the sum of the rotation angle based on the equation 3 and the
k-multiple of 2π rad.

5.4 USAGE OF COMPLEMENTARY FILTER

For further enhancement of the basic algorithm, we combined the data from accelerometer system
with the measurement using gyroscopes. To measure rotation using gyroscopes is very simple. If
sensors are perfectly attached, then rotation angle corresponds to the integral of z-axis signal of both
accelerometers on the steering wheel. Gyroscopes, unfortunately, measure signal with an offset,
which is present even then if the gyroscope is not rotating. Therefore gyroscopes have problems
with noise on low frequencies. On the other hand, accelerometers have problems with noise on high
frequencies.

A complementary filter is designed in a frequency domain by taking the high-frequency part of the
spectrum from the data we obtain from gyroscopes. We complement this data with the data obtained
from accelerometers so that we again obtain the entire frequency spectrum. The complementary filter
describes the Equation (4), where ω is an optional parameter chosen from the interval (0,1). [3]

θ = ω θgyro +(1−ω)θakc (4)

6 PRACTICAL IMPLEMENTATION OF DEVICE PROTOTYPE

For practical implementation of the device prototype and verification of its functionality, we originally
intended to use a driving simulator in the laboratories of BUT FEEC. Due to the current situation,
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we were forced to test this device prototype on a gaming steering wheel Thrustmaster Ferrari Red
Legend Edition. This steering wheel has some limitations including limited rotation range, which
was approximately

〈
−π

2 ,
π

2

〉
. Therefore we could not test the system’s capability to detect multiple

rotations.

Because this prototype was tested at home, we did not have to comply with some requirements for
the device, which are necessary for its actual use. For example, we placed the control microcontroller
in the center of the steering wheel, which must be free in the car due to the presence of an airbag. The
microcontroller is connected to the sensors via a non-soldering field. The final version of the device
prototype can be seen in the Figure 2.

Figure 2: Final version of device prototype

The final device should work so that each inertial sensor will have its own microcontroller (e.g.,
Arduino Nano), which will send wirelessly directly to the data gatherer. Wireless communication is
not part of this paper.

7 CONCLUSION

The paper aimed to create a device for measuring the rotation of steering wheel angle. It was important
for the device to be portable and independent of the type of vehicle. The steering wheel angle is
obtained from the data of three inertial sensors. After building the basic algorithm, we extended it to
detect and compensate for the rotation of the sensors and the steering wheel itself compared to the
ideal position. Because the steering wheel in classic cars can make more turns on one side, we have
extended the interval in which the device can measure. Finally, we used a complementary filter to
improve the measurement results by combining data from accelerometers and gyroscopes. We first
simulated the device in the MATLAB Simulink environment and then we assembled its prototype,
attached it to the game steering wheel and tested it. The results of the sensor are very good and
correspond to the actual angle of rotation.
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1 INTRODUCTION 

The article deals with the creation of a fully autonomous drone. The basis of control of this aircraft 

is the ground station, which receives telemetry data and images from the aircraft. It processes this 

data and creates an autonomous drone through communication with the flight unit. The ground sta-

tion contains a neural network that recognizes dozens of objects from the camera image on the 

drone in real time, this creating an overview of the position of objects. This makes it easy to control 

a drone and make a various tasks, from tracking a car or a human, through a very precise landing, 

to reconnaissance or rescue missions. I wrote this whole program in Python and successfully tested 

it in various situations. Wi-Fi telemetry or a 433 MHz antenna is used for communication between 

the ground station and the flight unit. I decided to choose a personal computer with a graphics card 

as the ground station, because the program requires higher performance for smooth running and 

immediate detection. 

2 CONNECTION OF ARTIFICIAL NEURONAL NETWORK WITH FLIGHT UNIT 

The connection of the whole system is described in Picture 1 as a block diagram, where the UAV 

(Unmanned Aerial Vehicle) is controlled by a ground station. The UAV consists of several basic 

blocks. The flight controller unit here functions as an aircraft control element, calculating data from 

accelerometer, gyroscope, barometer and GPS coordinates. The flight controller also receives 

commands from the ground station (personal computer) using wifi telemetry module. 

 

Picture 1: Block diagram of autonomous flight 
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To make the connection, i use a Wi-Fi module connected to the flight controller. I set the flight 

controller to send flight information (telemetry) and receive control signals via this module. As the 

Ground Station, on which the computer code runs, i choose a personal computer. To start commu-

nication, it is necessary to connect the computer to the created Wi-Fi network, and create 

MAVLink communication via the UDP (User Datagram Protocol) port. My program first creates 

this communication channel with the flight controller, and then communicates via MAVLink pro-

tocols. MAVlink is a protocol used between drones to transmit control signals, aircraft status in-

formation and other configuration messages between the drones and the ground control station. The 

information is published in a hybrid way, namely publish-subscribe (for sending data streams) and 

point-to-point (for configuration protocols, mission protocol, or parameters). The so-called dialects, 

ie message sets supported by a specific MAVlink system, are used to transmit information. Picture 

2 describes the structure of the used MAVLink protocol. 

 

Picture 2: Structure MAVLink packet protocol [1] 

2.1 YOLO NEURAL NETWORK 

The use of neural networks for object detection eliminates the disadvantages of cascade detection 

systems. The difference is that the neural network learns itself, and therefore the monitored object 

can be detected from different angles. Thus, the accuracy of using neural networks has increased. 

Thus, a learned neural network is able to detect a person, even if only his hand is visible in the pic-

ture. Therefore, i use matrix scales to learn such a neural network, and i gradually adjust them for a 

given object. Many calculations are required to learn this network and start detection. For example, 

the Darknet library (used for easier operation of neural networks on a computer) can use the com-

puter's graphics processor to calculate neural networks using the CUDA toolbox, increasing the 

speed of object detection [2]. 

The YOLO (You look only once) recognition system works on the same principle as most neural 

networks, but uses a different approach. It applies a single neural network to the entire image, 

which divides the image into many frames delimiting objects, at different scales. These frames are 

created based on the probability for each area. Areas of an image with a high number of frames are 

thus considered as a very probable area with the occurrence of the searched object. YOLO is a 

great example of a single-stage detector, and approaches object recognition by considering detec-

tion as a regressive problem, taking an input image while learning the coordinates and probability 

of a bounded frame of a marked class. This means that one convolutional network predicts bound-

ing boxes and probability classes for these boxes simultaneously [3]. 

Picture 3 illustrates how a program detect a person. This is a direct image of the camera on the 

drone during the test. The picture shows the marked object, as well as its position in image coordi-

nates, as well as commands sent to the flight unit as "forward" and "right". based on this infor-

mation, calculate the relative position of the drone to the monitored object (person). Thus, if a per-

son approaches the drone to a defined distance, the ground station decides that the detected person 

is too large in the image and sends a command to the flight unit to fly backwards. The same control 

of the distance between the drone and the object to be observed occurs when the object in the field 

of view of the camera is too small, and the ground station sends a command to fly forward. If the 

position of the object leaves the center of the camera's field of view on the drone, ie the person 

moves to any side, the program adjusts the position and rotation of the drone so that the monitored 

object is always in the middle of this field of view. Thus, human tracking is ensured. A similar pro-
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cedure occurs during landing. The drone begins to descend on the landing surface, and optically 

monitors where it is located, in this way i created an accurate landing. All these calculations and 

controls are performed 20x to 30x per second, so that the control is sufficiently fine and thus re-

sponds immediately to a change in the position of the object. The biggest slowdown in code is the 

detection of neural networks, and when using a more powerful graphics processor, this detection 

becomes faster and control can theoretically speed up. 

 

Picture 3: Tracking a moving person 

2.2 CODE SAMPLE 

I wrote the whole program in Python. Most often i used the OpenCv libraries (for image prepro-

cessing and image field creation), the Dronekit library (for creating MAVLink packets and thus en-

suring communication between the flight unit and the ground station) and the Darknet library, 

which uses YoLo neural networks and using this libraries detect objects. Source code 1 describes 

the detection of an object in each camera frame using a neural network, and then calculates the co-

ordinates of the object in the field of view. Source code 2 describes the creation of the MAVLink 

protocol for sending control commands directly to the drone flight unit [4].   

if frame_resized is not None: 

image=darknet.draw_boxes(detections,frame_resized,class_colors) 

      image = cv2.cvtColor(image, cv2.COLOR_BGR2RGB) 

      ax=dx=dy=en=w=0 

      directionx=directiony="" 

      dy,dx,en,w = darknet.middle(detections,dy,dx) 

      if en==1: 

       dx=(width/2)-dx 

            dy=(height/2)-dy 

                 

if w<150: 

            ax=gnd_speed 

            directiony="vpred" 

      if w>250: 

            ax=-gnd_speed 

            directiony="vzad" 

Source code 1: Source code for calculating the position of a detected object 
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def set_velocity_body(vehicle, vx, vy, vz): 

    msg = vehicle.message_factory.set_position_target_local_ned_encode( 

            0, 

            0, 0, 

            mavutil.mavlink.MAV_FRAME_BODY_NED, 

            0b0000111111000111,  

            0, 0, 0,         

            vx, vy, vz,      

            0, 0, 0,         

            0, 0) 

    vehicle.send_mavlink(msg) 

    vehicle.flush() 

Source code 2: Source code for sending control signals to the flight unit 

3 CONCLUSION 

In making this project, i used multiple neural networks and different types of object detection. In 

the project, i solved the use of neural networks for autonomous control and created an autonomous 

UAV that is controlled based on object recognition. I connected the neural networks to the flight 

unit and created a program for autonomous control. YoLo neural networks were the most accurate 

for my use and detected multiple objects at once, so i could create subconscious places where the 

drone is located, and then create a program that uses this data to evaluate where the drone should 

move. The whole system is autonomous, and during the flight the drone is controlled only by com-

puter code commands. The tests are documented on camera. Because communication with the 

ground unit is required when using the YoLo neural network, i have created a program that uses a 

similar detection method but is not hardware intensive. This code modification is also suitable for 

Raspberry Pi microcomputers. The microcomputer is mounted on the drone and the system thus 

becomes fully independent. I have also successfully tested this modification. I also use this project 

in my bachelor's thesis, where i evaluate the results of detection, various modifications of my code, 

and evaluate the results of tests. 
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1 INTRODUCTION

In order to use a websites safely, it is necessary to secure confidentiality(protection against unautho-
rized access to the communication), integrity(protection against the modification of sent information)
and authenticity(identity verification of the communicating entities) of the data being transmitted.
The HTTP (Hypertext Transfer Protocol) protocol itself, which is used to transfer the data between
a client and a server, doesn’t include any mechanisms to ensure these requirements. That’s why the
protocol HTTPS (HTTP secure) was created, to ensure the communication is secured via a “tunnel”
created by the protocol SSL/TLS(Secure Socket Layer/Transport Layer Securiry) [1].

The protocol TLS contains many mechanisms, which it uses to secure confidentiality, integrity and
authenticity [2]. In order to use these mechanism, the client and server need to agree on specific
parameters and algorithms that will be used during the transmission of messages.

However, before the client and server exchange the required information, every TLS connection needs
to start with an exchange of messages using the handshake protocol. If the client wants to establish
a secure connection with the server, he first sends a message notifying him that he wants to create
a connection. The server then responds to this message. It is during the handshake protocol that
the communicating entities exchange the necessary algorithms and parameters to establish a secure
connection. [2]

2 PROGRAM FUNCTIONALITY

The program is written in the programming language Python and it is able to analyze the parameters
and algorithms that the client and server exchange during the communication establishment. More
precisely it analyzes the supported TLS protocol versions, implementations of a web server, server
certificates, used cryptographic parameters and algorithms (cipher suite) and a chosen set of vulner-
abilities, to which the server may be vulnerable. For the analyzation of the cipher suite, supported
versions of the TLS protocol and vulnerabilities a custom implementation of the analyzation algo-
rithms is used. Certificate analyzation is done by using the python library cryptography [3]. Scanning
of the web server implementation is performed using the Nmap tool and by using the information
inside the HTTP response headers. The collected data is then printed to the user of the program.
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Functionality of the program is divided into several logical parts, that are as a whole responsible for
the analyzation of the web server and its parameters. The following chapters describe these logical
parts of the program. These logical parts are also illustrated by the figure number 1.

Start

The creation of
the SSL/TLS

connection and
the collection of

parameters

Parameter
sorting

Parameter
rating

Output

Is URL entered?End of the
program

Test
 vulnerabilities?

Vulnerability
analyzation

YesNo Yes

No

Figure 1: Program flowchart

2.1 COLLECTION OF THE WEB SERVER PARAMETERS

One of the first things that the program does is finding out the cipher suite. The cipher suite defines
the algorithms that ensure confidentiality, integrity and parameters that determine the key lengths for
these algorithms. The values in the cipher suite are separated with the character “_”. Cipher suite is
acquired by the program immediately after the creation of the connection with the server and is saved
for future processing. Cipher suite example: TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256.

The next object that the program loads is the certificate used for the verification of the web server
identity. This certificate contains the server public key with which the client is able to verify informa-
tion that is digitally signed with the servers private key. The certificate also contains other information
such as the algorithm which is used to create the digital signature. The program first loads the cer-
tificate in DER binary format and then converts it into a python object. To find out which versions
of the TLS protocol the server supports, it creates a connection on the version of the protocol it is
currently testing. If the server doesn’t establish a connection, the server doesn’t support that version.
If a connection is established, the version is added to a python list and then is sent to the program
output.

2.2 PARAMETER SORTING

The next action the program takes is parameter sorting or parameter extraction from the collected ob-
jects. Parameters from the certificate can be extracted easily, since the certificate is saved in a simple
python object where parameters are saved as properties of the object. Unlike the certificate, the cipher
suite is collected in a text format and the parameters positions are not strictly given. For example in
one cipher suite the symmetric encryption algorithm is present on the 4th position (position is defined
as parts divided with the character “_”). But in a different cipher suite it can be present on the 3rd
position, if the cipher suite doesn’t define a public key algorithm. That’s why the program sorts the
parameters by dividing them into a list with the “_” character. Then it loops through the list and
compares the values with a predefined json file which contains another list of all possible parameter
values for each parameter category. When the correct category of the parameter is found the value is
saved together with the category into a python object.

2.3 PARAMETER RATING

When all the parameters are sorted and saved in python objects, the program rates them by their
security. Of course only the parameters, that can be rated are rated, for example a certificate version
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can’t be rated. To rate the parameters, another json file is used, which contains 4 levels of security for
each parameter category. Every level contains a list of parameter values. When the program rates a
parameter it loads it and loops through all of the levels, until it finds a match with value of the rated
parameter and one of the security levels. The parameter values of the security levels are created with
the inspiration from the NIST recommendations, more precisely NIST SP 800-52 [4] and NIST SP
800-131A [5]. The number 1 denotes the highest security and number 4 the lowest.

Numeric parameters such as the key lengths, are rated similarly. They too have 4 security levels
defined in the json file. Since these parameters can’t be rated alone and depend on the algorithm
for which they determine the length of the key, each numeric parameter has an assigned algorithm.
Because of that, the security levels in the json file are defined differently. One value is defined for
each key size and algorithm pair, which consists of the algorithm name, a sign of comparison and the
key size. For example the value for the algorithm RSA with a key size of 2048 bites would like this:
“1: RSA,>=2048”. This means, that the algorithm RSA with a key size bigger or equal to 2048 has
the security level of 1. After the acquisition of the security level of the parameter the program saves
this value into a dictionary, where the key is the key size and value is the security level.

2.4 VULNERABILITY ANALYZATION

Finally the program analyzes the vulnerabilities of the web server. The implementation of the vul-
nerability tests depend on the nature of the vulnerability. Program supports several tests which
are performed using custom implementations. Every test tests the the presence of the vulnerabil-
ity. If more vulnerability tests are ran in one instance, every test is ran in one thread, to speed up
the testing process. Vulnerability tests that the program supports are: Heartbleed, ZombiePOO-
DLE/GOLDENDOODLE, attacks using renegotiation and CCS (Change Cipher Spec) Injection.
These tests were chosen because their exploitation results in the voidance of TLS protocol secu-
rity. Heartbleed allows for the collection of the web server private keys. POODLE attacks and CCS
injection void the confidentiality ensured by the symmetric cryptography. Renegotiation attack com-
promises the integrity and in some cases even the confidentiality of the messages being sent [2].

3 TOOL USAGE

The program is ran as a python script and defines some optional arguments. It requires one mandatory
argument, that is -u, which is used to enter the url of the web server to scan. Vulnerability tests can
be triggered using the the test number and the -t argument. Some other arguments and test numbers
can be displayed using the -h argument. In the standard mode the program output is specified as a
text output (stdout) to the environment in which the program is running. However, if the -j argument
is specified together with output file name, the program outputs all information about the web server
to the given file.

In picture number 2 a shortened program output is shown. The output consists of 4 sections and each
part has its own name and its elements are intended. The first sections holds the cryptographic pa-
rameters that are rated using numbers, which denote the security level. Parameters of the first section
are extracted from the cipher suite and from the the certificate. The final rating of the parameters is at
the end of this section also.

The next section lists the TLS protocols that the web server supports and their ratings same as in
the first section. The third section consists of the un-ratable certificate parameters, for example the
serial number. In the last section the specific implementations of the web servers that are used by
the server are listed. The program will also list the the results of the vulnerability tests after they are
implemented.

23



Cryptographic parameters:
        Key exchange algorithm: RSA->2
        Symmetric encryption algorithm: AES->1
        Symmetric encryption algorithm length: 128->1
        Symmetric encryption algorithm block mode: CBC->2
        Hash function: SHA->2
        Public key algorithm: RSA->1
        Public key length: 2048->1
        rating: 2 
Protocol support:
        TLSv1->2
        TLSv1.2->1
        rating: 2
 
 

Certificate information:
        Valid from: 2020-04-21
        Valid until: 2021-04-26
        Subject:
                localityName=Brno
                commonName=www.vutbr.cz
        Issuer:
                commonName=TERENA SSL CA 3
        Alternative names:
                vut.cz
Web server versions:
        http_header: Apache
        nmap: Apache httpd

Figure 2: Shortened program output

4 CONCLUSION

During the development of the program, its functionality was tested on Linux distributions such as
Linux, Mint and Debian using Docker containers. The program was working correctly in these en-
vironments. Next the program was tested on WSL (Windows Subsystem for Linux) but during the
analyzation of the web server vutbr.cz an error occurred. The web server vutbr.cz supports TLS ver-
sions from 1.0 to 1.2, but the program listed only version TLS 1.2. This error happened because the
implementation of the OpenSSL library was compiled only with the support for protocol TLS 1.2
and higher. Since the Python interpreter, which interprets the program uses the same instance of the
OpenSSL library, it was unable to create a connection even if the server supported it. However, the
program works correctly because if the operating system of the user has the OpenSSL library com-
piled such that it doesn’t support versions 1.0 and 1.1 the attacker is unable to force the user to use
a lower version protocol. There are many other TLS scanning tools freely available on the internet,
such as the website ssllabs.com. However, these tools run on 3rd party servers. This means if many
users utilize this service the scanning may be slowed down. The advantage of this tool is that the user
can run the program on his own computer or run multiple instances of the program to scan multiple
servers parallelly using his own computing power.
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1 INTRODUCTION

The current growth of Internet of Things (IoT) systems and Industry 4.0 is closely associated with con-
necting a large amount of computationally and memory-constrained devices to the Internet. These de-
vices usually consist of microcontrollers with very different hardware and software resources. Com-
mon cryptographic schemes are often impossible to implement because of their computational and
memory requirements. This leaves IoT systems susceptible to all kinds of attacks.

One of many application scenarios for these devices is data collection systems such as air quality
evaluation systems. Recent research [1] on air quality suggests that temperature and humidity have
a direct impact on the viability and transmissibility of COVID-19. Specifically cold and dry environ-
ment increases spread of this virus. Therefore, monitoring and maintaining the optimum temperature
and humidity in the room is desirable, thus slow down the spread of viruses.

In this article, we proposed a system that allows a user to monitor and react to the current temperature
and humidity in the rooms where transmission may occur. Collected data is then analyzed, evaluated,
and interpreted to the user. The proposed system is based on MQTT [2] IoT messaging protocol and
RIOT [3] operating system. RIOT allows the creation of a program that can be executed on devices
from various manufacturers and architectures hence providing hardware independence. That can lead
to significant cost saving during project creation.

2 SYSTEM ARCHITECTURE

The proposed data collection system works in a client-server model, where all communication takes
place only between the client and the server. Clients do not communicate with each other but only
with the server. Clients are represented as various microcontrollers combined with sensors. The
data collection server is in the form of a microcomputer. Widely spread WiFi technology is used for
data transfer between system elements, this enables system deployment even in places where routing
cables is not possible.
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The MQTT protocol ensures the transmission of messages between clients and the server. This pro-
tocol is simple and lightweight. The MQTT server is called broker, its primary role is to route
messages between clients, but it can also provide client authentication and access control. There are
two types of clients. A publisher is a client that sends data to the broker. A subscriber is
a client that receives data from the broker. MQTT messages are sent to so-called topics. The pub-
lisher sends data to the topic via message publish. If the subscriber is subscribed to this topic,
the message will be forwarded to him by the broker. A Client can be a subscriber and a publisher
to many topics at the same time. MQTT alone does not offer a sufficient level of security. For this
reason integrity, authenticity, and confidentiality of the transmitted data are additionally ensured with
available cryptographic mechanisms.

Security of transmitted data is ensured by the Advanced Encryption Standard (AES) cipher in the
authenticated mode Counter with Cipher block chaining Message authentication code (CCM). Each
topic has its own encryption key which is assigned to the client by the central trusted authority Key
Management Service (KMS) which provides authentication and authorization of clients. KMS main-
tains a database of clients and their rights to the topics.

Figure 1 depicts a sketch of the proposed system architecture. In step one, the client sends data over
an insecure channel to the broker. Data in the message are encrypted with the topic key. In step two,
the broker forwards the message to the MKS. KMS performs client authentication and authorization.
If the process is successful, KMS decrypts data and inserts it into the new message, which is sent in
step three to the broker. The broker distinguishes between two types of traffic. If the message comes
from an insecure channel, it is considered as untrustworthy. If the message comes from KMS, it is
considered as trustworthy. Only trustworthy messages can be written to the subtopics of KMS (e.g.
kms/topic). In step four, the message is forwarded to the OpenHAB for storage. OpenHAB is an
open-source automation tool that allows to store and further work with measured data [4]. Step five
shows data presentation to the user which can take place via mobile application or web interface.

Publish: sensor1/temp, 20°C
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insecure channel

KMS

Broker

OpenHAB

Untrusted
domain

Trusted
domain

Publish: kms/sensor1/temp, 20°C
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Data collection
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...

Data interpretation
Phone
Tablet

PC

Server - Raspberry PiIoT network

Internet

1.

2.
3.

4.5.

Data encrypted with AES-CCM-128

Data in plaintext (decrypted)

Figure 1: Simplified system architecture.

Figure 1 does not specify a key distribution. Before the client can encrypt any data he must first
obtain an encryption key for a given topic (topic_key) by requesting it from KMS. Key requests
are encrypted with session key (temp_key). Negotiation of the session key is achieved by using the
Schnorr signature scheme combined with Diffie–Hellman (DH) protocol.

Whole process of session key (temp_key) creation, negotiation of the topic key (topic_key) and
sending data to the topic is depicted in Figure 2. The process begins with a random value nonce,
which is requested in step one and sent to the client in step two. The client uses this value to compute
the session key that is then used to encrypt the name of the topic requested by the client. The cipher-
text, signature (e, z) and client identifier ClientID are sent to the KMS in step three. KMS then
verifies the validity of the signature, authenticates the client, and calculates the session key according
to Equation 1.

temp_key = ASKKMS = (gr)SKKMS = gr·SKKMS = (gSKKMS)r = PKr
KMS (1)
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In step four, KMS sends the topic key to the client along with the counter_max value, which
indicates how many times the key can be used for encryption. This message is then decrypted by the
client with the session key. Topic key negotiation is now complete, the client can use the obtained key
to encrypt data in step five. KMS authenticates and decrypts received data and in step six it redirects
it in plaintext to the trustworthy topic, which is OpenHAB subscribed to.

Client KMS

pub(key/request; )

pub(key/request; ,
AES[ ](ClientID/topic))

pub(ClientID/topic; 
AES[topic_key](counter, Data))

Data ecrypted with AES-CCM-128
Data in plaintext (decrypted)

pub(key/response; , )

pub(key/response; ,
AES[ ](ClientID/topic, counter_max, topic_key))

pub(kms/ClientID/topic; Data)

1.

3.

2.

4.

5.

6.

Figure 2: The cryptographic core of the proposed system.

3 SYSTEM IMPLEMENTATION

The proposed system utilizes Raspberry Pi 4 Model B as a server, which hosts MQTT broker Mosquitto,
KMS (python script), and OpenHAB. ESP32 and ESP8266 microcontrollers paired with BME280
temperature and humidity sensors represent clients. Clients run RIOT OS, their code is written in
C programming language. The cryptographic core is implemented over elliptic curves. Elliptic curve
operations and modular arithmetic are provided by the micro-ecc [5] library, while the AES-CCM-
128 cipher is provided by the crypto [6] library. Figure 3 shows the performance of both mentioned
RIOT compatible libraries for the most computationally demanding operations. The micro-ecc library
was selected over the Relic library due to smaller memory requirements.
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Figure 4 shows the mobile application interface that is available for iOS and Android. The first from
the left is the home screen, which shows an evaluation of the current states in the monitored rooms.
When the set limit is exceeded, the background color changes from green to red, the warning message
is displayed and the notification is sent. The remaining three images show graphs that appear when
the user clicks on the current humidity/temperature on the home screen. Graphs are customizable
(display min/max, change the length of the monitored period, combine graphs, etc.).

Figure 4: Screenshots from the mobile application.
4 CONCLUSION

In this article, we introduced a data collection system that ensures confidentiality, authenticity, and
integrity of transmitted data. We use the WiFi technology and MQTT protocol to exchange applica-
tion messages. Code is RIOT OS compatible, so it is portable to other supported devices. Measured
data are stored and interpreted by OpenHAB service. That allows the creation of graphical interfaces,
graphs, setting limits, sending notifications, etc. This particular implementation of the proposed sys-
tem allows the user to monitor temperature and humidity in rooms. The system then warns the user
when the limits, at which the spread of the disease can accelerate, are exceeded. The future goal of
the project is the incorporation other devices into the system such as a humidifier or heating control.
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Keywords: distribution network, smart grids, electromobility, renewable sources, charging sta-

tions  

1 INTRODUCTION 

European Union (EU) has long term target in decreasing greenhouse gasses emissions with increas-

ing effort to reach climatic neutrality before 2050. To reach the goal, innovations must be done in 

the whole electric energy process including generation, transfer, and consumption. The biggest pri-

ority is dramatical decreasing emissions in traffic, because it is the biggest source of air pollution in 

cities. Development of electric vehicles (EV) and decentralised sources (DECE) is tightly connect-

ed with demands on projecting and controlling of distribution network (DN). 

2 NATIONAL ACTION PLANS OF CZECH REPUBLIC 

National action plans (NAP) are established with reference to EU plans and strategic planning of 

Czech Republic (CZE). These NAP are focused on suggested plans in detail to reach targets set in 

CZE and are regularly updated to correspond with new and more strict demands of EU. The most 

important measures for DN are in renewable sources (RES) and electromobility sectors because of 

their potential impact on reliable and safe management of DN. 

2.1 RENEWABLE ENERGY 

National Renewable Energy Action Plan [1] contains plans until 2020 without future. So, it is bet-

ter to look on plans in this sector from The National Energy and Climate Plan of the Czech Repub-

lic [2]. This document is expecting 22 % share of RES on gross final electrical energy consump-

tion, which is rise of 9 percentage points compared to 2020. 

2.2 CLEAN MOBILITY 

National Action Plan for Clean Mobility (NAPCM) [3] was updated in April 2020 and contains 

Green Deal targets from 2019 [4], which means reaching climatic neutrality before 2050. NAPCM 

sets EV as the main tool for reaching clean mobility, even though it is remarked that it is not the 

only and universal usable solution. Compared to other technologies are EV usable nowadays which 

is their main advantage. However, EV development is limited by sparse charging station networks. 
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But higher EV sales will probably be the cause of new and more strict emission limits. It is ex-

pected that there will be from 220 000 to 500 000 EV in CZE in 2030 which means 3-7 % of all 

cars in CZE. 

2.3 SMART GRIDS 

National Action Plan for Smart Grids (NAPSG) (updated 2019) puts a huge importance on devel-

opment of smart grids (SG). Reaching full smart grids concept can help distribution network opera-

tors (DNO) to lower costs of network development. SG can be characterized in short as safe, relia-

ble, and automated network with real-time control ability. However, RES should be developed 

mostly by DECE with real-time measures and remote-control ability according to NAPSG. [5] 

According to a study mentioned in NAPSG [6], EV should be charged by slow chargers from low 

voltage (LV) network at small consumers, i. e. home small consumer (HSC) and workplace small 

consumer (WSC). Private charging station networks should consist of 95 % chargers with output 

up to 11 kW and 5 % chargers with output of up to 22 kW. 

3 DNO TERMS 

DNO could determine conditions for connecting new sources and consumption points in its DN ar-

ea. These conditions partly correspondent with Energy Regulatory Office conditions. Nowadays 

new conditions of EG.D, a.s. company are discussed (but not public yet). Latest version of condi-

tions contains these conditions: 

1. EV charger with power input up to 100 kW must be capable of 1 level power regulation 

(on/off), EV charger which power input up to 250 kW must be capable of 4 level power 

regulation and EV charger which power input above 250 kW must be equipped with volt-

age measuring and active and reactive power measuring. 

2. DECE with power output up to 100 kW must be capable of active power regulation by re-

lay (on/off), DECE with power output up to 630 kVA must be capable of continuous out-

put regulation of active and reactive power and must be equipped with voltage measuring, 

active and reactive measuring and selected DECE must be equipped also with other meas-

uring like temperature, wind speed and sun exposure. 

4 DN DESCRIPTION, SCENARIO INTRODUCTION AND ANALYSIS 

4.1 DN DESCRIPTION 

For demonstration of the impact of RES and EV chargers implementation into LV DN was chosen 

DN in Jinačovice village with 779 residents in Brno-venkov district. Basic typology with analysis 

is on the Fig. 1. Distribution lines consists of cable lines only. Most of cable lines were built in the 

1980s and 1990s. The most frequent types of cables in DN are AYKY 3x185+95 and AYKY 

3x120+70. DN is powered by 6 distribution transformer stations (DTS) with nominal power 

4x 630 kVA and 2x 400 kVA. DS 338 consumers, therefrom 294 HSC and 44 WSC. DN also in-

cludes 13 photovoltaic systems (PVS) in power range from 2,2 kW to 20 kW. No EV chargers with 

power input 3,7 kW or more are recorded. 

4.2 SCENARIO INTRODUCTION 

Chosen scenarios represent different implementation levels of DECE and EV chargers. Target of 

chosen scenarios is to analyse the impact of the implementation level on electrical parameters of 

DN including recommendations for DNO. The following scenarios were analysed: 

A. Current state 1 – dominant consumption of HSC, low WSC electricity consumption, PVS 

are not considered, EV chargers are not considered 
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B. Current state 2 – low consumption of HSC, dominant WSC electricity consumption, max-

imum power output of present PVS, EV chargers are not present 

C. PVS – DN model contains evenly distributed new 7 kW PVS (long-term average according 

to DNO private statistics) covering 22 % of village consumption – low HSC electricity 

consumption, dominant WSC electricity consumption, maximum power output of present 

and new PVS, EV chargers are not considered 

D. EV – DN model contains new 11 kW consumption points (average power of chargers on 

market), number of new consumption points is equal to 7 % of vehicles in the village –

dominant HSC electricity consumption and EV chargers, low WSC electricity consump-

tion, PVS are not considered 

E. Concentrated PVS – PVS from scenario C power one (DTS) 

F. Concentrated EV – all EV from scenario D are powered from one DTS 

DAISY Bizon Projektant was chosen as software analysis tool for demonstration of the impact of 

implementation level of PVS and electromobility. This software analysis tool is commonly used for 

basic steady state calculations of DN by DNO (EG.D, a.s. company). 

4.3 ANALYSIS AND RESULTS 

This paper includes scenario A analysis. The left part of Fig. 1 displays voltage levels in DN, the 

lowest voltage levels are represented by dark green colour. The right part of Fig. 1 displays current 

load (CL) related to nominal current load, the highest RCL is represented by green colour. Lowest 

CL in this analysis is 87 % and lowest voltage level in DN is 360 V. Related power load of DTS 

varies from 29 % to 68 %. 

  

Fig. 1: Scenario A analysis 

The calculations of current state show, that during extreme load of DN voltage level can drop to 

nominal voltage tolerance limit ± 10 %. This state can be improved by replacing current cable lines 

with new cables with larger diameter in parts of DN with highest RCL and by adding new cable to 

make cable line from DTS to consumer with low voltage level shorter. Nominal power of current 

DTS is sufficient. 

5 CONCLUSION 

Current state of DN was analysed and will be used as default state for future calculations of DN. 

Results shown it is necessary to improve DN before the implementation of new EV chargers. Oth-
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erwise, voltage level in some parts of DN could drop under voltage level tolerance limit. Further 

analysis will be focused on proving DN in extreme conditions. In connection with future results 

new and larger measures will be recommended. 
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Abstract: This paper describes the issue of sturnus vulgaris detection in the vineyards in order to 

scare these animals more effectively. The analysis and classification of bird singing is difficult 

because many problems can appear. One of the problems is background noise e.g. sounds of cars, 

trees, and also the singing of various bird species at once. Another problem is different types of bird 

songs. For example, an alarm melody, search for food, and also communication between the birds 

during a flight. This article presents a solution to one of these problems in case when only audio 

recordings are available. 
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1 INTRODUCTION 

Starlings in the vineyards cause significant damage every year. Winegrowers use several scaring 

devices to reduce the invasions of starlings. However, devices on the market often disturb 

surroundings with excessive noise. There is an idea to scare starlings before they land in the 

vineyards, therefore, their presence would have to be detected by vision (camera) or noise 

(microphone).  

This paper is focused on the creation of a Mel-spectrogram, which facilitates the subsequent use of 

CNN (convolutional neural network) to detect the singing of starlings. Many papers using robust 

methods of deep learning to identify the sounds of birds have been published. To increase the 

sensitivity of the detection, the recorded audio must be pre-processed.  

Humans perceive only a narrow range of frequencies and have a poor perception of the linear scale. 

Moreover, people perceive differences at lower frequencies more effectively than at higher 

frequencies. To better visualize differences at higher frequencies, the conversion into the Mel-scale 

is made according to the literature [1]. 

  𝑓𝑚𝑒𝑙 = 𝑀𝑒𝑙(𝑓) = 2595log10(1 +  
𝑓

700
) (1) 

2 ALGORITHM FOR DATA PREPARATION FOR CNN  

The algorithm using freely available libraries of the python programming language is used for sound 

detection. The algorithm has been modified in order to filter out the interfering components to 

facilitate the detection of the starling sound. This algorithm is implemented in the Raspberry PI4 

(RPi4) microcomputer. This microcomputer was chosen because of the required computing power 

and also because it is easy to mount, to transfer, and it supports real-time data transfer well.  

The recorded birdsong is sampled and then transferred from the time domain to the frequency domain 

using the Fourier transform (FT). The result of the Fourier transform is the spectrum of the signal 

(spectrum = expression of amplitudes and phases of individual harmonic components in the 

frequency domain). A Short-time Fourier transform (STFT) is applied to this spectrum and the result 
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of this transformation is a spectrogram. The Matplotlib library is used to plot the spectrogram of the 

sampled signal. STFT is provided by Librosa library.  

The spectrogram is depicted for 10 seconds, so as much useful information as possible from the 

sound recordings is retained. After that, a Mel-spectrogram is created from this spectrogram. The 

Mel-spectrogram is a spectrogram where the y-frequency axis is converted to a Mel-scale. A high-

pass filter was used to remove low-frequency noise [3] because birds sing at high frequencies. The 

required frequencies from 1400 Hz is transmitted.  

Mel-Freqeuncy Cepstral Coefficients (MFCC) [1] are coefficients that make up the Mel-Frequency 

Cepstrum MFC. These coefficients are acquired by applying discrete cosine transform (DCT) to the 

Mel spectrogram. The plotting of the Mel-spectrogram and the calculation of MFCC coefficients 

allow creating the CNN more effectively. The transfer of the data from a Mel spectrogram to CNN 

requires all of them to be at the same size. The input signal can be received by RPi4 in real-time, and 

also with a directional microphone. Similar solutions are known, e.g. for the detection of other 

species of birds [4] or bats [5]. 

The entire process of audio recording processing can be described by one block diagram: 

 

 

Figure 1: A block diagram of audio recording 

 

3 ASSESSMENT OF MEASURED SIGNALS 

Figures 2 to 4 show the results of the analysis of the starling song. Figure 2 shows only the 

monophony of a starling. The linear frequency spectrogram of its sound is vizualized in Figure 3. 

Figure 4 shows the Mel spectrogram, which is based on a linear frequency spectrogram. This 

spectrogram is converted to a Mel-scale, and then a high-pass filter is applied to it. Figure 5 shows 

the spectrogram of a golden eagle for comparison with a starling. The difference between 

spectrograms 4 and 5 is obvious. 
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Figure 2: The audio recording of sturnus vulgaris. 

Figure 3: The spectrogram of sturnus vulgaris (linear scale). 

Figure 4: The Mel-spektrogram of sturnus vulgaris. 

 

Figure 5:  The Mel-spektrogram of golden eagle. 

35



4 CONCLUSION 

The paper describes processing of birds sound recordings to increase the sensitivity of detection 

algorithms. A filter filtering out the low-frequency noise was introduced in the process. The 

conversion of a linear spectrogram to a Mel spectrogram and the subsequent calculation of MFCC 

coefficients is necessary to smoothly follow the CNN [6] to detect the sound of starlings in the 

vineyards.  More work on the project will follow. In terms of software, CNN will be used and in 

terms of hardware, RPi4 will be attached to the rotating mechanism, which will be controlled by a 

microcomputer and according to the directional microphones will identify not only the sound but 

also the position of the source of the sound. 
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Abstract: This article describes the development of an electric vehicle control unit (VCU) used in 

a Formula Student competition. The VCU processes data from sensors located on the vehicle, eval-
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regulates the input voltage to the branches that supply other units on the vehicle. 
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1 INTRODUCTION 

This article describes the development of an electric vehicle control unit (VCU) used in a Formula 

Student competition. The VCU processes data from sensors located on the vehicle, evaluates this 

data, and then controls peripherals. The power supply system, integrated in the VCU, regulates the 

input voltage to the branches that supply other units on the vehicle. 

Formula Student (FS) is a European branch of the originally American Formula SAE competition. 

It is a prestigious competitions of university teams composed of students seeking bachelor's and 

master's degree. The beginnings of the competition dates back to 1981. It got to Europe 17 years 

later. However, races are not only held on these continents. In addition to selected US and 

European countries, the competition is also held in Brazil, Japan, India and Australia. In total, over 

800 teams from all over the world take part in the races [1]. 

 

Figure 1: Formula Student car Dragon 9 from team TU Brno Racing 

 

2 CONTROL UNIT REQUIREMENTS 

The control unit has the task of creating power buses for all peripherals in the car, sensors for 

measuring variables such as pressure and temperature required for proper operation of the cooling 
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system, communicating with an external inertial unit, executing ESP algorithm, and controlling 

tractive system. 

2.1 POWER SUPPLY SYSTEM 

On the first electric race car from this team, the control unit was designed as a modular system. 

Each unit in the car regulated the necessary voltage for its operation internally. Therefore, it was 

more difficult to diagnose a possible error and it led to a multiplication of incompatible compo-

nents. The aim of this article is to gradually unify as many components as possible, thereby reduc-

ing weight and simplifying the production of the wiring harness. Each unit will therefore only con-

tain an identical input protection module, thus preventing the multiplication of unique components. 

 

Figure 2: Block diagram of the proposed solution 

2.2 RELIABILITY 

The control unit must withstand undervoltage, overvoltage, electrostatic discharge, polarity reversal 

of the power input, short-circuit of any output to ground during a fault situation, it must withstand a 

wide temperature range, from negative temperatures during winter testing to temperatures reaching 

+70 °C during races taking place in peak summer. 

2.3 INPUTS AND OUTPUTS 

The unit oversees control of individual parts of the car, reading sensors, communication with other 

devices on three CAN buses and a pair of RS232 ports, regulating the voltage for the entire car and 

recording data to internal storage for further vehicle analysis. These requirements are summarized 

in Table 1.  

Category Type Amount Requirements 

Input Wheel speed sensor 4 12 V compatible 

Input Digital 4 24 V compatible 

Input Analog 6 12 V compatible 

Output Power 3 24 V 

Output Power 2 12 V 

Output Power 1 5 V 

Output Digital 8 24 V compatible 

Output Analog 2 0–10 V 

Communication CAN 2.0 B 3 1 Mbit/s 

Communication RS 232 2 1 Mbit/s 

Table 1: Inputs and outputs 

The Vehicle Control Unit is controlled by a dual-core microcontroller from the STM32H7 series. 

The more powerful ARM Cortex M7 core clocked at 480 MHz is used to run the traction control 

algorithm and optimization of torque of the individual tractive motors. The ARM Cortex M4 core 
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clocked at 240 MHz controls peripherals, reads sensors and records data. The block diagram in 

Figure 3 shows the internal wiring of the subsystems in the unit [2]. 

 

Figure 3: VCU block diagram 

3 DESIGN 

Altium Designer 20 was used to design the schematics and printed circuit boards. This program al-

lows hierarchical grouping of schematics and thus streamlining the design, the aim was to create a 

diagram that will be easy to expand upon in the future with additional inputs and outputs as needed.  

The final design of the printed circuit board is systematically divided into two regions, the power, 

where the necessary voltages for the operation of the entire vehicle are regulated, and the signal, 

where the microcontroller processes signals and controls peripherals. The printed circuit board 

shown in Figure 4 has a 6-layer stack up, connected to it is a daughter board facilitating interface 

connectors.  

 

Figure 4: 3D render of the assembly 
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An enclosure has been designed for the printed circuit board to protect it from damage and to pro-

vide cooling to the power components. This cover will be milled from EN AW-6061 alloy. Figure 

5 shows a rendered model designed in CAD software Solidworks.   

 

Figure 5: Vehicle Control Unit enclosure 

4 CONCLUSION 

The result of this article is a block diagram of a power supply of Formula Student Electric vehicle, 

design of hierarchical schematic of the vehicle control unit including connection of individual in-

puts, outputs, communication interfaces, input protection, design of power supply system, design of 

6 layer PCB and aluminium enclosure.  
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Abstract: Current research based on the edge of bioinformatics and ecology engineering has huge 

potential due to combination of laboratory analyses and advanced bioinformatics algorithms. 

The paper deals with a combination of GC-MS and LC-MS based metabolomic analysis for identi-

fication and quantitation of metabolites in environmental perturbations with advanced bioinformat-

ics approach of metabolite genome-wide association studies (mGWAS). This complex view is ap-

plied to Arabidopsis thaliana. The main goal is to obtain genetic predictions focused on A. thaliana 

under different environmental conditions. Currently, important ecological issues such as climate 

change, pollution etc. have impact on the change of environment. It has a great effect on plants 

which serves as producers of oxygen or food. While simple observation reveals only a phenotype 

change, changes in genotypes of organisms can be captured using mGWAS and further utilized in 

industrial ecology and biotechnology.  

Keywords: Metabolomics, Systems biology, Ecology, Single nucleotide polymorphism, Genetic 

prediction 

1 INTRODUCTION 

The next generation genetic prediction [1] is based on genome-wide association studies (mGWAS). 

It is a bioinformatics method for observing variant of genes in whole genomes. The mGWAS ap-

proach investigates the relationship between genetic factors and metabolome. Although some tools 

for genomic prediction exist [2][3][4], a huge part of applications rrBLUP for data analysis of ecol-

ogy ecologically important producers is missing.  

In general, metabolites represent the ultimate response of biological systems. Thus, metabolomics 

is considered to be the link between genotypes and phenotypes. So far, research of mGWAS is fo-

cused on genetics of the human metabolome but not on the most important current issues connected 

with ecological problems [5] such as climate change, pollution, environmental degradation as de-

forestation of rainforests, etc. All these problems impact the change of environment in the near fu-

ture. As the environment is reflected in phenotypes, mGWAS can uncover origin of observed 

changes on molecular level, i.e., in genotypes of various organisms in industrial ecology and bio-

technology. It includes plants as a food source or their role of helping to maintain the stability of 

the environment. Thanks to the mutations captured within computational analysis by the means of 

bioinformatics and systems biology, we could predict upcoming genotype changes and using syn-

thetic biology suppress or completely avoid adverse effects or support changes leading to desirable 

phenotypes. 

2 MATERIALS AND METHODS 

The mGWAS approach has been used to investigate the relationship between genetic factors and 

metabolome for A. thaliana depending on two different environmental conditions during cultiva-

tion. The paper presents methodology which merges two main branches in historical development 
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of systems biology [6]. These branches include wet lab experiments studying metabolomic regula-

tions and in-silico analysis for description, prediction, and simulation of metabolic networks. 

2.1 PLANT MATERIAL AND HARVEST 

Dataset of A. thaliana were cultivated under two different temperature-related conditions, 6°C and 

16°C. In study by Weiszmann et. al. [7], natural variation of growth rates of A. thaliana was moni-

tored together with dynamics of primary metabolites under moderate (16°C) and low (6°C) temper-

ature. Chemicals, plant material and harvest were described in the study by Doerfler et. al. [8]. 

Samples of A. thaliana plants Col-0 (wild type) was cultivated under controlled conditions. Dataset 

were obtained by Gas chromatography coupled to mass spectrometry (GC-MS) and liquid chroma-

tography coupled to mass spectrometry (LC-MS). GC-MS analysis protocol was used according to 

Weckwerth et. al. [9]. LC-MS analysis is described in the study by Doerfler et al. [8]. 

2.2 RIDGE REGRESSION AND OTHER KERNELS FOR GENOMIC SELECTION (RRBLUP) 

Currently, one of the best methods for genomic prediction of breeding values is based on ridge re-

gression (RR). RR is equivalent to the best linear unbiased prediction (BLUP) if the genetic covari-

ance among lines to observations is proportional to their similarity in genotype space. To facilitate 

the use of RR and non-additive kernels in plant breeding, a new software package for R called 

rrBLUP has been developed [4]. 

The basic rrBLUP model [4] is  

 , (1) 

where u ~ N(0, Iσ2) represents normal distribution in a vector of marker effects, where mean is ze-

roes and variance is σ2, G is genotype matrix for biallelic single nucleotide polymorphisms (SNPs) 

and W is the design matrix relating lines to observations y.  

In this study the basic mGWAS function from package R/ rrBLUP [4] was used for a genome-wide 

association analysis. Calculates maximum-likelihood solutions for mixed models of the form: 

 y = Xβ + Zg + Sτ + ε, (2) 

where X, Z and S are incidence matrices. X is of n×m size of with unphased genotypes for n lines 

and m biallelic markers, coded as {-1,0,1}. Z is the matrix relating observations to lines in the train-

ing set. β is a vector of fixed effects that can model both environmental factors and population 

structure. The variable g models the genetic background of each line as a random effect. The varia-

ble τ models the additive SNP effect as a fixed effect. 

3 RESULTS 

The first analysis represents pre-processing, in which the metabolomic dataset was checked. In the 

next step, mGWAS was applied. The dataset was visualized by Principal Component Analysis 

(PCA), see Figure 1 A. The presumption was to create clusters of samples gathered under the same 

conditions. This assumption was met. According to Kolmogorov-Smirnov test, the null hypothesis 

is rejected and there is an evidence that the data tested are not normally distributed. For further 

analysis the dataset was normalized using log-transformation as shown in Figure 1 B. 

In the following analysis mGWAS was performed based on the mixed model. The algorithm which 

was used is the best linear unbiased prediction. The most frequent metabolite which had statistical 

signification in 16°C condition was Galactinol, see Figure 2. 
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Figure 1: Pre-processing of the data. The left panel (A) shows the PCA of the dataset and the right 

panel (B) shows a histogram of the normalized dataset using log-transformation 

  

Figure 2: The Galactinol BLUP plot represents the predicted model (A) using rrBLUP methods and 

Manhattan plot (B) is the final mGWAS based on the mixed model (B) where is shown a significant 

change on the first chromosome. Each dot represents a SNP. The light blue is even number of chro-

mosome, dark blue is odd number of chromosome. 

Thanks to mGWAS of A. thaliana, the metabolites, which cause the changes genome according to 

different temperature conditions, were identified. The three most of significant metabolites are Bu-

tanoic, Glutamic acid and Putrescine in 6°C and the three most of significant metabolites are As-

paragine, Fumaric acid and Galactinol in 16°C. All these metabolites have a key role during plant 

life. 

4 DISSCUSION AND CONCLUSIONS 

In recent years, an increasing number of SNPs arrays and DNA re-sequencing clarified the majority 

of the genotypic space for a number of organisms, including human, maize, rice, and 

A. thaliana [10]. mGWAS presents a powerful tool to reconnect this trait back to its underlying ge-

netics prediction based on metabolite. mGWAS can offer a valuable first insight into trait architec-

ture or help finding candidate loci for subsequent validation. Once such genetic markers are identi-

fied, they can be used to understand how genes contribute to properties of organisms, for example 

as growth behavior in plants. Now it has huge potential for prediction in the near future which will 
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be affected by climatic changes. At the core of the rrBLUP package is the function mixed.solve, 

which can be used to solve the marker‐ based versions of the genomic prediction problem. We 

used this pipeline and applied mGWAS based on the mixed model to a dataset of A. thaliana culti-

vated according two different temperature-related condition, 6°C and 16°C. These conditions can 

simulate climate change and global warming. It is known that photosynthesis needs to be tightly 

linked to carbohydrates and primary metabolism in order to sustain growth and development, it re-

mains unclear how natural variation of primary metabolism relates to growth rates [7]. Thanks to 

these lab experiments and mGWAS, the metabolites causing the changes of genome were identi-

fied. In 6°C, the three most of significantly metabolites are Butanoic, Glutamic acid and Putrescine 

but in 16°C the three most of significantly metabolites are Asparagine, Fumaric acid and Galac-

tinol. 
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Abstract: This paper is focused on developing a retrospective gating algorithm for rat heart MRI and
T1 quantification. The first goal is to develop an algorithm binning acquired echo signals according
to the corresponding phases of the cardiac and respiratory cycles. The echo signals are acquired using
an inversion-recovery 2D gradient-echo sequence with radial encoding and golden-angle increment
of the k-space trajectory in the read-phase directions. The next goal is compressed-sensing recon-
struction of images. The third goal is fitting a T1-relaxation model to the reconstructed images to
obtain quantitative T1 maps.
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1 INTRODUCTION

Magnetic resonance (MR) cardiac imaging is quite challenging due to cardiac and respiratory mo-
tion. To obtain clean imaging some form of synchronization/gating is required. The standard clinical
procedure usually incorporates prospective gating of acquisition with respect to a measured electro-
cardiography (ECG) signal. With some sequences, this is not easily done due to the induction of
electric current in the ECG leads, which can make successful ECG gating harder or near impossible,
especially with small-animal heart imaging and high-field MR systems. Because of these limitations,
methods for retrospective self-gated acquisition have been proposed.[1] [2]

These methods are usually based on some form of navigator acquisition, either from within the imaged
slice or from a separate navigator slice. This work is focused on MRI methods for quantification of
myocardium T1 in small animals (mice, rats). For small-animal MRI, dedicated methods have to be
used because of much faster cardiac and respiratory activity, compared to humans, and because of the
impossibility of breath-hold acquisition typical for clinical cardiac MRI.

The images can be further processed into T1 relaxation maps, which can serve as an early marker
of several diseases. We can use for example two T1 maps measured before and after contrast-agent
administration to estimate the ECV (Extracellular fractional volume), which serves as a marker of
fibrosis. [4]

For T1 quantification, 2 main methods are usually used: so-called VFA (Variable flip angle)[2] and
IR (Inversion recovery)[1]. The VFA mapping is very sensitive to inhomogeneities of the B1 field
(present especially in high-field MRI), because of this we focus on IR sequences.

To the author’s knowledge, the only IR method for small-animal cardiac quantification of T1 maps
with retrospective gating is 2D inversion recovery acquisition in [1], which cannot detect respiratory
and cardiac phases close to the point when the magnetization crosses zero during its recovery towards
the steady-state following the IR pulse. Furthermore, the method needs long waiting periods between
the end of the pulse train and following inversion pulse, due to the usage of simple T1 quantification
model and external respiratory synchronization to start the inversion cycle at the same respiratory
phase which elongates the acquisition time.
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The method proposed in this paper solves these two problems. It provides reliable cardiac and respi-
ratory synchronization also around the zero-crossing points without the need for external sensors and
since we use a more complex model, we can eliminate the waiting periods.

2 MATERIALS AND METHODS

The proposed method uses a 2D gradient-echo acquisition scheme with radial readout as in [1]. A
navigator signal consisting of the first point of every FID (Free induction decay) signal is extracted
from acquired data. Since we use an inversion recovery sequence the navigator depends not only on
cardiac and respiratory motion but also on the recovery of the magnetization of blood and tissues
to their steady state after being inverted by an IR pulse. This multi-exponential recovery trend has
to be eliminated from the navigator signal first. To achieve this, the data points are reordered with
respect to their position in the IR-IR interval (an interval between consecutive IR pulses) and fitted
with a polynomial of the 8th degree, such a high degree is mandatory in order to cover the fast
recovery at the beginning of the inversion period. Usually, no regularization is needed as this fit is
performed on all data at once (roughly 80000 points for a 10-minute long acquisition). A set of simple
bandpass FIR (Finite impulse response) filters is then applied to extract the base frequency bands of
the cardiac and respiratory activities. The resulting cardiac and respiratory navigator signals are then
fed through a one-way zero-cross detector to form timestamps marking each period. As mentioned in
the introduction, the timestamps around the magnetization’s zero-crossing points cannot be reliably
estimated. To do this the mean cardiac and respiratory periods between acceptable timestamps are
computed and the missing data are then interpolated assuming constant cardiac or respiratory rates.
For respiratory navigation this serves as a starting point from which every interpolated point is then
shifted to the largest local maximum of the original navigator signal, to compensate for irregularities
in the breathing cycles and mark the inspiration phase. The interpolated heart timestamps are kept at
the interpolated values since, the heart rate usually does not change much within the inversion cycle.

After this interpolation, the timestamps are used to bin the acquired echo signals according to their
cardiac and respiratory phases. Binning the data with respect to the current length of the heart or
breath period ensures that even if the heart rate changes, the same fraction of the period i.e. the same
image is always reconstructed, which further reduces artifacts in the image. The binned echo signals
are then used in compressed-sensing iterative image-sequence reconstruction, including regridding
of the measured data points from the polar to the Cartesian system (required for radial sampling
acquisition methods) and Total variation regularization applied both in the spatial as well as temporal
(Inversion recovery) dimensions.[5]

Quantification of T1 is based on the Inversion recovery Look-Locker model, where one inversion
pulse is followed by a train of readout pulses. This model includes the effect of the excitation pulses
of the sequence.[6]

To validate the proposed methods a preliminary study on rats with induced diffuse myocardial fibro-
sis has been conducted. Four rats were examined in 2 time points, one before any treatment and one
following 14 days of the fibrosis-inducing treatment. Two of the rats served as controls and two rats
were induced myocardial fibrosis according to [3]. The animal model was implemented at the Depart-
ment of Physiology of Faculty of Medicine at Masaryk University. The MRI examination took place
at the Institute of scientific instruments of the Czech Academy of Science in Brno using the Bruker
Biospec 94/30 9.4T NMR spectrometer. The procedure consisted a of series of scans focused on
anatomical features, mainly the ejection fraction estimation and then the precontrast and postcontrast
measurement of T1 relaxation maps using the proposed radial sequence. Contrast agent (gadopente-
tate dimeglumine [Magnevist]; Bayer-Schering AG, Berlin, Germany) was administered. The dose
was computed according to the examined rat weight (0.2 mmol/kg) and was intravenously adminis-
trated as a bolus between the precontrast and postcontrast acquisitions. The pre- and post-contrast T1
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measurements were done in a single short-axis slice with the following parameters: TR/TE= 7.5/1.7
ms, IR-IR interval: 11.25 s, matrix 128x128, adiabatic IR pulse. The resulting T1 maps were then
used to calculate the ECV according to [4].

3 RESULTS

The proposed methodology was evaluated with respect to synchronization, perceived quality of the re-
constructed T1 maps and the consistency of the resulting ECV values. The quality of synchronization
can be supported by the analysis of the gating results. This analysis consisted of manual annotation
of four 10-minutes long acquisitions acquired from healthy rats and comparison with the automatic
detection of respiration. The result was an F1 score of 99.5 %. A similar evaluation of the cardiac
gating was not possible because the cardiac navigator shape is not used for synchronization (only
its base frequency), therefore a timestamp is guaranteed in every cardiac cycle, furthermore an ECG
acquired during the acquisition would be too noisy, as expected for small animals and a high-field
MR scanner.

The resulting T1 maps (example in Figure 1) showed a good spatial consistency with clear outlines
of the cardiac structures and homogeneous myocardium areas. The pre- and post-contrast T1 values
evaluated within hand-drawn myocardium regions of interest and for each examination of each animal
were converted to ECV values. The boxplots in Figure 2 show the calculated ECV values for F
(Fibrotic) and C (Control) subjects at the beginning of the experiment and 2 weeks after the treatment.

For fibrotic myocardium, the ECV is known to be higher than for a normal myocardium tissue. The
significance of ECV increase was evaluated by paired single-sided t-test with a null hypothesis that
the ECV values did not change and an alternative hypothesis that the ECV values with the fibrotic
specimen have increased. The resulting p-value of the fibrotic group of 2.48 ·10−120 strongly supports
the alternative hypothesis, indicating that the proposed methodology can measure elevated ECV in
fibrotic myocardium.

For a more sound conclusion, hematocrit (HCT) should be measured at each MR examination, as the
ECV values, as calculated from the T1 maps, are weighted by a factor including HCT. Since the ECV
values decrease with the healthy group, it is probable that the fibrosis must even strongly counteract
this trend caused probably by animal growth and possibly HCT fluctuation.
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Figure 1: Example of one short axis slice of precontrast T1 map

4 CONCLUSION

We have proposed a set of acquisition and processing methods that might give reliable estimates
of myocardial T1 and ECV which are important biomarkers characterizing fibrosis. The conducted
preliminary study has shown significant changes in ECV in the fibrotic group (p < 0.05). More
conclusive results will be obtained when more animals are included in the study, which is the aim of
our follow-up work, together with including measurements of HCT.
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Figure 2: Resulting ECV/(1-HCT) values. F (Fibrotic), C(Control)
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Abstract: This paper presents the methodology of time-development analysis of vertebral tumors in
CT data. It including an overview of suitable features which can relevantly characterize the shape of
tumor tissue. We proposed two different analysis methodologies: for compact tumors and the whole
vertebral body. The test database of five lytic compact tumors containing five follow ups was created.
The initial result of time-development for statistical features for compact tumors on created database
and whole body vertebra were shown.
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1 INTRODUCTION

Bones are the third most commonplace of metastasis right after lungs and liver. Seventy percent of
skeletal metastases cases originate from breast and prostate cancer. These metastases are the main
cause of morbidity characterized by strong pain, worsened mobility, pathological fractures, hyper-
calcemia, and compression of the spinal cord. There are two types of skeletal metastases: osteolytic
and osteoblastic (see Fig. 1). [1]

Time-development analysis generally means monitoring given features over time. In oncology, the
analysis of the development of treated lesions using this method is still at the beginning of the research
process. However, in clinical practice, it might be beneficial for evaluating how lesions respond to a
particular treatment. If relevant features characteristic for the development of lesion over time were
found, it would be possible to assess the effectiveness of that treatment earlier.

Figure 1: An axial image example of osteoblastic lesion (left) and osteolytic lesions (right) in
spinal CT data.
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2 DESIGN OF EVALUATION APPROACH

2.1 SHAPE CHARACTERIZATION OF TISSUE

Tumor analysis is a very difficult task because it is first necessary to segment the tumors themselves. It
can be segmented manually, which is very challenging or samiautomatically with using some method
like region growing. Obtaining the annotation of the compact tumor might be a challenging task as
tumors might grow and change their shape and characteristics over time (see Fig. 2). Often there
is more than one tumor in one vertebra, separated tumors from the first scan might connect during
the following scans, or one tumor might separate into many smaller ones (see the second row of
Fig. 2). Due to this fact, the analysis of these tumors might be unrealistic and another method has to
be used. Tumors (metastases) according to their shape we suggested dividing into compact tumors
and complex tumors which affect the whole body of the vertebra. Thus, it is necessary to divide the
realization of time-development of spinal tumors according to the size of the damage on the vertebra
into the analysis of compact tumors and the analysis of the characteristics of the whole body of the
vertebra.

Figure 2: Example of time-development treated lytic lesions from the third cervical vertebra (up)
and fifth lumbar vertebra (down). It fused images of original data and created annotation, where the
green color is non-lytic tissue and the pink color is lytic tissue. There was a gap of three months
between the first three CT scans, a fourth scan was after the next five months, and a fifth after another
four months.

2.2 THE ANALYSIS OF COMPACT LESIONS

This approach requires segmentation of the lesions which is a very challenging task because segmen-
tation must be accurate and it is very time-consuming. If we manage to segment a compact tumor,
various relevant features can be obtained from it. These features include statistical local features and
features based on shape analysis. Statistical local features that are suitable for evaluating the time
course of tumors include the mean value and the variance or standard deviation of the lesion intensity.
Determining the relative values of these features, which are related to healthy trabecular tissue, also
allows us to better assess how the density of tumor tissue changes.

Another group of features that can be evaluated for a given tumor is based on shape analysis. Since
spinal tumors are 3D objects, it is convenient to choose descriptors for 3D image data. The most
simple descriptor is the volume of the tumor. This might show changes in size over time, which may
indicate a response to the treatment. However, normalization is required for this feature because the
volume increases to the third power, and without some normalization, evaluation of the results would
be difficult. Another suitable 3D descriptor is the roundness, which can, over time, show whether
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the tumor is compact or whether it changes its shape and grows into the surrounding tissue. Other
possible features include the surface, the center of gravity, the length of the main and the secondary
axis, etc.

2.3 THE ANALYSIS OF THE WHOLE VERTEBRAL BODY

This approach requires segmentation of vertebra or localization of the center of body vertebra for
next analysis. It could be less time-consuming because such accuracy is not required there and is
suitable for very damaged vertebrae. Some vertebrae can be so extremely damaged by tumor tissue,
that it makes shape analysis very problematic. In that case, another method of analysis might be more
appropriate. One possible approach might be to calculate features from the whole vertebral body.
Features that may be appropriate to extract from the entire vertebra include the mean and especially
the variance of intensity. Assuming a severely affected vertebra with a lytic tumor (Fig. 2 below),
if the tumor is being treated, which means that calcium is deposited to the destination of the tumor,
the overall variance of intensity in the vertebra should increase. This parameter might indicate the
time-development of tumors even for very severely affected vertebrae, in which compact tumors can’t
be segmented. [1]

Another possible approach might be the usage of texture analysis. This analysis could detect unique
primitives that could be characteristic for the tissue which is going through a remodelation with
calcium storage. This would detect the response of the lesion to the treatment in the time-development
analysis.

3 REALIZATION AND DISCUSSION OF METHODOLOGY

3.1 DATA

In this work, an anonymized database of an oncologically ill patient examined by CT scan was used.
The data were obtained through Philips Healthcare Brilliance iCT 256-slice scanner with experimen-
tal CT protocol from IRST Meldola, Italy. The database of this patient contains five scans which
allow us to observe the time-development of lesions. A more detailed study of the data showed that
this patient suffers from very extensive tumor damage of almost the whole spine, however, it consists
of compact tumors as well. The annotation of compact tumors was created with a significant final
cleaning refinement by the author of this paper and it was very time consuming.

3.2 IMPLEMENTATION TOOLS

The implementation was performed in the MathWorks MATLAB 2020a programming environment.
The Image processing toolbox for visualization of data was used and the Statistics toolbox was used
for statistical analysis. For segmentation of lesions and their refinement, the region growing method
realized via Image Segmenter has been used which is included in the Image Processing toolbox.

3.3 EXPERIMENTS AND DISCUSSION

The data are from a patient who had a primary breast tumor with spinal metastases and was treated
with bisphosphonates that inhibit bone de-mineralization. The patient suffers from severe damage
to the tumor tissue, therefore it was very difficult to find a compact tumor in five consecutive scans.
Lesions of different sizes and from different vertebrae were selected. The created database of five
compact lytic lesions shows the time-development of the mean value of intensity (see Fig. 3 left) and
volume from shape descriptors (see Fig. 3 right). In the mean intensity graph, we can see a slight
decrease in mean intensity, which can characterize that the treatment does not work. In the graph of
the volume we can see that two lesions are growing, two lesions are decreasing in size and one stays
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the same. Next, a graph of the mean value and normalized variance from the whole body of the fifth
lumbar vertebra is shown (see Fig. 2). An area of 40×45×40 voxels was selected and the features
from this area were calculated. Their time-development was plotted (Fig. 4). It can be seen from the
graph, that the mean intensity value and normalized variance increase over time. It could indicate a
response to the treatment where calcium is deposited in the area of the lytic lesions.

Figure 3: There are two graphs for the analysis of compact tumors. On the left is the mean intensity
of lesions and on the right is the pseudo linear graph of shape descriptor. The volume was chosen for
simplification. Each color of points and curves represents one lytic tumor and the black line shows
the mean across all tumors for a given feature.

Figure 4: Pseudo linear graph of mean intensity from whole fifth vertebra body (left) and normal-
ized variance of the intensity of this vertebra (right).

4 CONCLUSION

This contribution deals with the design of the methodology for the time-development analysis of
vertebral tumors in CT data. The basic challenges for lesions analysis are described. In this paper has
been designed a methodology of evaluation of time-development, which was divided into the analysis
of compact tumors and the analysis of whole vertebral bodies. For each of both analysis methods, the
potential relevant features have been suggested. A manually segmented annotation of lytic tumors
was created and examples of statistical features were calculated and plotted by time-graphs.
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was transformed to the real model based on operation amplifier integrators. Chaotic behavior was 

confirmed by strange attractors captured by oscilloscope. 
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1 INTRODUCTION 

Chaos often refers to a state in which the behavior of a system appears to be completely random and 

disordered. However, if we look at the chaos from scientific point of view, we talk about a determin-

istic chaos. Actual state of the dynamic system looks like a random state, but there is no random 

element in mathematical description. These dynamical systems are described by ordinary differential 

equations and governed by chaos theory. Chaotic behavior has been demonstrated, both theoretically 

and experimentally, in a large number of electronic circuits. For example, existence of robust strange 

attractors was observed in harmonic oscillators such as Collpits [1], Hartley, RC-feedback, analog 

filters like KHN topology [2], Sallen-Key structure, FIR filter, IIR filter, power circuits such as DC-

DC converters [3], switched regulators, PLL circuit [4], AD converter with Σ-Δ modulation etc.  

2 MODEL OF TRANSISTOR AMPLIFIER 

Recently, a chaotic behavior has also been found in the single stage transistor amplifier working in 

class C. Despite simplicity of principal schematic, operating point of bipolar transistor is hypothetical 

and transistor itself is modelled as two-port described by full admittance matrix. The amplifier is 

loaded by resonant circuit which is lossless. According to [5] and Fig. 1 we can derive the differential 

equations that are described by change of input and output voltage u1, u2 and inductor current iL. 

𝑑𝑢1

𝑑𝑡
= −

𝑦11

𝑐1
𝑢1 −

𝑦12

𝑐1
𝑢2         (1) 

𝑑𝑢2

𝑑𝑡
= −

𝑦21

𝑐2
𝑢1 −

𝑦22

𝑐2
𝑢2 −

1

𝑐2
𝑖𝐿        (2) 

𝑑𝑖𝐿

𝑑𝑡
=

1

𝐿
𝑢2          (3) 

where yxx describe admittance parameters of transistor, c1 is a parasitic capacitance between base and 

emitter and c2 is a sum of a parasitic capacitance collector-emitter and capacitance in a resonant 

circuit. Chaotic behavior is subjected to definition of admittance parameters of transistor. We assume 

that input and forward transadmittance y11 and y21 is a constant and output admittance y22 converge 

to zero. A backward transadmittance y12 is created by nonlinear function which can be expressed by 

a polynomial: 
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𝑦12(𝑢2) = 𝑎 + 𝑏𝑢2 + 𝑐𝑢2
2 + 𝑑𝑢2

3 + 𝑒𝑢2
4      (4) 

where a, b, c, d, e are parameters of the polynomial components. The polynomial expression is not 

limited to the admittance parameter y12. Chaotic behavior exists also for the variant with polynomial 

expression of admittance parameter y21 or even exists a situation where both admittance parameters 

are determined by polynomials. Situation with polynomial y12 is used for better circuit realization 

and simpler form of mathematical model from the algebraic viewpoint. 

 

 

 

Figure 1: Transistor amplifier in class C and equivalent circuit model 

3 INTEGRATOR MODEL 

Based on the knowledge of the shapes of differential equations with the polynomial expression of 

admittance parameters, a real circuit can be constructed. This real circuit models with operational 

amplifiers by using function blocks. Electric current iL, which acts as a state variable, is difficult to 

measure, so the third DR is realized by using a concept with an integrator, so the vector of state 

variables passes only to voltage values and the equations are representing the Kirchhoff´s voltage 

law. Another change compared to point 2 is in the application of the power forward transadmittance 

y21. The integrators are formed by a standard connection with the operational amplifier TL082. The 

last integrator consists of an amplifier AD844 and nonlinear voltage elements are solved by analog 

multipliers AD633. The circuit can be described using the DR system as follows: 

𝑑𝑥

𝑑𝑡
= −

1

𝑅𝑇2𝐶1
𝑥 −

1

𝑅𝑇1𝐶1
𝑦 −

𝐾2

𝑅𝑇3𝐶1
𝑦3       (5) 

𝑑𝑦

𝑑𝑡
= ±

𝐾2

𝑅𝑇4𝐶2
𝑥3 −

1

𝑅1𝐶2
𝑧        (6) 

𝑑𝑧

𝑑𝑡
=

1

𝑅2𝐶3
𝑦          (7) 

where x, y, z are individual state variables representing voltages at the outputs of integrators, RT1 – 

4 are values of resistors that simulate admittance parameters, C1, C2, C3 are capacitances of indi-

vidual integrators and K is internal constant of analog multiplier (for circuit AD633 it holds that K = 

0,1). 

The realized connection can be seen in Fig. 2, resp Fig. 3. Individual state voltages are output using 

BNC connectors for easier measurement on the oscilloscope. Resistors simulating admittance are 

implemented as trimmers to allow the circuit to be tuned to a chaotic state. Simple shorting jumpers 

are used it switch the sign at the first term in equation 7. Fig. 4 shows the measured attractors on an 

oscilloscope, which with their complexity and geometric structure correspond to strange attractors 

calculated by numerical integration of differential equations (1), (2) a (3). 
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Figure 2: Schematic of the integrator realization 

 

 

Figure 3: PCB of the integrator model of amplifier 
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Figure 4: Attractors which were generated by integrator model 

4 CONCLUSION 

A prototype board modeling the differential equations of a transistor amplifier based on integrators 

confirmed the presence of chaotic behavior by generating structurally stable strange attractor. From 

the above findings, it follows that for the existence of a chaotic solution, only one bipolar transistor 

with a suitable setting of the operating point, i. e. admittance parameters, is needed. This fact could 

be important in the design of the amplifier itself and in common application to treat the conditions 

necessary for chaos to avoid bringing amplifier into a chaotic state. When using a multistage ampli-

fier with generalized bipolar transistors, other chaotic or even hyperchaotic states could occur in this 

case. 
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Abstract: The paper describes a design and an implementation of the complex server application
including the graphical user interface. The application is designed to detect dangerous situations at
the rail crossing. The final own implementation consists of a server application and a database (full
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securely store data from autonomous cameras into database. The database is based on the Cassandra
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technology.
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1 INTRODUCTION

In recent years there has been an increase in traffic intensity. According to statistics from the Ministry
of Transport [1], traffic on most types of roads increased by an average of almost 12 % between
2010 and 2016. Unfortunately, the higher traffic density is associated with an increase in the number
of traffic accidents, as can be seen from police statistics [2]. Accidents at the railway crossing, as
reported in the materials of the BESIP [3] organization, do not have a dominant share in the absolute
number of accidents. On the other hand, when such an accident occurs, it tends to be very serious and
often involves injuries and loss of life. The mentioned statistics clearly show the need to introduce
additional safety mechanisms to help reduce the number of dangerous situations at a level crossings,
thereby reducing damage to health and property.

In this paper, I am researching, developing and implementing a complex server solution for the au-
tonomous system for detecting dangerous situations at railway crossings (ADEROS). The main pur-
pose of the server solution is to collect and store data from individual camera modules monitoring
railway crossings. The graphical user interface consists of the interactive web page and is intended to
provide an overview of detected situations. Operator can analyze these situations.

2 OWN DESIGN AND IMPLEMENTATION OF THE SERVER SOLUTION

The system for autonomous detection of risk situations in transport consists of several basic com-
ponents. The server solution, whose design and implementation I describe in this paper, consists
of a data gathering and processing service. Collected data are stored in the database. Cameras au-
tonomously detecting different traffic situations are used as a data source for the server solution.
Interaction between the system operator and the system itself is provided by the own interactive web
application. Its development is discussed in the following chapter. Figure 1 shows the complete
architecture design of the system. The following text contains more detailed descriptions of the ba-
sic components of the server solution of the system for autonomous detection of risk situations at a
railway crossing.
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Figure 1: Design of the ADEROS server architecture.

The created server service provides an application interface for receiving messages from the cam-
eras. And it also allows to process and store the messages into a database. The technology chosen
for the implementation of the server service is the .NET Core platform and the C# programming lan-
guage. With the help of these tools, I have implemented the REST API (Application Programming
Interface) required to receive both event and status messages from the camera modules. Their detailed
description is beyond the scope of this article, but it is necessary to describe communication interface
of cameras. It consists of an HTTP module that allows sending camera status and event data in JSON
(JavaScript Object Notation) format to the server solution. It also consists of an SSH (Secure Shell)
server, which can be used to remote management of the cameras.

The created application consists of API controllers that are used to serve HTTP (Hypertext Transfer
Protocol) requests from the cameras, containing information about their status and also about detected
events. At the same time, these controllers, using the technique called DI (Dependency Injection),
use other supporting classes and their methods to parse, process and store the data in the database.
To work with the database server, the CassandraCSharpDriver version 3.16.1 is used. The program
contains a namespace with classes that use this driver and provide communication with the database
and correct mapping of data to the appropriate columns of the database tables. These classes include
objects representing database cluster connections and sessions. In this case, the DI is used in such a
way that only one instance of these objects is worked with during the program run in order to follow
the recommendations for proper use of the CassandraCSharpDriver.

Microsoft IIS (Internet Information Services) was chosen as the web server technology to run the
.NET Core server service. As mentioned in the documentation, it is a server bundled with the Win-
dows operating system and Windows Server. More specifically, the current version of IIS 10.0 comes
with the Windows 10 operating system and the Fall Creators Update package installed, as well as the
Window Server 2016 v. 1709 server operating system.

Various database systems were considered for data storage. When deciding between them, I was
guided by the requirement to store a large amount of data in real time. Furthermore, I preferred to
use open source software. It was also necessary to consider the planned extension of the application.
For example, it is planned to include more advanced statistical data processing. I decided to chose
the Elassandra tool for data storage. It is a software combining the Cassandra NoSQL (Not only
Structured Query Language) database system with the Elasticsearch search tool. Cassandra can ef-
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ficiently handle a large number of data write operations if the schema design is appropriate, while
providing considerable flexibility in data model design options. For example, through the support of
user-defined data types. In the context of this work, Cassandra is used as a repository for detected
events and status messages, as well as other information necessary for running developed systems.
Elasticsearch provides a secondary index over tables.

3 OWN GRAPHICAL USER INTERFACE IMPLEMENTATION

The graphical interface is used to clearly display the detected situations to the ADEROS operator. I
have created my own interactive web application using Razor Pages technology. This technology is
part of the .NET Core framework, also used for the development of the server service described in
previous section. In order to separate working with the database and other necessary services from
the user interface itself, I created a REST API service for this purpose, also built on .NET Core and
implementing all database operations.

Web application, whose interface is shown in the picture 2, contains four basic modules from the
user’s point of view. Within the camera module there is an overview of all available cameras in the
system. The purpose here is to inform the operator if the camera is connected and communicating
properly. It is also possible to click on a camera to view detailed information about its status and also,
for example, to change its name in the system. The alert module informs about the latest detected
risks. Again, you can find both the summary information about the latest alerts from all cameras and,
after opening the appropriate alert, its detail. Within the events tab it is possible to view all recorded
events. Even those that are not classified as alerts. The filtering of the displayed events uses name
of the source camera and the time range of event detection. Administration allows, for example, to
manage user accounts within the system.

The web application is secured against unauthorized access. A REST API service is used for user
authentication. If the user is registered in the system, the API service returns a JSON Web Token
(JWT) token, based on which the web application issues a Cookie to the user’s browser, authorizing
the user to access individual web pages.

Figure 2: User interface of the own interactive web application.

API service is built on .NET Core and its task is to provide the necessary data to the web applica-
tion via REST API so that information can be displayed to the user. The service contains both HTTP
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controllers to handle requests from the web application, and classes that implement all supported oper-
ations. The interconnection between the controllers and the mentioned classes is implemented using
a dependency injection technique. Working with tables in the Cassandra database is implemented
similarly to the server service described above, using the CassandraCSharp driver. Communication
between the web application and the API service is implemented using HTTP messages. Data is
transferred in JSON objects within the body of the exchanged messages.

The service controllers are secured to prevent unauthorized access to the system. The service has
implemented methods for authentication, in which it issues a JWT token to an authorized user based
on knowledge of the login credentials. This is a JSON object signed with the service’s secret key.
This token contains information about the user and his role in the system. HTTP requests are then
handled only if they contain a valid token.

4 CONCLUSION

This paper describes the research and the development of the server application for the system for de-
tecting risky situations at a railway crossing. It is a complex system that allows to clearly display and
analyze data obtained by cameras with autonomous image recognition. As a part of the actual design
and development, I first had to implement a database schema design using Cassandra technology. I
designed the scheme with an attention to high performance even in the case of connecting a large
number of camera modules. The next step was to create a server service for collecting, processing
and storing the data into the created database. I used the .NET Core platform to implement it. To
enable interaction between the operator and the ADEROS system, I designed and implemented the
interactive web application, built on Razor Pages technology. To provide this application with data, I
also implemented the REST API service through which data is obtained from the database. The im-
plementation of all components of the system has been tested and is fully functional. The advantage
of the technologies used is the easy extensibility of the system if needed.

ACKNOWLEDGEMENTS

This paper was created with the support of the Ministry of Industry and Trade project “Autonomous
system for detection of risk situations in traffic based on image sequence analysis” with reg.no.
FV40372.

REFERENCES
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Abstract: Nowadays, using mobile applications is a daily routine for all of us. This trend is mis-

used by hackers who attack all kinds of mobile apps from which they can get not only sensitive da-

ta of users. The main contribution of this paper is a design and implementation of a mobile applica-

tion that demonstrates mobile application vulnerabilities of Android mobile operating system and 

that could help developers to build more secure applications. 
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1 INTRODUCTION 

During the day users of the smartphones use several types of mobile applications that make their 

work, school and everyday life easier. This fact should lead to a greater emphasis on user security 

through the implementation of security features in both mobile operating systems and mobile ap-

plications. The growing trend of using mobile applications is a good thing for attackers who are 

trying to exploit their vulnerabilities and obtain any user data, mostly sensitive one. The main bene-

fit of this article a design and implementation of a mobile application that demonstrates mobile ap-

plication vulnerabilities on the Android operating system. This implemented application brings to 

developers a possibility to explore different vulnerabilities in real time and in real environment. 

Understanding the principle of vulnerability and its exploitation leads to the implementation of 

countermeasures and therefore the resulting application is safer.     

2 CURRENT VULNERABILITIES OF MOBILE APPLICATIONS 

Like any other operating system, Android has its vulnerabilities. Its biggest vulnerabilities include 

the vulnerability of exported activity, missing authorization, the vulnerability of broadcast receivers 

and services, the vulnerability of internal storage and unauthorized access to data. 

The vulnerability of the exported activity means that when the exported activity is used, then all 

components of this activity can be accessed by any other application, and thus sensitive data can be 

easily obtained and processed by the application. The missing authorization is mostly mentioned 

in connection with API (Application Programming Interaction) calls and with Insecure Direct Ob-

ject References (IDOR) vulnerability. IDOR vulnerability takes advantage of the fact that objects 

are accessed directly, most often using the user's ID (Identification). In an incorrectly implemented 

API request with method GET, it is enough to change the user ID in the URL (Uniform Resource 

Locator) path and the attacker will obtain information about any user. 

The vulnerability of the other two basic components of the application, broadcast receivers and 

services, is also based on exportability, as in the case with activities. Moreover, incorrectly set 

permissions of these components will not ask for permission to access the application from another 

application. Files stored on the internal storage can be easily obtained by attackers if the content 

providers are not used to access the files, but the parameters are set directly to the files. These are 
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the MODE_WORLD_WRITEABLE parameters for the edit option and 

MODE_WORLD_READABLE for the read option. This type of implementation does not provide 

the possibility to restrict access to data to specific applications. Access to data in the application is 

controlled by content providers, which in case of poor implementation can be exploited by vulner-

abilities SQL (Structured Query Language) Injection and Path Traversal. SQL Injection vulnerabil-

ity can be exploited when reading data from the database in case the insertion of a specific SQL 

query into the input is not treated according to rules, which may lead to gain or modification of 

sensitive data. To exploit the Path Traversal vulnerability, the content provider methods for open-

ing files openFile () and openAssetFile () must be poorly implemented. In these methods the Uni-

form Resource Identifier (URI) parameters can be incorrectly verified and thus the attackers can 

gain unauthorized access to files and directories that are stored outside the root directory by speci-

fying the absolute path to the file. 

3 DESIGN OF THE MOBILE APPLICATION 

The main benefit of this article is the design and implementation of a mobile application, which 

demonstrates the vulnerabilities of the mobile application mentioned above and vulnerabilities that 

are present in communication with the web server. The mobile application is being developed as 

part of the PenterepMail project, which is still under development and will serve as a complement 

to the ongoing Penterep project focused on penetration testing. Once the entire PenterepMail pro-

ject is completed, it will contain a vulnerable web and mobile application in the form of a mail cli-

ent. Both applications will communicate with the virtual server using the PenterepMail API.  

Figure 1 shows the communication blocks of all parts of the PenterepMail project. Further in the 

text, only the actual design of the mobile application is described. 

 

Figure 1: Communication blocks design of all parts of the PenterepMail project. 

The mobile application is designed as a mail client. The user will be able to activate the applica-

tion, log in and log out, view received and sent messages, send new messages and manage contacts, 

including their adding and removing. All these functionalities will be accompanied by the deliber-

ate implementation of vulnerabilities based on the above analysis. The application is being devel-

oped in Android version 4.1 (API 16) for a clearer demonstration of vulnerabilities. Vulnerabilities 

will be also demonstrable on newer versions of the operating system, but not in a full scope. 

After launching the mobile application, an activation screen will appear, through which the user 

must enter his phone number. The application sends an SMS to the entered number with a confir-

mation code, which was generated during the event for sending an SMS and which was saved in 

the application file. If the code stored in the application and the code sent in the SMS matches, the 

user is allowed to use the application. 

The first screen after activation will be a welcome screen with options for login, for settings and for 

reading more information about how to use the application. Within the application settings, it will 
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be possible to set the IP address of the server in order to log in to the application. After logging in 

to the mobile application, the user will be able to view received and sent messages and add or re-

move contacts. It will also allow user to send new messages using the API and change the login de-

tails or IP address of the server. Screen designs before login and after login are available in  

Figure 2. 

  
Figure 2: Screen designs before login (left) and after login (right). 

The login credentials will be stored in the settings.xml file, which will be located in the internal 

storage. In addition, this file settings will have bad permissions, so it will be very easy to read its 

contents, including credentials. It will also be possible to access this file by exploiting the Path 

Traversal vulnerability. Registration will be allowed to the user only through the web application. 

Only a registered user will be able to log in to the mobile application. After a successful login, the 

user ID will be returned from the server with which the application will continue to work. 

The application will be delivered as a trial version, from which it will not be possible to send mes-

sages. Messages can only be sent after entering the license key. The "New Message" activity will 

only run when the license is activated. However, the settings.xml file will contain a boolean value 

that indicates whether the application license is already activated. Due to the wrong permissions of 

the settings.xml file, the user can change this value from false to true and therefore achieve activa-

tion of the application license. It will also be possible to change the value while debugging the ap-

plication. Another approach to bypassing the license will be a possibility to decompile the applica-

tion. After decompilation, the user will be able to change the condition for starting the activity 

"New message" and after the subsequent compilation it will be possible to send messages also in 

the trial version of the application. The license key will not be provided to the user in any way. The 

user either bypasses entering the key using the mentioned steps above or finds it directly in the ap-

plication code. In the code, the entered license key will be verified against the SHA1 hash, which is 

very easy to crack. 

Contacts stored via the mobile application will be stored in a database in the device's internal stor-

age. The database will be encrypted, but the password will be stored directly in the application 

code. An unexported content provider will be used to access the contacts and will be vulnerable to 

SQL Injection. The application will allow user to download attachments to the device's internal 

storage. Access to the files will be through a content provider which will be vulnerable to Path Tra-
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versal. Sending messages will be solved by broadcast receivers, which will be exported and will be 

without appropriate authorization. Adding and removing contacts will be handled through exported 

intents. Sending an intent from another application will allow user to add or remove contacts with-

out knowing the login. The application will also implement exported services running in the back-

ground, which will trigger requests at given intervals to see if a new message has arrived. 

4 CUSTOM IMPLEMENTATION OF THE MOBILE APPLICATION 

The first step in developing the application was to implement an activation screen. The activation 

screen is used in the application to demonstrate the vulnerability of the exported broadcast receiver. 

After entering the phone number and confirming it, the application calls an exported broadcast re-

ceiver called SendSMSReceiver. Its task is to send an SMS with the generated activation code to the 

given phone number. In order to send this broadcast receiver, an intent with the selected action 

name SEND_SMS must be passed to it. This intent also contains extra data representing the entered 

phone number and the generated code. 

To test this vulnerability, mobile application penetration testing tool called Drozer was used. The 

tool is controlled from the command line. With its help, it was possible to eavesdrop on the sent da-

ta and find out to which telephone number and with what content the message is sent. With the ac-

quired knowledge, it was also possible to use this broadcast receiver to send a message to any 

number with any message. The test result can be seen in Figures 3 and 4 as the output of the Drozer 

tool. Figure 3 shows a list of exported broadcast receivers in a given package. Figure 4 shows a 

command after which a message is sent to the selected number with the selected content. 

 

Figure 3: List of found exported broadcast receivers in a given package. 

 

Figure 4: Command for sending message to the selected number with selected content. 

5 CONCLUSION 

The resulting implementation of the application will be used primarily by developers to explore the 

vulnerabilities of the mobile application in a real environment and time, because it is a fully func-

tional mail application. They will be able to test what can be caused by poor implementation of in-

dividual components and what is the impact due to leakage or modification of user data. The creat-

ed mobile application should primarily serve as a tool that will contribute to the creation of more 

secure applications. 
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1 INTRODUCTION

Beekeeping is very widespread in the Czech Republic, and this is associated with a high rate of
beehive theft. That is why sufficient hive security is a very important part of beekeeping. This is
a security that uses modern wireless transmission technology in IoT. The introduction of the article
explains the general issues of IoT and ESP32 microcontroller. For security design the article describes
a suitable LoRaWAN transmission technology. The last chapter of the article is devoted to the final
design of the security device and the test connection of part of the solution.

2 INTERNET OF THINGS

IoT (Internet of Things) can be defined as a network of physical objects that are interconnected, can
communicate with each other, share and analyze data that provide a wealth of information for plan-
ning, decision making and management, which illustrates fig. 1. These physical objects are devices
of various types and sizes such as vehicles, smartphones, toys, home appliances, industrial systems,
medical instruments, buildings and more. IoT is not the only technology, but a combination of differ-
ent hardware and software technologies. At present, we can already find many practical applications
in many areas, such as security of property, agriculture, smart cities, houses and so on [1].

2.1 IOT TECHNOLOGIES

IoT applications have specific requirements, such as long range, low data rate, low power consumption
and low cost. Frequently used technologies with short signals, such as ZigBee and Bluetooth, are
not adapted to scenarios that require long-distance transmission and are therefore not suitable for
such applications. Also, solutions that are based on mobile communication, such as 2G, 3G and 4G,
provide a lot of coverage, but consume an excessive amount of device power. That is why these
specific requirements of IoT applications have led to the emergence of new wireless communication
technologies based on LPWAN (Low-Power Wide Area Network) [2].
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Internet
 of Things

Figure 1: Internet of Things.

3 MICROCONTROLLER ESP32

There are currently many different microcontrollers available in the market for IoT solutions. Such
microcontrollers include, for example, the best-known Arduino, but also Xbee or WhizFi. However,
most of these microcontrollers have a high weight or high cost and very few of them are open soruce.
And this is the advantage of the device from Espressif Systems, which offers the ESP32 microcon-
troller with integrated 2.4 GHz Wi-Fi, Bluetooth and BLE (Bluetooth Low Energy) technology.
The ESP32 system is designed and optimized for the best performance and size, with many advanced
low-power chip features for a variety of applications. It is mainly focused on mobile applications,
small electronics and IoT applications [3], [4].

4 LORAWAN

The LoRaWAN network has been designed for IoT applications to connect thousands of devices,
modules and sensors. It operates in the unlicensed ISM (Industrial, Scientific and Medical) commu-
nication band and consists of two different layers. The physical layer of the standard is formed by
LoRa modulation and above it is the MAC layer, the operation of which is ensured by the open-source
standard LoRaWAN [5], [6].

LoRaWAN networks are formed by a star topology. The basic elements of the network are the end de-
vices that send data to the LoRaWAN gateways. Then, these gateways send the data to the application
servers. The operation of such a network can be seen in fig. 2. The end devices communicate with
the LoRaWAN gateways wirelessly using the LoRa physical layer. The gateways communicate with
application servers via the Internet using 3G / 4G mobile networks, Ethernet or other similar transport
communication technology. All measured data thus reaches directly into the data storage, to which
the user has access via a dedicated API (Application Programming Interface) or an administrative
console running on the application server [7].

5 SECURITY SYSTEM DESIGN

The LoRaWAN network will be used to transfer data from the device to the server, where the data will
be further processed. A simplified block diagram of the resulting security system can be seen in fig.
3. It consists of a LOLIN32 ESP-WROOM-32 microcontroller, to which the LoRa module SX1276
is connected for communication via the SPI bus. Next, the GPS module GY-NEO6MV2 connected
via the UART bus, which is used to locate the beehive, and the module with the accelerometer and
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Figure 2: A network using the LoRaWAN protocol [7].

gyroscope GY-521 to record the movement of the beehive connected via the I2C bus.

LoRaWAN module

Microcontroller

GPS module

Accelerometer and 

Gyroscope 

MPU6050
GY-521

LOLIN32
ESP-WROOM-32

GY-NEO6MV2

SX1276

Figure 3: Simplified block diagram of a security system.

The system will be powered via the JST-PH-2 connector using a rechargeable and replaceable LiPol
(Lithium Polymer) battery with a capacity of 5000 mAh, which should ensure uninterrupted operation
for several months. The microcontroller itself offers 5 possible modes, where in addition to the active
mode, the Deep-sleep Mode will be used most of the time with a consumption of 20 µA and will not
be awakened until motion is detected by the accelerometer and gyroscope. The location of the device
is also enabled by the LoRaWAN technology itself, but in the case of securing beehives, it is assumed
that the device will be used outside the built-up area and the necessary network for precise positioning
is not yet built in the Czech Republic. That is why the option was chosen to connect a GPS module
to the device, which will achieve the required accuracy for locating the beehive. This module will be
completely inactive during the operation of the device, a possible solution using MOSFET transistors
to save battery power. It will only be activated if the microcontroller is woken to active mode. The
LoRa module SX1276 also offers a sleep mode in which it consumes approximately 0.2 µA. After
detecting the movement and localization, the command will wake the LoRa module and the data will
be sent via the LoRaWAN network to the LoRaWAN server, where it will be further processed. The
user will be sent an email about the beehive theft and it will be possible to track his current location
using the GPS coordinates latitude and longitude.
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6 CONCLUSION

This article focused on the design of a security system for beehives. In the introduction, the concept of
IoT and the introduction of the selected ESP32 microcontroller were explained. The following chapter
describes the LoRaWAN technology and the last chapter was devoted to the final design of a device
for securing beehives. A test connection of a part of the design for functional testing was carried out.
This connection consisted of the ESP32 microcontroller itself and a module with an accelerometer
and a gyroscope to record the handling of the beehive.

Next, the device will be connected to the LoRaWAN network. A suitable box will be produced for
placing the device in the hive, connecting a GPS module to track the position of the hive. The device
will then be practically tested to see if it meets the basic requirements for securing beehives.
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Abstract: This paper describes an analytical way for tuning the parameters of vector controlled per-
manent magnet synchronous machines. Current controllers are tuned to guarantee a 60◦ phase margin
for the identified parameters of the system. Gains of the controllers are modified to ensure amplitude
margin 2 of the current loop even for variable parameters of the machine. The velocity controller gain
is tuned to maximize phase margin which is limited by a speed controller time constant placement.
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1 INTRODUCTION

Permanent magnet synchronous machines (PMSMs) are becoming more and more popular due to
their reliable construction, high efficiency and power density. PMSMs are classified as surface-
mounted PMSMs (SPMSMs) and interior PMSMs (IPMSMs) depending on the permanent magnets
position. The IPMSM has a more complex electrical model than the SPMSM due to the saliency
effect. However, because of the saliency, the IPMSM has a higher torque and power density.

Typically, a vector control is used to control alternate current (AC) machines. Vector control is a
variable-frequency drive control method in which the stator currents of a three-phase AC machine
are transformed into the two orthogonal components, also referred to the rotor reference frame d−q.
Direct axis current id defines the magnetic flux and quadrature axis current iq defines the electromag-
netic torque Te of the machine. Proportional-integral (PI) controllers are usually used to keep the
measured current components id and iq at their requested values i∗d and i∗q. If the SPMSM operates in
the constant torque region then the flux linking of the machine should be given only by the permanent
magnets flux linkage λpm. This is achieved by the zero value of id which is provided by the zero
requested value i∗d = 0. Due to the magnets position in the IPMSM id also contributes to the electro-
magnetic torque. Then the most efficient current combination which provides the required torque can
be determined based on the maximum torque per amper curve. However, the contribution of id to Te

is depended on the difference between the direct and quadrature axis inductance Ld and Lq which is
very low for most industrial IPMSMs. Then Te of the IPMSM can be controlled using only iq. This
instantaneous torque control loop which is also called the current loop (CL) is usually extended by the
mechanical angular velocity ωm PI controller. The control action of this PI controller is the requested
value of the quadrature axis current i∗q thus it is the requested electromagnetic torque.

Even though vector control is well known and commonly used, the controllers are still mostly tuned
manually, often with the trial and error approach. The aim of this paper is to determine controllers
parameters that can be calculated out of machine parameters and ensure the robustness of the solution.

2 CURRENT LOOP - PARAMETERS PROPOSAL

Sul described the electrical model of PMSM in [1]. Assuming that the velocity loop dynamics is much
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slower than the current loop dynamics the electrical angular velocity ωe can be taken as a constant
parameter. Permanent magnets flux linkage λpm can be involved into the input signal vector as a
constant input signal. Under these conditions PMSM can be described using the linear model as (1).did

dt
diq
dt

=

[
−Rs

Ld

Lqωe
Ld

−Ldωe
Lq

−Rs
Lq

]
·

[
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+

[ 1
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0 0

0 1
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−ωe

Lq

]
·

 ud

uq

λpm

 (1)

In (1), Rs, ud and uq stand for the stator windings equivalent resistance and d−q voltage inputs.

As Xingye described in [2], the coupling between currents id and iq may be compensated using the
diagonal compensation decoupling current controller as shown in Figure 1.
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Figure 1: Current loop control structure (neglected anti-windup)

In Figure 1, s is the Laplace operator, R̂s, L̂d , L̂q stand for the identified stator resistance and d− q
inductances, Kp,d and Kp,q are gains of the current controllers and Ti,d and Ti,q are integral time
constants. The control is implemented in a discrete form so the transport delay (1.5 of the sampling
period Ts) caused by sampling and by calculation of the control action is present.

If machine parameters don’t vary and they correspond to the identified parameters then currents are
given in the Laplace transform as (2).

[
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]
=


Kp,d(Ti,ds+1)e−1.5Tss

RsTi,ds
(

Ld
Rs

s+1
) 0 − Lqω2

e
LdLqs2+Rs(Ld+Lq)s+R2

s+LdLqω2
e

0
Kp,q(Ti,qs+1)e−1.5Tss

RsTi,qs
(

Lq
Rs

s+1
) − ωe(Lds+Rs)

LdLqs2+Rs(Ld+Lq)s+R2
s+LdLqω2

e

 ·


Ed(s)

Eq(s)
λpm

s

 (2)

Zeros of the PI current controllers are placed to compensate poles of the system and gains are designed
to ensure CL phase margin of at least 60◦. Controllers parameters are then described as (3).

Ti,d =
L̂d

R̂s
Ti,q =

L̂q

R̂s
Kp,d =Ccl

L̂d

Ts
Kp,q =Ccl

L̂q

Ts
(3)

Where Ccl ∈ (0, π

9 〉 is a scaling coefficient of current controllers gains. Value Ccl =
π

9 corresponds to
the phase margin 60◦ of the identified system.

3 CURRENT LOOP - ROBUSTNESS

Parameters design which was presented in the previous section relies on the parameters received from
the identification. However, real parameters of PMSM vary depending on the operating point. Stator
winding resistance Rs increases with increasing temperature and inductances decrease with increas-
ing current. Parameters Rs, Ld , Lq of the machine can be then expressed as uncertain parameters
using identified parameters R̂s, L̂d , L̂q and multiplication factors GRs ∈ 〈G−Rs

,G+
Rs
〉, GLd ∈ 〈G

−
Ld
,G+

Ld
〉,

GLq ∈ 〈G−Lq
,G+

Lq
〉 as Rs = GRsR̂s, Ld = GLd L̂d , Lq = GLq L̂q.
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If the transport delay is neglected then the characteristic polynomial of IPMSM with varying param-
eters is derived as ∆ = a4s4 +a3s3 +a2s2 +a1s+a0 where:

a4 = LdLqT 2
s

a3 = (Ld +Lq)RsT 2
s +2CclLdLqTs
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cl +T 2
s ω

2
e
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+
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)
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s T 2
s

a1 = (Ld +Lq) R̂sC2
cl +

(
Ld L̂q +LqL̂d

)
Tsω

2
eCcl +2RsR̂sTsCcl
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(
R̂2

s + L̂d L̂qω
2
e
)

C2
cl (4)

The stability of the system can be evaluated using Routh-Hurwitz algebraic criterion which results in
the condition (5).

a1 (a2a3−a1a4)−a0a2
3 > 0 (5)

Due to the dependence of the ∆ coefficients on each other, the replacement with interval polynomials
as a successive use of the Kharitonov’s theorem leads to the very restrictive values of Ccl . However,
the stability can be evaluated numerically using (5). Changes of Rs, Ld , Lq and ωe can be expressed
using 4 nested f or loops and the value of Ccl which ensures stability can be found on the interval
Ccl ∈ (0, π

9 〉 using the Bisection method. The electrical angular velocity ωe is then limited by the
interval ωe ∈ 〈0,ωe,max〉 where the highest possible electrical angular velocity ωe,max is usually given
by the manufacturer in the datasheet or it is limited by the Shannon sampling theorem as ωe,max =

π

Ts
.

If the most restrictive Ccl is divided by 2 then the amplitude margin 2 for the worst case is guaranteed.

4 VELOCITY LOOP - PARAMETERS PROPOSAL AND ROBUSTNESS

The electromagnetic torque of IPMSM can be found e.g. in [1] as Te =
3
2 piq(λpm + (Ld − Lq)id).

However, part of the equation which is related to id may be considered as a disturbance signal and
torque can be controlled only by iq as T̂e =

3
2 piqλpm. Where p stands for the number of pole pairs.

Mechanical angular velocity ωm can be then described by the motion equation as ωm = 1
Js

(
T̂e−Tdist

)
.

Where J stands for the total moment of inertia and Tdist stands for the disturbance torques which can
be determined as Tdist =

3
2 p(Lq−Ld)iqid +sign(ωm)(B|ωm|+Tdry)+Tload . Where Tdry is dry friction,

B is a viscous friction coefficient and Tload is the torque load on the shaft of the machine.

If CL is robustly tuned and lower boundary of the Rs nearly corresponds with the identified value R̂s

then the closed-loop transfer function of the q-axis current may be approximated with the first-order
system and open-loop transfer function of the velocity loop is formed as (6).

Ωm(s) =
Kp,ω3pλpm (Ti,ωs+1)e−1.5Tss

Ti,ω2Js2
(

Ts
Ccl

s+1
) (Ω∗m(s)−Ωm(s)) (6)

Parameters of the PI velocity controller are designed as (7).

Ti,ω = 10
Ts

Ccl
Kp,ω =

20JCvl

3pλpmTs
(7)

Where Cvl stands for the velocity loop scaling coefficient and integral time constant Ti,ω is placed to
ensure slope −20 dB/dec for one decade.

Assuming parameters tuning (6) and using a substitution ε = Tsω the open-loop transfer function can
be written in a pseudo-angle representation as (8). Where the pseudo-angle of the system ε is related
to the real frequency ω and sampling period Ts.

|F0,ω( jε)|= CvlCcl
√

100ε2+C2
cl

ε2
√

ε2+C2
cl

Φ(ε) =−π+ arctan
(

10
Ccl

ε

)
− arctan

(
1

Ccl
ε

)
−1.5ε (8)

Phase margin PM of this system is then defined as PM = π+Φ(ε). Solving equation ∂PM
∂ε

= 0 on
intervals Ccl ∈ (0, π

9 〉 and ε > 0 provides a pseudo-angle εmax which ensures maximum phase margin
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PMmax. Due to the Ti,ω placement and system characteristic PMmax is approximately limited by the
interval PMmax ∈ 〈46◦,55◦〉. The lowest boundary of this interval 46◦ corresponds with the Ccl highest
permissible value π

9 . Then Cvl is calculated to ensure PMmax as (9).

εmax =

√
2Ccl

(√
9801C2

cl+14520Ccl+3600−101Ccl−60
)

400 Cvl =
ε2

max

√
C2

cl+ε2
max

Ccl
√

C2
cl+100ε2

max
(9)

This design also ensures robustness to the velocity loop parameters changes. Moment of inertia J
may change several times and the velocity loop will still be stable.

5 PARAMETERS TUNING VALIDATION - MEASUREMENT ON A REAL MACHINE

Proposed tuning was validated on the servo-motor with the following parameters:

series resistance R̂s [mΩ] 6; GRs ∈ 〈0.9,1.5〉 moment of inertia J [kg ·m2] 0.6
d axis inductance L̂d [µH] 145; GLd ∈ 〈0.8,1.2〉 max. velocity ωe,max [rad/s] 10000
q axis inductance L̂q [µH] 200; GLq ∈ 〈0.7,1.2〉 sampling period Ts [µs] 100

magnets flux linkage λpm [mWb] 11.7 DC bus voltage Udc [V ] 200
number of pole pairs p [−] 10 max. allowed current Imax [A] 160

Table 1: Motor and inverter parameters

Controllers parameters were calculated as: Ccl = 6.3 · 10−3, Kp,d = 9 · 10−3, Kp,q = 13 · 10−3,
Ti,d = 24 · 10−3, Ti,q = 33 · 10−3, Cvl = 0.2 · 10−3, Kp,ω = 67 and Ti,ω = 0.16. Control structure was
discretized, enhanced with the antiwindup back-calculation and implemented into processor which
drives the inverter. The setpoint of angular velocity was ω∗m = 100rad/s and after 5s a torque load
10Nm was generated using dynamometer. Figure 2 presents measured characteristics.
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Figure 2: Measured mechanical angular velocity, d−q currents and d−q voltages

CONCLUSION

Analytical tuning strategy for IPMSM drive system was presented and designed parameters were
used in the real IPMSM drive system. Proposed tuning ensures robustness to parameters changes and
the drive system is stable even if winding faults are emulated. The proposed solution can be further
improved by a flux weakening design and by tuning of the anti-windup tracking time constants.
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Abstract: This paper provides an overview of diploma thesis concerned with research on available
methods of plagiarism detection and then with design and implementation of such detector. Primary
aim is to detect plagiarism within academic works or theses issued at BUT. The detector uses so-
phisticated preprocessing algorithms to store documents in its own NoSQL corpus. Implemented
comparison algorithms are designed for parallel execution on graphical processing units and they
compare a single subject document against all other documents within the corpus in the shortest time
possible, enabling near real-time detection capabilities.
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1 INTRODUCTION

Writing a paper, thesis, or simply any text available to general public demands that every idea coming
from a different author has to be properly cited according to a widely accepted norm (e.g. ISO 690,
[2]). Lack of citations deem the text to be a product of process known as plagiarism. Occurence
of plagiarism is considered as a serious ethical issue, especially within grounds of the academia.

Therefore, it is vital to prevent releasing plagiarised texts to avoid any future scandals. A specialized
software, plagiarism checker/detector, may help with the prevention, as its main function is to examine
various textual bases and to measure if and how much are examined texts similar to each other.
In general, plagiarism detectors can be based on one of three main principles. Intracorpal systems
compare selected text against a well-known finite set of documents. Extracorpal systems search
in open databases, typically utilizing web search engines. Intrinsic systems analyze stylistic features
of a single text and try to find differences within its parts. A plagiarism detector may compare original
fulltexts or data extracted from considered documents.

The plagiarism detection task itself is not an exact discipline and any of the approaches always results
in a compromise between practical feasibility, speed of processing, quality of inference and flexibility
of usage on various text sources. The essential part is human interaction with the system, because
any of the findings (matches between documents) have to be evaluated by a human to avoid unfair
accusations due to occuring false positives.

The diploma thesis designs and then develops a new plagiarism detection system for the BUT, where
it should be used to compare submitted theses. Its design uses findings from some of the previous
papers (see [4], [5]) to construct an optimal detection algorithm deliverable as a complete out-of-
the-box solution, not as just a prototype. Main requirements are high speed comparison, acceptable
quality of output and integrability into existing web infrastructure. The ultimate goal is to enable
on demand plagiarism checking. Challenge in designing such a system is in the volume of data which
has to be processed, because the expected database of documents (corpus) may have up to hundreds
of thousands of documents. This scale requires parallelization on both the processor and graphical
cards. Available system resources have to be handled as effectively as possible.
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2 SOLUTION OVERVIEW

Implemented system is an introcorpal plagiarism detector that always compares a single selected
document against all other documents within its own corpus.

The system reads texts in PDF format and BUT theses identified by their ID (available on an internal
API). Document indexation (addition into the corpus) requires each text to pass a series of eleven pre-
processing steps. Data formed by the preprocessor is then suitable for fast comparison. Preprocessing
involves text parsing, removal of cited sections and words without informative value, tokenization
(splits the text into a list of words) and lemmatization (replaces words with their uninflected form).
Not only document content gets saved, but also other relevant metadata, like timestamps, information
about its author and page counts.

The processed document contents are stored as so called n-grams, or groups of N adjacent words
forming a sequence based on the original text. These n-grams are represented as numeric indices
into n-gram tables persisted within application memory. Viability of the described approach had
been previously tested in thesis [4]. Usage of numeric values for the n-grams improves detection
performance, because comparison of numbers is less compute-intensive than comparison of strings.

Tabs in your browser. => ’tabs|browser’, 7082612

Illustrative text and a corresponding n-gram table record (2-grams).

Detection task (document comparison and matches extraction) is highly paralellized and the selected
text gets compared against batches of up to thousands of documents. One after another, batches are
loaded from the corpus and searched for matches. Obtained matches from every batch are then joined
together. Furthermore, compared documents in batches are divided into multiple smaller chunks
to further speed up match searching.

Matches extraction involves comparison of documents’ n-grams and a subsequent clustering based
on a min-max distance metric. Matched clusters (typically on a scale of paragraphs) are then filtered
by thresholding both their size and equality of their contents. Line and page markers are used to locate
the match within original document fulltexts. Resulting clusters are grouped by compared documents
and presented to the user. A web-based graphical user interface is also included.

Figure 1: Graphical user interface of the detection system.
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3 SOFTWARE ARCHITECTURE

The plagiarism detector solution includes following components:

Application service The service makes a key element of the solution. Written in C++, it provides
an interface for all implemented functions of the detector, like document indexation and match
searching. It is also responsible for management of available resources. Output of the service
can be obtained in either line-delimited JSON objects or a human readable structured text.
Parameters of the service are configurable in a standalone file.

API client The client is a slim web application written in NodeJS. It provides a REST API and
a web interface for tasks run by the service. Communication between the client and the service
is based on TCP sockets. The expectation is that a user or supersystem will communicate with
the service solely throughout this client.

Document corpus NoSQL MongoDB database containing indexed documents and their metadata.

Additional data memory Also handled by MongoDB, persists data critical for indexation tasks.

All the functions of the application are available in form of callable Tasks. Default thread of the
application performs only task scheduling, while every called task gets executed on its own worker
processor thread. According to their needs, specific tasks may then utilize creation of new subtasks
or graphical processing unit threads based on Nvidia CUDA platform. The graphical threads are used
not only for the match searching, but also for some of the preprocessor steps.

In order to standardize hosting environment and installation of the solution, application’s components
have been containerized facilitating docker and podman services. The application has been designed
to run on a UNIX-based operating system with an Nvidia graphics card and a multicore processor.

4 TESTING

A set of 11 documents has been created for qualitative testing of the detector (forming a so called
annotated corpus). These documents contain both copy&paste plagiarisms (identical copies) and
paraphrases. Comments attached to the documents annotate source and placement of plagiarised
sections.

Apart from this set, a corpus of real BUT theses from years 2018 and 2020 has been indexed. In to-
tal, for testing there were 4 498 documents consisting of almost 9 million unique n-grams (2-grams;
preliminary tests on longer n-gram variants seemed to perform worse in detection of paraphrases).
Length of the documents varied between 1 and 300 pages. The comparison was performed in 10
batches, each of them utilizing 32x256 graphical threads (optimal combination found for testing hard-
ware Nvidia GTX 1660S).

document page count time [s]
samples/sample_2.pdf 37 18
samples/sample_1.pdf 56 29
internal://2018:112346 158 65

Table 1: Time-oriented test results.

Found matches fully cover copy&paste plagiarism in the annotated database, most of the paraphrases
and a noticeable number of false positives. The table above doesn’t show found match counts, be-
cause their inclusion would be meaningless without more details. Improvements in indexation and
optimalization of threshold parameters would help to eliminate some of the false positives found.
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5 CONCLUSION

A new software solution for plagiarism detection has been designed and implemented. The solution
is suitable for integration into BUT systems. Deployed system may replace or accompany an existing
solution used at the moment of writing this paper. A possible arrangement might be, that a detection
on newly turned-in theses would execute two plagiarism detection softwares in series, where one
of them is faster and the other one has better result quality.

However, the solution is independent on university infrastructure and can be applied to any textual
match searching task in situations where a finite corpus is known and the languages concerned use
the latin script. The solution is delivered in form of a container cluster, enabling it to be deployed
in a cloud environment.

As for the next steps, further speed up of the match searching algorithm would make the system usable
in an on-demand basis. To achieve that, brute force approach in bringing multiple and more powerful
graphical processing units, or memory access optimalizations (enabling maximalization of threads
run on every graphics card) may both be used. Improvements in preprocessing steps’ selectivity and
match searching process parameters would help eliminate most of the false positives.

In the future, an extension of the application searching for keywords in online sources is possible. In-
clusion of web pages in the corpus would increase the likelihood of a successful match for plagiarisms
which do not come from other theses, but from texts available on the web.
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1 INTRODUCTION 

Today, battery research is a very popular topic, as they are used in almost every area of human 

activity. Lithium-ion batteries are used for most of this applications today, due to their large 

capacity and proven functionality. However, their problem is the limited amount of lithium in the 

earth's crust and high cost of lithium as a material. Therefore, alternatives to batteries that do not 

use lithium are being sought. Promising candidates are sodium-ion batteries, which could replace 

lithium-ion batteries in some areas. They use sodium for their function, which is abundant in the 

earth's crust and its price is not nearly as high as in the case of lithium. 

The purpose of this work is synthesis of suitable sodium titanate, preparation of negative electrodes 

and their characterization in order to find a potential successor of some lithium batteries.  

2 SODIUM-ION BATTERIES  

Sodium-ion batteries were developed in parallel with lithium-ion batteries in the 1970s and 1980s, 

but their research was almost interrupted due to their lower capacity and more complex 

technological processes. In the current research, we come out from proven electrode materials, 

which work reliably in the case of lithium-ion batteries. However, when implementing sodium in 

these electrode materials, we are getting relatively different results because sodium ions are much 

larger than lithium ions and the resulting capacity is much smaller. However, the operating 

principle of sodium-ion batteries together with their basic parts is very similar to that of lithium-ion 

batteries. [1] 

2.1   PROPERTIES OF SODIUM 

The main disadvantages of sodium are larger dimensions and greater weight compared to lithium. 

The relative atomic weight of sodium is approximately 22.99 g.mol-1, for lithium it is only 

6.94 g.mol-1. The potential of sodium is 0.33 E°.V-1 lower than that of lithium. Due to the greater 

weight, the theoretical capacity of sodium is significantly lower compared to lithium. The 

theoretical capacity of lithium is 3829 mA.h.g-1, for sodium it is only 1165 mA.h.g-1. The ionic 

radius of sodium is 102 pm, for lithium it is 76 pm. For this reasons, it is very difficult to find 

a suitable crystalline material that would accept sodium ions and at the same time show sufficient 

capacity and stability during cycling. [2, 3] 
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3 SYNTHESIS OF SODIUM TITANATES 

The synthesis of sodium titanates was carried out by the sol-gel method, i.e. by converting the 

colloidal suspension into a high-purity gel, from which an oxide material in the form of a powder is 

formed during high-temperature sintering. The basic precursors for the synthesis of sodium titanate 

were: absolute ethanol (CH3CH2OH), Ti(IV)-ISOPropoxide (C12H28O4Ti) and sodium carbonate 

(Na2CO3). 

The preparation procedure was as follows: 

1. Using a pipette, dispense 30 ml of ethanol into a conical flask (according to Erlenmeyer). 

2. Place the flask on a hot-plate, set the temperature to 90 °C and the stirring speed in the range 

of 120-250 rpm. Then wait for 15 minutes for ethanol to warm up. 

3. Using a pipette, add 3.3 ml of Ti-ISOPropoxide to the flask and wait another 15 minutes. 

4. Weigh 1,98 g of sodium carbonate and add to the flask. Wait 60 minutes for the individual 

substances to react. 

5. Pour the resulting substance into an sintering dish and place it in to a vacuum oven. 

6. Set the following parameters on the oven: temperature 800 °C, time 5 hours (300 minutes), 

temperature rise 3 °C.min-1, air atmosphere. 

3.1   SYNTHESIS OF INDIVIDUAL SAMPLES OF SODIUM TITANATES 

During the synthesis, a total of 12 samples were prepared. The preparation of each sample was 

based on the above procedure. Different ratios of basic substances were chosen for prepared 

samples in order to achieve the highest possible percentage of Na2Ti3O7 phase in the final material, 

and to determine the amount of colloidal suspension, which can be reliably sintered in the 

laboratory furnace with sufficient purity. The prepared titanate should be a snow-white powder. 

Based on this information, it was therefore possible to determine whether the sample did not 

contain a large amount of carbon and achieved the required purity. Table 1 summarizes all the 

samples prepared and the amounts of starting materials used in their synthesis. 

Identification 
Absolute 

ethanol [ml] 

Ti-ISO 

Prop. [ml] 

Na2CO3 

[g] 

Sintering 

dishes 

[pcs] 

Colour of the 

sample 

1a, b, c, d 90 9,9 5,94 3 × 

2a 30 3,3 1,98 1 Pure white 

3a 30 9,9 5,94 1 Light gray 

4a 30 9,9 1,98 1 Pure white 

5a 60 19,8 3,96 2 Black 

6a, 7a, 8a 30 9,9 1,98 1 Dark grey 

9a 30 9,9 1,98 1 Pure white 

Table 1: Summary of prepared samples and the amount of starting materials. 

4 CHARACTERIZATION OF PREPARED SAMPLES 

First, X-ray Powder Diffraction (XRD) was performed on Samples 1c, 2a, 3a and 4a. The reason 

for selecting these samples was their pure white colour and the assumption of a high content of 

sodium titanates without other impurities. Sample 4a was the best from this analysis. This sample 

was consists of  51,1 mol. % Na2Ti3O7 (sodium metatitanate) and of 46.6 mol. % Na8Ti5O14 

compound. Sample 4a was therefore used for further analysis. 

For further characterization, it was necessary to obtain a sufficient amount of sodium titanate. The 

same method of preparation sample 4a was repeated four times, thus obtaining a sample designated 

9a in a total amount of 1.38 g. Scanning Electron Microscopy (SEM) as well as SEM elemental 

analysis were used. The result of this analysis was the following composition: 60.61 at. % of 

oxygen (O), 12.43 at. % of sodium (Na), 19.59 at. % of titanium (Ti) and 7.37 at. % of carbon (C). 
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5 PREPARATION OF ELECTRODES 

A total amount of 0.5 g of electrode mass was prepared, where 10 wt. % was binder PVDF 

(polyvinylidene fluoride), 20 wt. % was seductive additive super C65 and the remaining 70 wt. % 

was sodium titanate (sample 9a). After preparation of the electrode mass, an 80 μm thick layer was 

applied to the polished side of a 15 μm thick copper foil. Then it was placed in an dryer at 60 °C 

for about 3 days. 

Subsequently, the electrodes themselves were punched with a 16 mm diameter punch, which were 

then pressed at a pressure of approximately 25 kN for 5 seconds. The pressing process was 

followed by re-drying of the electrodes, but this time in a vacuum dryer at 50 °C and a pressure of 

0.9 bar for about 2 days. 

After drying, the electrodes were assembled into electrochemical measuring cells. A sodium wheel 

with a diameter of 16 mm and a thickness of approximately 1 mm was first placed in the cells. 

After that the porous separator with a diameter of 18 mm was added. This was followed by the 

addition of 170 μl of liquid electrolyte type EC/DEC (cell no. 3 and no. 4) and type  EC/PC (cell 

no. 2). Finally, the prepared electrode was added. The assembly took place in a glove box in the 

presence of an argon protective atmosphere.  

6 RESULTS OF MEASUREMENTS 

The measurement was performed on a multi-channel Bio-Logic potentiostat. First, an open circuit 

voltage (OCV) measurement was performed for 24 hours. This voltage stabilized at values in the 

range of 2.51 to 2.89 V for individual cells. Subsequently, Cyclic Voltammetry (CV) was 

performed. The plot of CV is shown in Figure 1a. Peaks A and B lying below the x-axis are located 

in the reduction region, where the electrode mass is charged, i.e. sodium cations are intercalated 

into the structure. Peaks C and D lying above the x-axis are located in the oxidation region, where 

the electrode mass is discharged, i.e. sodium ions are deintercalated from the structure. The 

measurement was compared with the measurement listed in the article [3], which we consider to be 

the reference. When comparing these dependences, peaks were found that lie at approximately the 

same potential as in the case of our measurement. Peaks A and D represents the reduction and 

oxidation of the Na2Ti3O7 phase. The remaining two peaks B and C then represents the reduction 

and oxidation of the Na8Ti5O14 phase.  

The second measurement procedure was Galvanostatic Cycling with Potential Limitation (GCPL), 

which was based on CV measurements. From the theoretical capacities obtained during the CV 

measurement (approximately 90 mA.h.g-1), the hourly current was subsequently calculated as 1C 

(approximately 0.21 mA.h). The electrode discharge was chosen to be 0.1C (current approximately 

0.21 μA) to avoid unnecessary electrode overloading. This measurement showed a decrease in 

discharge capacity during cycling, which corresponds to be approximately 1.2 % for each cycle. 

The results of this measurement are shown in Figure 1b. Furthermore, horizontal sections in GCPL 

were measured, whose potential difference is approximately 0.2 V and which are proof of a two-

phase mechanism according to the equation: 𝑁𝑎2𝑇𝑖3𝑂7 2 𝑁𝑎+ 2 𝑒 ⇌  𝑁𝑎4𝑇𝑖3𝑂7. The GCPL 

results for the first two cycles are shown in Figure 1c. 

The last measuring procedure was the measurement of Rate Capability (RC). In this measurement, 

a decrease in the discharge capacity was observed with increasing load due to the slow kinetics of 

the ion transition. However, the discharge capacity increases again with decreasing load, which is 

evidence of reversible electrochemical processes. The results of this measurement are shown in 

Figure 1d. 
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7 CONCLUSION 

The purpose of the work was to synthesize a suitable sodium titanate, to create negative electrodes 

and to perform their basic electrochemical characterization. The prepared electrodes showed good 

reversible capacity, but with a significant decrease in capacity during cycling. Nevertheless, this 

material is a promising candidate for the future development of sodium-ion batteries. The overlap 

of this work is to identify and eliminate the cause of the decrease in capacity during cycling, 

prepare phase-pure sodium titanate and ensure the simplest and most efficient synthesis, which 

could eliminate the shortcomings of existing samples..  
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Figure 1: The results of measurement: (a) Cyclic voltammetry, (b) and (c) Galvanostatic 

Cycling with Potential Limitation, (d) Rate Capability. 
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Abstract: This work presents a new method, which enables the electrical characterization of 

graphene monolayer with induced mechanical strain. The device is a combination of 

two-dimensional field effect transistor (2DFET) and a MEMS cantilever, both of which can be used 

to alter graphene properties. The first method applies external electric field to the graphene 

monolayer. The second method is based on mechanical bending of the cantilever by external force, 

which induces mechanical strain in the characterized layer. By sweeping the gate voltage (VGS) in 

range from – 50 V to + 50 V and measuring the current between drain and source (IDS) with fixed 

drain-source voltage (VDS) at 1 V, Dirac point of graphene is found at ≈ 9.3 V of VGS. After bending 

of the cantilever, the sweep is performed again. The induced strain shifts the position of the Dirac 

point by ≈ 1.3 V to VGS = 8 V. Because the fabrication process is compatible with silicon technology, 

this method brings new possibilities in graphene strain engineering.  
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1 INTRODUCTION 

Graphene is a carbon material with hexagonal structure, ideally a monolayer. It has been under 

extensive research since its first preparation in 2004. Because of its unique properties, such as 

exceptional chemical stability, mechanical flexibility and high charge carrier mobility, it is a 

promising material for nanoelectronics. Graphene is a semiconductor with zero bandgap, valence 

and conduction band meet at Dirac points. It is possible to tune the bandgap, e. g. by application of 

external electric field, doping or mechanical strain engineering [1]. Mechanical strain inducing is 

advantageous, because no absorption of secondary substances is involved (doping) and the process 

is fully recoverable, leaving no permanent change in the graphene [2]. 

2 DEVICE DESIGN AND FABRICATION 

2.1  DESIGN 

Using software tool CNST Nanolithography Toolbox together with Python, parametrized layout was 

created. The dimensions of the chip were (6 × 6) mm2, it had four sets of cantilevers, with respective 

lengths of (100, 200, 300 and 400) µm and width of 60 µm. The total number of cantilevers was 64, 

while each cantilever has its own source and drain electrodes with varying channel length from 1 µm 

to 50 µm. The width of the graphene was set to 10 µm. Silicon-on-Insulator (SOI) wafer was used as 

the substrate. The gate electrode was contacted from the top by an opened window in SiO2 layer. The 

entire layout is shown in Figure 1. 
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Figure 1: (A) Design of the whole chip with dimensions of (6 × 6) mm2; (B) Set of cantilevers 

with electrodes; (C) Detail of a single cantilever. 

2.2  FABRICATION 

The whole process consisted of 5 lithography steps (Figure 2). Thin layer of SiO2
 with thickness of 

≈ 90 nm, serving as the gate insulator, was created on the SOI wafer by thermal oxidation process 

employing O2. 

 

Figure 2: Schematic representation of the fabrication process. (A) SOI substrate; (B) Gate 

contact; (C) Topside cantilever shaping; (D) Graphene shaping; (E) Electrode lift-off; (F) Shaping 

cantilevers from the bottom. 

During the first lithography, window in the SiO2 was created by reactive ion etching (RIE), followed 

by the deposition of Au layer to create the gate contact. In the second step, cantilevers were shaped 

from the top side by Bosch deep reactive ion etching (DRIE) of the ≈ 3 µm thick device Si. 

Afterwards, wafer was properly cleaned in NMP solvent, rinsed in IPA, and finished by O2 plasma 

cleaning. Such prepared wafer was used for wet-transfer of CVD grown graphene. In third 

lithography step, graphene was shaped by covering the pattern in PMMA/AZ 5214 e-beam and 

photoresist combination and etching in O2 plasma by RIE. PMMA served only as a protective layer 

for the graphene. In following step, lift-off of Cr/Au electrodes by e-beam evaporation was realized. 

In the final step, lithography was performed from the backside of the wafer. Using DRIE once more, 
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the handle Si (≈ 500 µm, bulk silicon) was etched, shaping the cantilevers from the bottom side of 

the SOI wafer. The final release was also achieved by SiO2 dry etching. As seen in Figure 1A in red, 

the chips were separated by the DRIE, meaning no dice cutting was necessary. The fabricated chip 

is shown in Figure 3. 

 

Figure 3: (A) Optical image of the whole chip; (B) SEM image of cantilever from top side; 

(C) SEM image of cantilever tilted by 55 °C. 

3 EXPERIMENTAL 

The individual chips were first cleaned in NMP to remove photoresist residues. Using Raman 

spectroscopy, it was confirmed that the transferred graphene (Figure 4) is a monolayer [3]. Prior to 

electrical characterization, the samples were cleaned in acetone and then annealed in vacuum furnace 

at ≈ 150 °C for 36 hours with low temperature ramp of ≈ 3 °C·min−1. Dirac point of pristine graphene 

should be at value of VGS ≈ 0 V. However, when exposed to air, the graphene becomes p-doped and 

the Dirac point moves towards higher values of VGS. The cleaning of graphene samples in acetone 

and annealing partly restores the original position of Dirac point. Using probe station MPS150 and 

parameter analyzer Keithley 4200A-SCS, VGS was swept in range from – 50 V to + 50 V. With fixed 

voltage VDS, current IDS was measured. The sample was placed in N2 atmosphere during the 

measurement, to prevent the doping of the graphene resulting in unwanted shift of the Dirac point. 

The VGS sweeps were performed three times for each sample, before the bending of the cantilever, 

with the cantilever bent down and finally with the cantilever returned to its original position. 

 

Figure 4: Raman spectra of transferred and patterned graphene: (A) single spectra; (B) optical 

image of electrode with graphene; Raman map of (C) D peak; (D) G peak; (E) 2D peak. 
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4 RESULTS 

By running the first sweep, Dirac point voltage of slightly p-doped graphene was found at 

VGS ≈ 9.3 V (Figure 5). When the cantilever was bent down, the Dirac point voltage shifted by 1.3 V 

from VGS ≈ 9.3 V to VGS ≈ 8 V. For the third sweep, the cantilever was returned to its original 

position. After the cantilever returned to its initial position, the Dirac point voltage was almost the 

same as original value with only slight difference of ≈ 0.2 V. The bending process was repeated with 

other five structures, which show similar behavior with negligible Dirac point voltage differences. 

 

Figure 5: Dirac point voltage shift with induced mechanical strain. (A) Bending of the cantilever 

in time shows significant decrease of IDS; (B) I-V characterization with VGS as parameter, hinting 

the Dirac point voltage (C) Shifting of the Dirac point due to induced mechanical strain by 

bending. 

5 CONCLUSION 

In this work, a novel technique for controlling graphene properties through two methods employing 

electrical field and mechanical strain was introduced. The shift of Dirac point voltage of graphene 

was achieved by inducing mechanical strain into the monolayer. This opens up new possibilities in 

graphene strain engineering directly on Si substrates used in integrated circuits. Promising outlook 

is the possibility to control the stress of deposited films (e. g. ion-beam sputtering using Kaufman 

source) directly during chip fabrication process which will lead to required strain in graphene after 

structure release.  
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Abstract: This work aims to further improve properties of Polyvinylidene fluoride (PVDF), one of 

the most promising electroactive polymers, by the inclusion of powders of piezoactive materials. 

PVDF was formed by electrospinning into fibres with a thickness of 0.5 – 1.5µm and then exam-

ined in a scanning electron microscope including energy-dispersive X-ray spectroscopy. The ob-

tained properties of doped PVDF could be used in the design of sensors. Before that, it is essential 

to perform a series of analysis to support or deny the use of adjusted fibres for sensor design. 

Keywords: PVDF, energy dispersive X-ray spectroscopy, scanning electron microscopy, electro-

spinning, composition, morphology, piezoelectricity 

1 INTRODUCTION 

PVDF is a semicrystalline polymer having five crystalline polymorphs, including α-, β-, γ- δ- and 

ε-phases. The β-PVDF-phase exhibits excellent ferroelectric and piezoelectric properties, making 

PVDF useful in a wide range of applications (including actuators, biosensors, energy harvesting 

materials, audio devices and many more). Piezoelectric materials generate an electric charge in re-

sponse to applied stress or slight mechanical deformation, thus eliminating the need for external 

power sources for electrical stimulation. Therefore, it is possible to obtain a high dielectric constant 

by doping PVDF with piezoelectric ceramics. As a result, polymer-ceramic composites can be an 

excellent choice to achieve miniaturisation of energy storage devices. 

The fibres were doped by five types of piezoelectric ceramics. This paper, because of its required 

length, focuses only on two resulting composites – on fibres doped by barium calcium zirconate ti-

tanate ((Ba,Ca)(Zr,Ti)O3, BCZT) and barium titanate (BT). Both of the ceramics are lead free, en-

vironmentally friendly ferroelectric materials applicable in a variety of applications, due to its ex-

cellent dielectric, ferroelectric and piezoelectric properties. [1] 

2 ELECTROSPINNING 

For the preparation of PVDF fibres doped by ceramics was used the method called electrospinning. 

Electrospinning is a simple method to produce nanoscale fibres both in a laboratory and industrial-

ly.  The fabrication process starts with the application of a high electric field to the polymer or sol-

vent solution. A Taylor cone is formed at the surface of the polymer solution extrusion and above 

critical voltage electrostatic repulsion overcomes the surface tension of polymer droplet. The 

charged polymer jet is then ejected from the needle tip towards a grounded collector, forming ran-

domly oriented fibres. The droplet is refilled by pumping new polymer solution to the needle tip 

through the needle. 

The fibre diameter and porosity of the fibrous scaffolds depend on the processing parameters such 

as applied voltage, solution flow rate, type of solvent, polymer concentration in the solution, and 

the distance between the needle and collector. Electrospun fibres can be aligned by controlling the 
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fabrication parameters. Because of the chaotic trajectory of the polymer jet, the fibres collected on 

a grounded collector generally exhibit random orientation. 

collector voltage 50 kV 

distance between the needle and collector 20 cm 

collector speed 300 rpm 

duration of the process 100 min 

Figure 1: The electrospinning processing parameters for manufacturing PVDF fibres doped by   

piezoelectric ceramics BCZT and BT 

3 SCANNING ELECTRON MICROSCOPY 

The morphology of the nanofibers was characterized by scanning electron microscopy. A SEM mi-

croscope uses a fine beam of focused electrons to scan a sample’s surface; the process is based on 

applying kinetic energy to produce signals on the interaction of the electrons. [2] Electrons reflect-

ed by the specimen are used to form a magnified, black and white three-dimensional image. 

When working with a scanning electron microscope, proper sample preparation plays an important 

role. While metals do not require complicated preparation, non-metals need to be coated with a 

conductive material to interact with electrons. [3] To ensure conductivity, resp. for charge dissipa-

tion, samples were sputtered with a thin layer of gold or carbon (10 nm) before the analysis. The 

images were taken on a Tescan Lyra 3 scanning electron microscope at an accelerating voltage of 5 

or 10 kV.  

Figure 2: SEM micrograph of PVDF doped by (a) BCZT (b) BT 

The fibres have an inhomogeneous diameter; the thin fibres are predominantly smooth, while the 

wider fibres have a rough texture with a layered structure. It suggests that the ceramic particles 

have been incorporated into the fibres; however, to support this argument, EDX analysis must be 

performed. 

4 ENERGY DISPERSIVE X-RAY SPECTROSCOPY 

The presence of ceramic particles in the fibres were confirmed by mapping using energy dispersive 

spectroscopy (EDX mapping, Tescan Lyra 3, AZtec software). The measurement was performed at 

  

(a) (b) 
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an accelerating voltage of 10 kV and energies of 0–10 keV were measured. For sample A (doping 

by BCZT), it was barium, calcium, carbon, fluorine, oxygen, titanium, and zirconium, and for sam-

ple B (doping by BT), it was barium, carbon, fluorine, oxygen and titanium. The aim was to create 

as homogenous composite as possible, where properties are uniform throughout the fibre, i.e. they 

do not depend on the position inside the fibre body. 

Figure 2 presents a map analysis of the major elements; these elements are colour-coded by EDX 

software. It is visible that the added ceramic relatively homogeneously copies the structure of 

PVDF nanofibers, which means that the additive is homogeneously dispersed in the polymer fibres 

formed by electrospinning; thus, the desired result was obtained. Similar results were obtained for 

the remaining samples of nanofibers (TiO2, ZnO, KNN), the analysis of which is not part of this ar-

ticle. 

 

 

(a) 
  

 

 

(b) 
Figure 2: SEM and EDX micrographs of PVDF fibres doped by (a) BCZT (b) BT 

B 

A 

A 

B 
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EDX analysis also presents a spectrum that plots the number of X-rays detected versus their ener-

gies. In other words, it displays the peaks correlated to the elemental composition of the investigat-

ed sample and allows the identification of elements present in the sample. 

Using the AZ software, it is also possible to concentrate only on a specific fibre section. This fea-

ture is ideal for comparing elemental compositions of various fibres areas - see Section A and Sec-

tion B highlighted in EDX micrographs. These sections are further investigated in figures 3 and 4. 

 

Figure 3: EDX spectrum of PVDF fibres doped by barium calcium zirconate titanate (BCZT) 

 

 

Figure 4: EDX spectrum of PVDF fibres doped by barium titanate (BT) 

See also the atomic percentage of each section in the upper right corner of each graph. These reveal 

the atomic composition of each area, not influenced by the weight of each element. Only a slight 

difference in atomic percentages of elements in each section’s composition supports the previous 

arguments. It can be concluded that fibres have been doped successfully with even distribution. 
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5 CONCLUSION 

Principally, the modification of materials provides additional features and aptitudes while maintain-

ing the fundamental characteristics of the materials. By improving polyvinylidene fluoride proper-

ties by the inclusion of piezoelectric ceramics, it is possible to induce β-phase in PVDF. Therefore, 

polymer-ceramic composites can be an excellent choice to achieve miniaturisation of energy stor-

age devices by combining the merits of polymers and ceramics.  

After fabricating the fibres from the polymer solution, the fibres' morphology was characterised by 

a scanning electron microscope. SEM offered a transparent picture of thin fibres enriched with ce-

ramics particles; fibres exhibited a rough texture with a layered structure and, therefore, proposed 

that the ceramic particles were uniformly distributed throughout the fibres.  

The presence of ceramic particles in the fibres was later confirmed using energy dispersive spec-

troscopy. EDX provided mapping of the elements of doped ceramics using a colourful micrograph. 

It is possible to distinguish building elements of the doped fibres in the pictures and their even dis-

sipation in the fibres. By exporting data from AZtech, an EDX software, it was possible to create a 

series of spectra, revealing the element composition in percentage. Comparison of elemental com-

positions of various fibres areas is sufficient evidence of satisfactory dopant distribution. Therefore, 

it is possible to continue with development of doped PVDF fibres. 
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Abstract: The main focus of this paper is to show the results of sensitivity analysis of an induction
machine with a solid rotor. For the case study, a three-phase induction machine with a squirrel cage is
chosen. However, the rotor of this machine is replaced with an axially slitted solid rotor. The electro-
magnetic model is analyzed by transient simulation using the FEM-based program Ansys maxwell.
For the sensitivity analysis, several parameters are changed in a wide range to see the difference in
the machine overall performance. Some of the results of these simulations are shown and discussed
at the end of this paper.
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1 INTRODUCTION

In recent years, the demand for high-speed electrical machines has increased. This is due to the fact
that some industrial applications require high rotational speed, as pumps, turbo-compressors, turbo-
circulators, and others. For this reason, electrical machines with gearboxes are being replaced with
electrical machines with a solid rotor. The main advantages of electrical machines with a solid rotor
are withstanding high centrifugal forces, peripheral speed, and temperatures. They are mechanically
rigid, highly reliable, compact, and easy to manufacture. Moreover, high-speed electrical machines
have better electromagnetic performance and efficiency at higher speeds. This work deals with the
methodology of analysis and sensitivity analysis of an induction machine with an axially slitted solid
rotor, which is the most widespread solid rotor construction.

2 ANALYZED MACHINE

For the case study, an industrially produced three-phase, 4 pole induction machine with single-layer
winding and squirrel cage, was chosen. The material of the stator and rotor core is M470-50A.
Catalog parameters of the analyzed machine are listed in Table 1.

Parameter Unit Value
Rated output power kW 1.5
Rated torque Nm 9.905
Rated input voltage V 3x400 (Y)
Rated input current A 3.43
Frequency Hz 50
Rated speed rpm 1446.2
Efficiency % 84.62

Table 1: Parameters of analyzed induction machine.
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However, the rotor of this machine was replaced with an axially slitted solid rotor. The geometry of
the rotor is shown in Figure 1. This rotor is made of a single piece of ferromagnetic material, where
the material is stainless steel 1008. With the changed rotor, the overall performance of the machine
will be worse, due to the lower rotational speed and the fact that a solid rotor tends to have a large
slip and worse performance compared to the rotor with a squirrel cage.

Figure 1: Geometry of axially slitted solid rotor.

3 THE METHODOLOGY OF ANALYSIS OF ELECTRICAL MACHINES WITH A SOLID
ROTOR

Due to the complex physical nature of electrical machines with a solid rotor, analytical methods for
the calculation of machine’s performance is not the best choice. Most of these analytical methods
include some simplification, which impairs the accuracy of the calculated results. This is due to a
very complex distribution of relative permeability in the rotor which depends on the material and its
B-H curve. Also, the distribution of rotor losses is very complex and depends on the penetration depth
of the higher air-gap frequencies. Both of these variables are most pronounced in the axially slitted
solid rotor. A much better choice would be 3D FEM-based transient analysis, due to the nature of the
rotor construction. However, this type of analysis takes a lot of computation power, memory, and is
highly time-consuming. So, the last and best option is 2D FEM-based transient analysis, which takes
less computation power, memory and is much less time-consuming. However, the 2D electromagnetic
model is not able to take into account the 3D aspects of the rotor construction, such as resistivity and
leakage inductance of the rotor end regions. This would result in wrong calculated results, where
for example the value of the torque would be too optimistic. In order to take into account the end
regions of the rotor, corrective end-effect factors were proposed, as it is stated in [1]. The corrective
end-effect factors are adjusting the conductivity of the rotor in the electromagnetic model in a way
that includes the resistivity of the end regions of the rotor, with following simple equation:

σCorr = σFe · k, (1)

where σFe is the conductivity of rotor material and k is the corrective end-effect factor. There are two
types of corrective end-effect factors that depend on the geometry of the rotor and the slip frequency
of the rotor. The chosen formula of corrective end-effect factor based on geometry has according to
[2] shape:

kRussell,M = 1−
τp

πls

tanh
(

πls
τp

)
(

1+ tanh
(

πls
τp

)
tanh

(
πlend

τp

)) , (2)

where ls is active length of the machine, τp is pole pitch of the rotor and lend is length of the rotor end
regions. The chosen formula of corrective end-effect factor based on slip frequency has according to
[3] shape:

kPAN = 1− c ·ω
3
4
r , (3)
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where c is an experimental adaptation coefficient (estimated as c = 0.022) and ωr is angular slip
frequency of the rotor. The product of these two corrective end-effect factors gives a total correction
factor which is then used in equation (1).

4 PROCESS OF SENSITIVITY ANALYSIS

The sensitivity analysis was done by changing individually the value, in a wide range with reasonable
limits, of the following 8 parameters: active length of the machine, length of rotor end region, number
of stator winding conductors, stator tooth width, stator slot height, length of the air-gap, depth of the
axial slits, and width of the axial slits. Each of the new geometry is made with the FreeCAD program,
which is an open-source CAD program. The simulations of the sensitivity analysis are done with
the 2D FEM program Ansys maxwell. The type of simulation which was used is transient with
constant speed, where the constant speed was selected with the respect to the highest efficiency of the
machine with the solid rotor. The speed was estimated to be 1322 rpm, which means that the slip of
the machine increased significantly. The whole process of the simulation was automated using the
programing language Python. The algorithm of the sensitivity analysis is shown in Figure 2.

Figure 2: Algorithm of sensitivity analysis of an electrical machine with a solid rotor.

5 SENSITIVITY ANALYSIS RESULTS

Within the sensitivity analysis, the focus was put mainly on four output parameters of all simula-
tions. These parameters include electromagnetic torque, electromagnetic efficiency, output power,
and phase current. All of the results of these four parameters are shown in Figure 3. Here, on the
x-axis of the graphs, is the normalized value of a variable, which represents the relative growth of
changed parameters. This way, it is possible to put all results together. It is clear from the results,
that the overall performance of the machine with the solid rotor is worse, compared to the original
one with squirrel cage. This output was expected. It can also be seen that in order to raise effectively
torque, output power, and efficiency, it is necessary to increase the active length of the machine.
However, this will also increase the size of the machine and phase current, which results in a higher
current density of the stator slot. Another improvement could be made by narrowing the axial slits in
the rotor. This modification would raise torque, output power and efficiency. It would also decrease
phase current and current density of the stator slot. But this modification depends on the manufactures
capabilities. By changing slit depth to 150 % it would be possible to achieve higher torque, output
power, and efficiency. But this would also increase phase current. After this point, the performance
of the machine would be worse. By lowering the number of conductors, the torque and output power
would raise. But the efficiency would be lower and phase current would raise. The length of the
air-gap is in this machine perfectly design. On the other hand length of the end region does not have
much effect on the performance of the machine. And by changing either length or width of the stator
slot, the performance of the machine is minimally improved or gets worse.
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Figure 3: Function of: torque (a), electromagnetic efficiency (b), output power (c) and phase current
(d) on normalized value of variable.

6 CONCLUSION

This paper showed the methodology and process of sensitivity analysis of the induction machine with
the axially slitted solid rotor, using the FEM-based program Ansys maxwell. From the results, it
can be seen that the machine has worse performance compared to the original machine with squirrel
cage. But otherwise, it is a very well-designed machine with some room for improvement. This
improvement could be done by adjusting some of the machine parameters described in this paper.
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Abstract: This paper deals with thermal calculation of a high-power electrical machine by final
elements method using. The first part of the paper is focused on preprocessing. Therefore geometry
preparation by CAD software Inventor, meshing and setting of boundary conditions by Ansys. The
second part of the paper deals with thermal analysis and results are discussed in conclus.
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1 INTRODUCTION

Thermal analysis is an undivided part of the construction of almost all technical mechanisms. This
is why is necessary to be very considerate of the thermal analysis in the case of electrical rotating
machines. This analysis is one of the three main parts needed to design and construct rotating ma-
chines. With the development of computer technology, it is possible to use the finite element method,
which is suitable for accurate solutions of temperature distribution in electrical machines. This soft-
ware computing allows the development of optimized geometries to increase the efficiency of these
machines and verification right functionality without the production of test specimens.

2 MODEL PREPARING

2.1 GEOMETRY PREPARING

Geometry creation is one of the key components of model preparation in so-called preprocessing.
It is because the time and computational complexity of the model analysis depend on the geometry
preparation. Due to time and computational complexity might be used some simplifying of the geom-
etry with minimal effect on analysis accuracy but it makes the analysis shorter and less computational
complex. These simplifications also simplify the setting complexity of mesh which is necessary for
computing and also minimizing preprocessing time. There is shown an example of geometry made
by Inventor software in the figure 1. Geometry made in this software can be export to Ansys soft-
ware where is Steady-state thermal package used. The advantage of using Inventor is the possibility
of parameterization of the model and its subsequent parametric transfer to the already mentioned
Ansys. [1]
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Figure 1: Stator model designed in Inventor

2.2 CREATION OF FINITE ELEMENT NETWORK

Creation of newtork also known as meshing very closely related with prepared geometry. The simpli-
fications used to design this geometry will now be of interest. To right aproximization of the problem
it is very important to set generated mesh fine enough but in the case of too fine mesh the complexity
of analysis increase without obtaining more accurate results. In the case of “Steady State thermal”,
the optimal shape of the network segments is set to the shape of a hexagon. This shape do not have to
be regular but this regularity is better for quickly analysis. Exmple of designet mesh is shown in the
figure 2.

Figure 2: Mesh designet in “Steady state thermal” software

2.3 CONTACT AREA SETTINGS

As such, the Ansys software is not able to precisely set the contact surfaces of the individual bodies
as they actually touched, so it is necessary to verify and possibly correct the incorrect setting of these
surfaces. Without the correct setting, the model could not be solvable, as heat would not be removed
from any of its parts and this would lead to an increase in its temperature to an infinitely large value.
When setting the contact surfaces, it is also possible to define the thermal resistance of heat transfer
between individual surfaces, which can be calculated according to [2] as

R =
∆T
qA

, (1)

where R is heat transfer resistance, ∆T is temperature drop, q is heat flux value and A is apparent
constact surface. The method of setting the contact surfaces is shown in the figure 3
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Figure 3: Setting of contact surfaces example

2.4 BOUNDARY CONDITIONS SETTING

The setting of boundary conditions is used to find a solution corresponding to the specific conditions
that are expected to affect the machine. According to [3], these boundary conditions include the
specified temperature, heat flux density, convection and radiation. Depending on the expected location
of the model in real use, some of these conditions can be neglected, but incorrect neglect or setting
can lead to erroneous results of solving this model. Therefore, it is necessary to pay attention to their
correct setting so that the model corresponds to reality as much as possible and the results have a
meaningful value. [4], [5] As part of setting boundary conditions, there is a table 1, in which these
conditions are summarized.

Total volume losses in yoke [kW/cm3] 14,48
Total volume losses in winding [kW/cm3] 3,87
Convection heat transfer from the front of the yoke [W/cm2] 900
Convection heat transfer into the air gap [W/cm2] 4000
Heat transfer via heat sink [W/cm2] 11400

Table 1: Table of set boundary conditions during calculation preparation

After setting all the previous points, it is possible to continue to the process of solving the model.
This process runs automatically in Ansys software, which uses a general heat transfer relationship in
the form [3] for static analysis.

∂2T
∂x2 +

∂2T
∂y2 +

∂2T
∂z2 +

ėgen

k
= 0. (2)

By solving this model, the resulting temperatures were obtained, which are indicated in figure 4. It
can be seen in this figure that the warmest parts of the stator are the windings. This is due to its poor
cooling, which is related to double insulation. The term double insulation is used here to mean the
insulation of the conductors themselves and subsequently the insulation of each layer of conductors,
which is clearly seen in figure 2. From the figure 4 it is further evident that the lowest temperature
was on the outside of the stator, especially in the part where water cooling was considered. This water
cooling allowed better heat dissipation from the entire stator.
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Figure 4: Resulting temperatures

3 CONCLUSION

The article was devoted to the preparation and evaluation of the stator model using Ansys software
and it defined the basic relationships through which this calculation can be performed. An important
part of this model was the evaluation and justification of the temperatures shown in figure 4, which
showed the resulting temperatures. From these temperatures it is clear that the warmest part of the
model was the wires placed in the groove, which was the expected result.
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Abstract: This paper deals with impact of uncontrolled charging of electric vehicles  

on photovoltaic hosting capacity of low-voltage distribution networks. Monte Carlo based simula-

tion is used to generate randomized profiles of electric vehicle uncontrolled charging  

and to compare photovoltaic hosting capacity of Finnish suburban residential areas with different 

penetration of electric vehicles. 
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1 INTRODUCTION 

World-wide pressure on sustainable development of our society urges us to pursue more environ-

mentally friendly technologies. Transportation, responsible for more than a quarter of all greenhou-

se gasses production in USA [1], is under immense pressure to change. Car manufacturers are for-

ced by political pressure to promptly reduce production of cars with internal combustion engine 

(ICE) and seek more environmental-friendly solutions.  

Now, the most prospering technology, able to substitute ICE vehicles, are electric vehicles (EVs). 

Their large-scale utilization is conditioned by a significant increase of transmission capabilities 

of our electrical networks which, if not handled properly, can endanger strict requirements  

for electricity supply. 

The goal of this paper is to study EVs interconnection with another prosperous technology – pho-

tovoltaic (PV) systems – and to investigate impact of uncontrolled EV charging on grids ability to 

incorporate PV. 

2 METHODOLOGY 

2.1 LV DISTRIBUTION NETWORKS 

Centerpiece of this study are low-voltage (LV) distribution networks (DNs) in suburban areas. Ap-

proach, based on method used in [2] , utilizes transformer of nominal power 315 kVA that feeds 3 

feeders with 40 customers in 10 nodes. Conductors between the nodes are sized to meet customers 

demand based on their household consumption and type of heating. 

2.2 UNCONTROLLED EV CHARGING 

To study effect of EV charging, parametrization of EV owners and their behavior have to be done. 

Monte Carlo (MC) analysis is based on stochasticity and thus key-parameters – time of arrival  

and daily mileage – are described by probability density functions shown in Fig. 1 a) [3].  

To capture the worst scenario, 100 % EV penetration (each household has one EV) is assumed. 

Structure of EV chargers depicts Fig. 1 b). 
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a) b) 

Fig. 1: Probability density functions (a), structure of EV chargers (b) 

Based on the time of arrival (connection EV to the charger), daily mileage, energy consumption  

per km (changing during the year), charger and its efficiency, 600 random annual charging profiles 

for 1 EV were generated. To ensure an acceptable calculation time, charging profiles are in form  

of average hourly data. Example of annual charging profile of all customers in a LV  

DN (40 customers/EVs) can be seen in Fig. 2. 

2.3 MONTE-CARLO BASED ALGORITHM 

Uncontrolled EV charging is characteristic by high stochasticity and is therefore ideal for MC ap-

proach that randomly parametrize the simulation, obtains results and starts next iteration. In this 

study, 1000 iterations per case are used. In each iteration, load and EV charging profiles differ.  

PV hosting capacity (HC) is searched in each iteration by gradually increasing PV rated power and 

verifying conformity with the limits of risk parameters like voltage increase/drop,  

conductor’s ampacity or transformer load. When any of these limits is reached, simulation stops, 

and the PV installed power is titled as HC for that iteration. In order to ensure comparability 

between hosting capacities in different areas, hosting capacity can be defined as PV rated power 

(downstream the transformer) over the rated power of the transformer.  

 

Fig. 2: Example of uncontrolled EV charging in LV DN (summation over all nodes) 
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a) b) 

Fig. 3: PV HC distribution with 0% (a) and 100% (b) EV penetration 

2.4 RESULTS 

Using a MC based simulation, PV HC has been analyzed for both 0 % and 100 % EV penetration. 

Comparison of the results in Fig. 3 shows only insignificant differences. In both cases, HC ranged 

from 40 % to 80 % with average 52 %. Given the transformer of nominal power 315 kVA, average 

analyzed DN is able to absorb PV of rated power 163.8 kWp. With the 40 customers in the area, 

each of them can install PV up to 4.1 kWp without endangering the electricity supply. 

These results are caused by mismatch between EV charging and PV power profiles. This study 

showed that EV charging and its stochastic behavior consistent with [3] (arrival time peaking 

around 5 PM) does not have significant impact on HC of PV peaking around the noon. 

Another interesting result from the simulations is relation between total load (households consump-

tions + EV charging) with PV production in the worst case (WC) – the hour in which  

the limits were exceeded. This is shown in Fig. 4. In some cases, electricity supply is not endange-

red even when PV production is 10 times higher than the load (left side of Fig. 4). On the other 

hand, there is certain probability that the limits can be endangered even when the PV production is 

only 2 times higher than consumption (right side of Fig. 4). 

 Fig. 4: Comparison of PV power with loads in distribution network in the worst case (WC) 
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3 DISCUSSION 

It was seen that uncontrolled EV charging does not have significant impact on PV hosting capacity. 

However, it must be noted that the results are valid only for the locations assumed in this paper. 

Behavior of the customers corresponds with the current behavior of Finnish drivers and is valid on-

ly for residential areas. In nonresidential areas, behavior and arrival time could be closer  

to the PV peak and thus increase local consumption and increase PV HC.  

This study also omits the difference between customers behavior on workdays and weekends.  

It can be expected that the behavior and arrival time differ, and its impact should be studied further. 

Finding that there is no significant influence of uncontrolled charging on PV HC also opens  

the door to questions about more sophisticated forms of EV charging and their influence, especially 

in cooperation with battery energy storage systems (BESS), should be investigated. 

4 CONCLUSIONS 

A Monte Carlo based simulation was used to analyze impact of uncontrolled EV charging  

on photovoltaic hosting capacity of Finnish suburban residential areas. PV HC in two different EV 

penetration cases – 0 % and 100 % - was analyzed in low-voltage distribution networks  

with 3 feeders and 40 customers equally distributed among 10 nodes. In these grids, PV installed 

power was increased step by step and concordance with electricity parameters like voltage ri-

se/drop, cable ampacity etc. was analyzed.  

The results showed no significant impact of uncontrolled EV charging on PV HC as PV peak  

is several hours before connecting EV to the chargers in residential areas. Average HC corresponds 

to 52.8 %, which is equal to PV of nominal power 163.8 kWp. Given the 40 customers in the area, 

each of them can install PV up to 4.1 kWp without endangering the electricity supply. 
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Abstract: This paper deals with the visual detection of starlings. The aim is to design an early 

warning detection system that protects crops from flocks of starlings. This system uses computer 

vision and machine learning algorithms. In the first phase, the activity in the vineyard was collect-

ed. Further, the neural network model using a cloud-based AutoML platform was trained and eval-

uated. The final classifier distinguishes objects into several categories. These categories include in-

dividual birds, flocks, and various unintended objects such as flies and bees. Overall, the flock de-

tection algorithm achieved 89 % accuracy and 94 % recall. 
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1 INTRODUCTION 

Vineyards belong to the main area endangered by voracious swarms of starlings. They present the 

most significant threat of every winemaker or fruit grower. Starlings refer to one of the most inva-

sive species. They leave behind grape crop damaged, which reflects economic losses for winemak-

ers. The use of various scaring systems can prevent the consequences of starling invasion. Howev-

er, the vast majority of bird deterrent devices do not consider the presence of starlings. It signifi-

cantly reduces the efficiency of such scaring devices. This paper aims to design a detection algo-

rithm based on computer vision methods to supplement the scaring techniques.  According to the 

current state of the art [1], several studies proposed bird detection based on neural networks (R-

CNN, R-FCN, YOLO). The other authors [2] focus on designing a system based on the use of 

Gaussian and Gabor filters and HOG in combination with convolutional neural networks. This pa-

per proposes to verify another method, namely a neural network architecture search (NAS) using 

the cloud-based tool Google AutoML to detect individual birds and starling flocks. 

2 DATA COLLECTION 

First, the activity on the vineyard was collected using a camera and microcomputer Nvidia Jetson 

Nano by employing an algorithm based on the differential method supplemented by filtering the 

background image, as shown in fig. 1. This method works as a motion detector with background 

subtraction.  It eliminates the erroneous detection caused by the motion of vine leaves and sur-

roundings. 

 

Figure 1: Flow chart of the motion detector for data collection. 
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3 SET OF COLLECTED IMAGES 

The collected images were further divided into three main categories: bugs, birds, and bird flocks. 

The dataset also includes a helicopter captured entirely randomly. Due to different visual character-

istics, birds and bugs were divided further into subcategories, as shown in fig. 2. The set of images 

contains 993 images, which were annotated for the purpose of supervised machine learning. The 

annotation of objects was conducted by marking areas of their occurrence with the classification 

name, detailed described in the tab. 1. 

 

Figure 2: Categorizing the collected images. 

The data collected did not contain enough relevant images of bird flocks, so they were supplement-

ed from open datasets. Most of the images contained more objects, so the total number of objects 

exceeds the number of images collected. The images were divided according to the ratio 8: 1: 1 into 

a training, validation, and test set within machine learning. 

 

Category Training set Validation set Test set 

Bugs 
flies 442 41 43 

bees 36 7 4 

Birds 

individuals 2308 445 228 

visible wings 55 6 6 

invisible wings 160 5 3 

Flocks 59 9 6 

Helicopters 11 2 4 

Table 1: Overview of categories within the training, validation and testing set. 

4 MACHINE LEARNING ALGORITHM 

The application of cloud-based Google AutoML Vision provided a tool for training a machine 

learning model. This approach presents Neural Architecture Search (NAS), which searches for an 

optimal neural architecture to a given problem using a recurrent neural network, as shown in fig. 3. 

The algorithm designs a basic set of hyperparameters, the number of layers and nodes of the convo-
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lutional neural networks. In subsequent iterations, the feedback specifies the individual parameters. 

This process is performed until the algorithm gradually finds the most optimal neural architecture 

for a particular dataset. Then, the resulting model is selected from a set of convolutional neural 

networks based on the optimal properties such as sufficient accuracy and recall of detection. [3] [4] 

 

 

Figure 3: Block scheme of the neural architecture search algorithm Google AutoML. [4] 

5 CLASSIFIER RESULTS 

The classification model was deployed to the Tensorflow Lite framework for further implementa-

tion and evaluation. For evaluation purposes, a separate dataset was used. The classifier result is 

based on a comparison of classified and annotated ground truth. Objects in images are marked as 

true-positive if the detected area with the annotated overlap by at least 50 %. The results of the 

classifier are further presented in tab. 2. 

 

 
Birds Bugs Flocks 

Precision 75.6 % 98.0 % 88.9 % 

Recall 76.0 % 67.6 % 94.1 % 

F1 score 75.8 % 80.0 % 91.4 % 

Table 2: Precision, recall and F1 score of the classifier from image test set. 

 

Precision represents the proportion of true-positive detections from the whole set of detected ob-

jects. In the case of birds, it is 75.6 %, which is the lowest value of accuracy from the set of all ob-

jects. It was mainly due to the occurrence of a larger number of false-positive images caused by a 

variability of the object size. For bugs, the accuracy reaches 98 %. The bugs were well recogniza-

ble since they occurred mainly close to the camera. The flocks have an accuracy of 88.9 %. Bird 

flocks were generally defined as a grouping of five or more birds. Another parameter was the recall 

of birds and bugs, which shows 76 %, resp. 67.9 %. It was caused by a low capture of relatively 

small and indistinct objects at greater distances. The sensitivity of the bird flock detection reaches 

94.1 %, which is due to the relatively well-defined structure of the flock object, as shown in fig. 4. 

The F1 score evaluates the harmonic average of accuracy and recall. Bird flocks show 91.4 %. 
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From the results, it can be concluded that the biggest obstacle to the correct classification is too 

small size of the objects given by the distance from the camera. Conversely, large groups of birds 

can be detected with a high success rate, presented by accuracy and recall. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Examples of detected objects and corresponding confidence score. 

6 CONCLUSION 

The aim of this paper was to secure visual detection of starling flocks. First, a data collection of ac-

tivity in the vineyard was performed using differential motion detection algorithms. However, this 

method was found unsuitable for detecting starling flocks due to a large amount of erroneous detec-

tion caused mainly by flying insect. The collected data were further used as a training set for the 

purpose of a supervised machine learning algorithm, which presents a cloud-based tool Google Au-

toML Vision. This method searches optimal neural network architecture and tunes the hyperparam-

eters automatically. In the next step, the classifier was exported to the Tensorflow Lite framework. 

Subsequently, the results were evaluated on a separate test set of images. The accuracy of detection 

of bird flocks reaches 88.9 %, with a recall of 94.1 %. The biggest obstacle for the classification al-

gorithm was mainly the distance of detected objects. However, it has been confirmed that the de-

tection method is sufficiently effective and can be used as part of starling scaring device systems. 
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Abstract: Automatic segmentation of the biological structures in micro-CT data is still a challenge
since the object of interest (craniofacial cartilage in our case) is commonly not characterized by unique
voxel intensity or sharp borders. In recent years, convolutional neural networks (CNNs) have become
exceedingly popular in many areas of computer vision. Specifically, for biomedical image segmen-
tation problems, U-Net architecture is widely used. However, in case of micro-CT data, there is
a question whether 3D CNN would not be more beneficial. This paper introduces CNN architecture
based on V-Net as well as the methodology for data preprocessing and postprocessing. The baseline
architecture was further optimized using advanced techniques such as Atrous Spatial Pyramid Pooling
(ASPP) module, Scaled Exponential Linear Unit (SELU) activation function, multi-output supervi-
sion and Dense blocks. For network learning, modern approaches were used including learning rate
warmup or AdamW optimizer. Even though the 3D CNN do not outperform U-Net regarding the cran-
iofacial cartilage segmentation, the optimization raises the median of Dice coefficient from 69.74 %
to 80.01 %. Therefore, utilizing these advanced techniques is highly encouraged as they can be easily
added to any U-Net-like architecture and may remarkably improve the results.

Keywords: CNN, micro-CT, image segmentation, cartilaginous tissue, V-Net

1 INTRODUCTION

Figure 1: Craniofacial cartilage in
the context of mouse embryo head.

Developmental biologists use mouse embryos to inves-
tigate the complex process of morphogenesis but also
abnormal growth of the mammalian face (Figure 1).
For this task, various imaging techniques are used in-
cluding X-ray micro computed tomography (micro-CT).
However, since a manual segmentation of the cranio-
facial cartilage from 3D image data is time-consuming
and operator dependent, there is a demand for an auto-
matic approach. Several image processing and machine
learning attitudes were already examined for solving this
issue [6]. Nevertheless, they were entirely surpassed
by a deep learning approach (U-Net) [6] encouraging
for a greater research in the area of convolutional neural
networks (CNNs).

A question that arises considering volumetric data is whether using a 3D approach could improve
the segmentation results. Regrettably, the craniofacial cartilage is oblong in all directions meaning
that even with a reasonable rate of downsampling the neural network cannot see the cartilage (or
at least its sufficient part) at once because of memory limits. Nevertheless, the hypothesis is that even
3D piecewise segmentation can enhance the segmentation results since the neural network can benefit
from surrounding slices. Although 2D CNNs can accept 3D inputs (set of slices), they cannot provide
spatial information about the extracted features in contrast to 3D CNNs. Therefore, 3D CNN solution
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based on V-Net [7] was proposed as a baseline network which was further refined in a subsequent
optimization process. The paper emphasizes an utilization of advanced architectural modifications
as they can greatly improve the segmentation performance compared to the vanilla architecture.

2 AVAILABLE DATA, PREPROCESSING AND POSTPROCESSING

For experiments, 14 micro-CT datasets of mouse embryos in 17.5-th day of development were avail-
able. Three of the mice were mutants, the rest of them were wild types. A voxel was always isometric,
however, voxel size depends on the given dataset (4.5µm to 6.2µm). The median size of the micro-CT
data was 1348×1916×1419. For each dataset, a binary mask defining the craniofacial cartilage was
available (see Figure 1 and Figure 2a for a better understanding of the segmentation problem).

Before the network’s offline learning, several preprocessing steps were performed. Firstly, to provide
enough global information to the network, data were four times downsampled in the xy plane. After
the downsampling, slices for each dataset were center cropped or padded to 320× 448 size in order
to unify the size of slices for different datasets [6]. Next, a window-level transformation was applied
on the whole 3D image data to enhance the contrast between tissues (Figure 2). Finally, the 3D image
data were normalized using z-score.

(a) (b) (c)

Figure 2: Example of the original slice with the craniofacial cartilage bounded in red (a), the same
slice after the downsampling and padding to the 320×448 size (b) and after the contrast enhancement
(c). Also, it is shown that the input size to the original V-Net (solid blue) was replaced by 256×256
size (solid green) in the xy plane which leads to major improvements in the segmentation of the
problematic parts (orange arrows). Finally, it is demonstrated that without downsampling, the network

would see only limited global information (dotted blue and green) insufficient for good results.

As the network performs piecewise segmentation, the pieces (patches) of predictions had to be put
together in the postprocessing phase. Supposing algorithm taking care of dividing to patches, exactly
reverse algorithm was used for assembling them. After that, upsampling by the factor of four was per-
formed in the xy plane to obtain an estimate of the craniofacial cartilage segmentation in the original
resolution.

3 BASELINE NETWORK AND LEARNING

The baseline network (Figure 3a) was inspired by V-Net [7] that was further modified to be more
suitable for the given segmentation problem:

1) V-Net’s input size is designed for small compact objects of interest which is not a case of the cran-
iofacial cartilage. Thus, the input size was changed from 128×128×64 to 256×256×24 (Fig-
ure 2) implying sufficient global information in the xy plane as well as the presence of surrounding
slices providing local information. With this arrangement, the 5th level was omitted from the ar-
chitecture since the depth size in the 4th level was only 3.

2) Supposing only two prediction classes (craniofacial cartilage versus background), the softmax
activation function was replaced by the sigmoid one for simplicity.
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3) Assuming patches with very different contents, it is crucial to have sufficient batch size for effec-
tive learning. In V-net the decoder has twice as large capacity than the encoder which is rather
unusual in the literature. Regarding this fact, the decoder capacity was experimentally reduced
to the encoder one, which did not lead to decrease in training results. Therefore, the architecture
was adjusted to have the same capacity in the encoder and the decoder part implying a bigger
possible batch size and also a smaller chance of overfitting.

To prevent overfitting even more, data augmentation (random flipping, shifting, zooming and noise
addition) was performed as well as weight decay. Nevertheless, even though the augmentation is
beneficial for the final testing results, these more difficult inputs frequently caused trapping in lo-
cal optima at the very beginning of training. This early-stage divergence phenomenon is identified
in the literature and may be easily suppressed by a learning rate warmup strategy [4]. Specifically,
the learning rate was linearly increased from zero to the required learning rate for a few initial steps
implying a more careful movement in the optimization landscape as well as avoiding the divergence
at the beginning of training. As far as the weight decay is concerned, it was proved that implement-
ing weight decay through L2 regularization is inaccurate regarding adaptive learning rate optimizers
as the parameters with bigger gradients are less regularized [5]. For that reason, the widely used
Adam optimizer was replaced by AdamW [5] that penalizes the norm of all parameters equally.

(a) (b)

Figure 3: Comparison of the baseline CNN architecture (a) and the enhanced one (b). Hyperpa-
rameters of learning: batch size 8, Tversky loss (FN weight 0.7), AdamW (weight decay 1e−6),
learning rate warmup from 0 to 1e−4 (initial 250 batches), after that decaying the learning by e−0.15

each epoch.

4 NETWORK OPTIMIZATION

The baseline architecture was further optimized (Figure 3b and Graph 1) by incorporating the follow-
ing architectural techniques:

Atrous spatial pyramid pooling In order to compensate the removal of the 5th level from V-Net
and to add even more multi-scale information an atrous spatial pyramid pooling (ASPP) module [1]
was placed in the lowest level of the CNN architecture. Proposed ASPP includes 1×1×1 convolution
as well as a series of 3× 3× 3 convolutions with various dilation rates (1, 2, 4, 8) in the xy plane
(no dilation was used for z axes since the depth size was only 3 in that level).

SELU activation function Scaled exponential linear unit (SELU) [3] is an activation function de-
signed to have a so-called self-normalizing property mitigating the internal covariate shift problem.
A great advantage of SELU over the other normalization techniques is no need for hyperparameter
tuning as well as no dependency on the batch size.

Multi-output supervision To ensure more stable learning and a high quality of the features in the net-
work’s whole depth, the learning was dependent on the Tversky loss in all levels of the CNN ar-
chitecture. To compensate various sizes of predictions in each level, the final loss was computed
as the weighted average of the individual losses.
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Dense blocks In each CNN architecture level, dense connections [2] were added to reuse the ex-
tracted features as much as possible.

Graph 1: 7-fold crossvalidation results mapping the optimization process. The components
on the y axis were added to the architecture in the previous step (e.g. SELU boxplot was created
using baseline architecture with ASPP and SELU). Also, the comparison with the previous research

(U-Net, chosen set of testing samples [6] represented by empty points) is depicted.

5 CONCLUSION

Based on a search of literature, the network learning as well as the architectural improvements were
proposed raising the median of Dice coefficient from 69.74 % to 80.01 %. According to the results,
in case of the oblong structures (such as the craniofacial cartilage) it is more advantageous to use
a slice by slice segmentation instead of the 3D piecewise segmentation. Nonetheless, it was justified
that the advanced architectural modifications remarkably improved the CNN performance, thus, we
highly encourage to exploit them more in further research. Also, the proposed optimization process
can be easily applied in U-Net and probably improve the benchmark for the given segmentation
problem.
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Abstract: Here, we present the first insight into the Gram-positive, promising polyhydroxyalka-

noates producer Aneurinibacillus species H1. Both static and dynamic properties are described in 

this paper with the aim on identification of pathways occurring in the organism. The genome con-

sists of a circular, 3,663,644 bp long chromosome and contains 4,654 protein-coding sequences and 

129 RNAs in total. The GC content is 44.8%. Functional properties identification showed that CDS 

divide into 26 categories with the most prevalent Amino Acids and Derivatives group. Pathways 

inference revealed 201 pathways. The most represented group is metabolic pathways, which is fur-

ther divided into 12 groups.  

Keywords: PHA, genome assembly, pathway, protein-coding sequences 

1 INTRODUCTION 

With the increasing pollution of the planet by waste, such as plastics as one of the biggest sources 

of waste, new ways must be found to avoid it. The pollution may be significantly reduced by re-

placing these harmful materials with environmentally friendly ones. Polyhydroxyalkanoates (PHA) 

are polyesters, also labelled as biodegradable plastics, produced by microorganisms such as Aneu-

rinibacillus species H1 [1]. This thermophilic, Gram-positive bacterium can synthetize PHA as in-

tracellular granules to store unused energy.  

Although Aneurinibacillus sp. H1 is a promising bacterium in a way of PHA overproduction, al-

most nothing is known about its genomic and phenotypic properties. The genome assembly data is 

not available; functional properties such as information about metabolic pathways is missing as 

well. Therefore, we present the first insight into the genome as well as its static and functional 

properties.  

2 MATHERIALS METHODS 

2.1  GENOME ASSEMBLY AND ANNOTATION 

The genome assembly was based on the sequencing data. The DNA sequences were obtained using 

the Oxford Nanopore technology, especially the MinION platform [2]. At first, reads were base-

called using the Guppy basecaller v3.4.4 [3] and quality of the reads was checked by pycoQC 

v2.5.2 [4]. In the next step, the long-reads assembler Canu [5] was used to assemble individual 

reads. Finally, the sequence was polished using two tools. Firstly, the Racon [6] was used to create 

the initially polished assembly, and subsequently, the medaka [7] tool generated the final polished 

genome. The PAF files necessary for the polishing step were generated using minimap2 [8]. 

The assembled sequence was stored into a fasta file. Subsequently, the file and the RAST Server 

[9] were used for the genome annotation, such as identification of protein-coding sequences (CDS), 

RNAs, as well as genome length or GC content. 
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2.2 FUNCTIONAL ANNOTATION AND PATHWAYS IDENTIFICATION 

Functional categorization of the genome features was done using the BlastKOALA [10] as well as 

the KO entries assignment. For visualization of the results, the SEED Viewer [11] was used. In a 

way to identify metabolic pathways in the bacterium, the KEGG Metabolic Analysis was done us-

ing the SEED Viewer and the KEGG Mapper [12].  

3 RESULTS AND DISCUSSION 

3.1 GENOME OVERVIEW  

Genome of the Aneurinibacillus species H1 was reconstructed from 372,378 reads containing 2.7 

billion bases in total. A median read length was 3,320 bases and a median Phred score corresponds 

to the value Q ≈ 9.6.  

The whole assembly process resulted into the assembly consisting of one circular chromosome 

with a coverage exceeding 731×. The genome size is slightly above the average of gram-positive 

bacteria [13] with 3,663,644 bases but it is of the order of magnitude corresponding. The GC con-

tent with a value 44.8 corresponds to the gram-positive bacteria average. In the genome, a total 

number of 129 RNAs was discovered.  

The number of CDS is 4,654 of which 1,977 functional parts were identified as identical to the 

model organism Bacillus subtilis subsp. 168. This information will help in next research of the An-

eurinibacillus sp. H1, as almost half of processes can be studied on the well-described bacterium 

instead of conducting new laboratory experiments. Genomic properties are shown in the Figure 1. 

 

Figure 1: A chromosomal map of the Aneurinibacillus sp. H1 genome. The first (red) and second 

(blue) outermost circles represent CDSs on the forward and backward strands, respectively. The 

third circle (grey) represents pseudogenes. The inner circles represent the GC content and GC 

skew. 
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3.2 FUNCTIONAL PROPERTIES AND IDENTIFIED PATHWAYS  

Protein-coding sequences were classified into 26 functional systems. In total, 1,006 CDS were as-

signed to particular categories. The most prevalent group with 21% of assigned CDS is the “Amino 

Acids and Derivatives” category, followed by the groups “Carbohydrates” with 12%, “Protein Me-

tabolism” corresponding to 11%, and “Cofactors, Vitamins, Prosthetic Groups, Pigments” group 

with 10% of all assigned protein-coding sequences. The Figure 2 displays all discovered groups 

together with the percentage. 

 

Figure 2: A pie chart of the Aneurinibacillus sp. H1 functional properties. 

Aneurinibacillus species H1 was associated to 201 pathways according to the KEGG encyclopedia. 

The most pathways belong to metabolism. In the metabolism category, 12 groups were discovered, 

each of them is divided into several subgroups. Individual groups together with a subgroup exam-

ple (along with the KO entry and the number of associated processes) are shown in the Table 1. 

Map of bacterium´s metabolic pathways is displayed in the Figure 3. 

Besides metabolic pathways, bacterial properties were also assigned to the pathways “Genetic In-

formation Processing”; “Environmental Information Processing”; “Cellular Processes”; or “Organ-

ismal Systems”. 

Table 1: Metabolic pathways associated with the Aneurinibacillus sp. H1 bacterium according to 

the KEGG encyclopedia.  

Global and overview maps Metabolism of other amino acids 
01100 Metabolic pathways (566) 00410 beta-Alanine metabolism (8) 

01110 Biosynthesis of sec. mets. (243) 00430 Taurine and hypotaurine metabolism (5) 

Carbohydrate metabolism Glycan biosynthesis and metabolism 
00010 Glycolysis / Gluconeogenesis (25) 00540 Lipopolysaccharide biosynthesis (1) 

00020 Citrate cycle (TCA cycle) (21) 00541 O-Antigen and sugar biosynthesis (13) 

Energy metabolism Metabolism of cofactors and vitamins 
00190 Oxidative phosphorylation (41) 00730 Thiamine metabolism (14) 

00195 Photosynthesis (8) 00740 Riboflavin metabolism (7) 

Lipid metabolism Metabolism of terpenoids and polyketides 
00061 Fatty acid biosynthesis (10) 00900 Terpenoid backbone biosynthesis (12) 

00071 Fatty acid degradation (9) 00981 Insect hormone biosynthesis (1) 
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Nucleotide metabolism Biosynthesis of other secondary metabolites 
00230 Purine metabolism (39) 00940 Phenylpropanoid biosynthesis (1) 

00240 Pyrimidine metabolism (28) 00950 Isoquinoline alkaloid biosynthesis (1) 

Amino acid metabolism Xenobiotics biodegradation and metabolism 
00250 Alanine, aspartate and glutamate (26) 00362 Benzoate degradation (14) 

00260 Glycine, serine and threonine (26) 00627 Aminobenzoate degradation (6) 

 

 

Figure 3: A map of all metabolic pathways discovered in the Aneurinibacillus sp. H1. 

4 CONCLUSIONS 

In this study, we revealed basic genomic and phenotypic properties of the polyhydroxyalkanoates 

producing bacterium Aneurinibacillus species H1 with the aim to discover pathways occurring in 

the bacterium. 

In the first part, we described static bacterium´s properties. As the genome was not published yet, 

we assembled the complete genome in the first step, for which we used Oxford Nanopore, MinION 

sequencing data. The assembled genome consists of one circular chromosome with the size of 

3,663,644 bases. The genome contains 4,654 protein-coding sequences in total, 129 RNAs and the 

GC content is 44.8. Comparing to the average of Gram-positive bacteria, the size is slightly above 

an average 2.53 Mbp, but GC content on average 49.4, which indicates that the genome has been 

assembled correctly. Nevertheless, average sequencing quality of Nanopore sequencing is around 

90 % and polishing the sequence with Illumina sequencing data is needed before the genome can 

be reliably compared to other strains. 

Description of functional properties of the Aneurinibacillus sp. H1 bacterium was the second part 

of this study. We classified in total 1,066 protein-coding sequences into 26 groups with most preva-

lent group Amino Acids and Derivatives. In the last step, we identified pathways occurring in the 

bacterium according to the KEGG encyclopedia. The pathways inference revealed 201 pathways 

with the most represented metabolic pathways divided into 12 groups.  
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Abstract: Intracranial hemorrhages represent life-threatening brain injuries. This paper presents two
state-of-the-art object detection systems (Faster R-CNN and YOLO v2) which are trained to localize
and classify hemorrhages in axial head CT slices by providing labelled rectangular bounding boxes.
Publicly available datasets of head CT data and ground truth bounding boxes are used to evaluate and
compare the performance of both detectors. The Faster R-CNN shows better results by achieving an
average Jaccard coefficient of 58.7 %.
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1 INTRODUCTION

Intracranial hemorrhages (ICHs) represent critical medical event as they belong to life-threatening
brain injuries with high incidence (25 cases per 100,000 persons per year), which can originate in
physical trauma or other non-traumatic causes (hemorrhagic stroke) [1]. According to its location,
there are five types of ICH: intraparenchymal (IPH), intraventricular (IVH), subdural (SDH), epidural
(EDH) and subarachnoid hemorrhage (SAH).

Significance of this pathology is given by the risk of lasting severe consequences and high mortality
(40 %), hence early and accurate diagnosis is crucial [2]. The x-ray computed tomography (CT) is
the most frequent ICH diagnostic method, however, the traditional examination of 3D CT data by
radiologists is either time-consuming and requires high level of concentration. Nowadays, computer-
aided diagnosis (CAD) systems are being developed to reduce the examination time and to prevent
possible omissions in case of small or indistinct bleedings [3].

Novel deep learning methods have become state-of-the-art in many applications including image
analysis. Several approaches for analysis of ICH in brain CT data using convolutional neural net-
works (CNN) have been recently published. In some papers [4, 5] simple 2D classification CNN
is used for ICH detection and classification. Some authors use combination of 2D CNN architec-
ture with other methods to extend the detection and classification results to whole 3D scan. In these
cases, random forests [6] and recurrent neural networks (long short-term memory - LSTM) [3, 7]
were used for the extension. More precise localization of ICH is done by segmentation. The authors
in [8] proposed method using U-Net-like architecture, but the ICH type is not determined. A cascade
of classification CNN ahead of a segmentation fully convolutional network was used in [9]. In [2]
authors proposed mask R-CNN model for ICH segmentation. Although precise voxel-level segmen-
tation might be favourable for a radiologist, training of such algorithms demands voxel-level annota-
tions. Gaining of such annotations for sufficiently large dataset is, however, very time-consuming. In
[10] a set of 2D CNN-based classifiers with cascade-parallel architecture was proposed, that enables
ICH classification and localization by labelled 3D bounding box (BB).

116



In this paper, two automatic methods for the localization and classification of ICHs are proposed and
compared. In comparison to other recently published methods, two detection networks are trained
to predict labelled 2D BBs for a delineation of the bleedings and for the ICH types determination in
axial slices, using publicly available datasets of images and annotations. Such an automatic method
might lead to a significant decrease in the duration of the diagnostic process (manual detection can
take more than 5 minutes) and false negative diagnostic conclusions.

2 METHODS

The combination of a CNN and a region of interest prediction network has recently proved to be an
efficient solution to object detection [13, 14]. Thus two state-of-the-art detection networks are chosen
to localize and classify ICHs in axial slices of a CT image.

2.1 EXPERIMENTAL DATA

The head CT data from the publicly available dataset CQ500 [6] was used with respect to several
conditions: only non-contrast soft tissue kernel series with thick slices (3 mm or more) containing
at least one type of hemorrhage were chosen (191 CT scans). The dataset is, however, imbalanced,
considering the amount of data with different ICH types. In case of EDH, the amount is insufficient
(only 13 scans). Manually extracted axial slice-level bounding box annotations marked by three
neuroradiologists are obtained from BHX dataset [11] publicly available on the PhysioNet [12].

A simple pre-processing is applied on individual axial slices of the 3D image in the form of contrast
enhancement with respect to three special radiological windows (i.e., brain, subdural and bone) to
form three-channel input into the detection networks. The slices are resized to the size of 224×224
pixels.

2.2 DESIGN OF DETECTORS

Two modern detection network architectures are chosen for the purpose of ICH localization and classi-
fication: Faster R-CNN [13] and YOLO v2 [14]. Both networks consist of a feature extraction CNN
and a detection part. Faster R-CNN uses a region proposal network (RPN) to generate region pro-
posals from the feature space, that are then refined and classified [13]. YOLO v2 is a single neural
network applied to the full image which divides an image into regions and then predicts BBs and
classes for them [14]. Both architectures provide results in the form of labelled rectangular bounding
boxes denoting the precise positions of the ICHs in the image.

Table 1: Training options for both detection networks: number of epochs, mini-batch size, L2 regu-
lation factor and learning rate drop period with the factor of 0.1

.
Epochs Mini-batch L2 reg. lr. drop

Faster R-CNN 24 12 0.0005 15
YOLO v2 35 42 0.0005 30

2.3 IMPLEMENTATION DETAILS

The proposed methods were implemented in Matlab. For both detectors, ResNet-50 [15] pre-trained
on the ImageNet database was used as a feature extraction CNN. The training dataset consisted of
axial slices from 80 % of the available CT scans. An augmentation of the training images is applied
in the form of slight rotation, translation, crop, scaling, reflection, and random noise adding. The
Adam optimizer [16] with an initial learning rate of 0.001 (β1 = 0.9 and β2 = 0.999) was used for
training of both networks. Other training parameters are shown in Table 1.
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Figure 1: The visual display of predicted labelled BBs (blue) compared to ground truth (red)
together with the IoU value (in the right upper corner). A – BB of IPH matching well with the ground
truth, B – results of SDH localization on both sides of the head with the total IoU for both bleedings,
C – two localized SAH bleedings, D – poorly localized SDH with insufficient overlap of the BB and
the ground truth, E – localization of multiple hemorrhage types in one slice with the total IoU for both
types jointly.

3 RESULTS AND DISCUSSION

Axial slices from twenty percent of the available CT scans were randomly selected for the evaluation
of the detection models regarding the distribution of individual ICH types in the training dataset.
The Jaccard coefficient (known as the intersection over union – IoU), which expresses the relative
overlap of the ground truth and predicted BB, was chosen as the evaluation metric together with the
sensitivity (Se) and the positive predictive value (PPV). To determine the number of true positive
(TP), false positive (FP) and false negative (FN) results, threshold value of the IoU was chosen as
0.4 IoU taking into account the properties of the metric – a slight difference in the position of BBs
leads to a distinct decrease in the IoU value, although subjectively it seems to be a correct localization
(Fig. 1 B C D).

Table 2: Achieved results of the proposed detection networks on the testing dataset and their com-
parison to recently published 3D BB predicting method. The second row represents relative amount
of the ICH type among the testing images – the bold value (multiple types might be present in an
image). The sensitivity (Se) and positive predictive value (PPV) are calculated with a threshold value
of 0.4 IoU. The bold values in the last column represent the average value through all the testing
images.

IPH IVH SDH SAH Total ICHs
cases 32 % 5 % 61 % 29 % 766

Faster R-CNN
IoU [%] 67.4 60.9 62.4 47.4 58.7
Se0.4 [%] 78.0 69.5 74.9 49.6 69.1
PPV0.4 [%] 82.2 80.8 79.0 62.5 76.5

YOLO v2
IoU [%] 59.7 53.8 54.3 41.6 49.1
Se0.4 [%] 71.3 60.0 61.6 28.6 57.3
PPV0.4 [%] 82.3 60.0 80.7 31.9 69.9

Nemcek et al. [10]
IoU [%] 59.0 53.5 43.2 52.5 53.7
Se0.4 [%] 65.0 62.5 44.4 50.0 57.3
PPV0.4 [%] 81.7 83.3 78.0 61.5 77.1

Regarding the achieved results (Table 2), the Faster R-CNN shows better ability to correctly locate and
classify ICH, than the YOLO v2. However, considering the achieved sensitivities of both networks,
it is evident that the FN cases may occur, thus the ICHs are not detected, or more frequently, the
localization is inaccurate (Fig. 1 D). Despite the insufficient overlap, such a result would be highly
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beneficial for a radiologist as it would call the attention to the bleeding. In comparison to 3D BB-
predicting method published in [10], Faster R-CNN generally achieved better results (Table 2).

The detectors can localize and classify various ICH types even in one slice (Fig. 1 E) despite their
different sizes, shapes, and positions. The high variability of shapes and possible locations of SAH
(Fig. 1 C E) probably affected the detection results (Table 2) of both detectors in comparison to other
ICH types.

The trained detectors show an ability to roughly delineate and classify the bleeding, and thus they
might minimize the chance of missing an ICH by oversight. The process of manual ICH diagnos-
tics consists in axial slices evaluation, hence the 2D BB-based localization in individual axial slices
appears to be convenient for radiologists. In contrast to 3D BB output (as in [10]), 2D BBs may
delineate the superior and inferior margins of one bleeding more precisely. Moreover, both real-time
object detection systems provide very fast performance. [13, 14] An implementation of such an algo-
rithm in a CAD system might lead to a distinct decrease in diagnostic time, hence, to saving lives or
preventing from lasting consequences.

4 CONCLUSION

This paper presents an implementation of two automatic ICH localization and classification systems,
that provide labelled 2D rectangular bounding boxes as an output. Two state-of-the-art object detec-
tion networks (Faster R-CNN and YOLO v2) were trained, evaluated, and compared using publicly
available datasets of head CT image and annotations. An average Jaccard coefficient of 58.7 % was
achieved by the Faster R-CNN, that globally showed better results on the available dataset.
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Abstract: The adaptive optics images capture limited field of view. Nevertheless, the quantitative
retina assessment requires analysis over extended areas captured by images on various retina posi-
tions. The fully automated method for image registration and montaging is presented. The method
utilizes scale invariant feature transform (SIFT) for feature extraction from preprocessed images.
The method is tested on 200 images of normal healthy patients. The montages of 20 eyes were cre-
ated and evaluated by normalized mutual information metrics and the results showed high alignment
accuracy.
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1 INTRODUCTION

Adaptive optics (AO) technology offers high resolutions retinal imaging. The wavefront sensor and
deformable mirror measure and correct optical aberrations present in the optic path of the human eye
[1]. Thus the resolution near diffraction is reached and individual retinal cell types, such as ganglion
cells, photoreceptors and retinal pigment epithelial cells are visible in vivo [2, 3]. The structure and
function of retinal cell observation are possible to utilize as a relevant marker of pathological retinal
changes or disease monitoring [1, 4, 5].

The AO imaging struggle with a limited field of view, typically of size 4◦ by 4◦, which corresponds
to approximately 1.1 mm2. Nevertheless, larger retinal area acquisition is necessary for the com-
prehensive examination, thus multiple adjacent images must be acquired across overlapping retinal
regions and montaged to cover a larger retina area. The montage requires accurate registration of
individual adjacent images. Generally, the montage can be created in Photoshop (Adobe Systems,
Mountain View, California) [6], ImageJ (National Institutes of Health, Bethesda, Maryland) [7] or
other programs based on manual registration. However, this approach is highly time-consuming,
requires an experienced evaluator, and is moreover complicated by image noise, blur, and contrast
variability across images.

Several automated solutions for adaptive optics scanning laser ophthalmoscopy (AOSLO) image mon-
taging have been published. The registration part of montaging is mostly based on image transforma-
tion estimation from detected specific features [8, 9, 10, 11]. Li et al. [9] used principal component
analysis-scale invariant features (PCA-SIFT) to match horizontally AOSLO adjacent images. The
outlier features gained by SIFT are eliminated by the random sample consensus (RANSAC) algo-
rithm. The horizontally montaged images have inhomogeneous illumination, thus were registered in
one wide-field montage by cross-correlation. Inspired by this approach, an automated algorithm for
AOSLO images was developed by Chen et al. [10]. The registration accuracy was evaluated by two
metrics - normalized cross-correlation (NCC) and normalized mutual information (NMI). Later, the
same group [11] published an approach, where the SIFT features detection is replaced by finding the
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center locations of the cones.

This paper describes an automated method for AO image registration into montage upon the method
presented by Chen et al. [10] for AOSLO image montaging. The method is adapted for AO data,
which in comparison with AOSLO images, have a larger field of view and therefore have lower
resolution. Also, an AO image is acquired by a flood illumination camera, in contrast to an AOSLO
image, which is raster scanned across the retina and thus its contrast varies more than the contrast of
the AO image. The method results are evaluated by NMI metric.

2 MATERIALS AND METHODS

2.1 AO IMAGE ACQUISITION

The images were acquired by AO retinal camera with flood illumination (rtx1, Imagine Eyes, Orsay,
France). The size of each retinal image is 1500×1500 pixels and field of view 4◦×4◦. AO images
were obtained from both eyes on 10 normal healthy subjects. From each of twenty eyes were acquired
10 images, which correspond to different retinal locations. One image is focused on the center of the
fovea, afterward three images in the temporal direction from the fovea area and two images in each
meridian (nasal, inferior, and superior) are acquired. The step between images was chosen to 2◦for
sufficient overlap of adjacent images (see an example of final montage in Figure 3 - b). Based on the
acquisition approach, the preliminary position of each image is known, but is not sufficiently accurate
for image montage, due to minor eye movements and unstable eye fixation (see Figure 2 - a).

2.2 PROBLEM FRAMEWORK AND PREPROCESSING

The AO image capturing the fovea area defines the origin of the coordinate system for each eye and
all other images from an eye are registrated to that central image or to one of adjacent overlapping
images, which is the closest to the central position and thus is already registered in the previous
iteration.

The overlapping parts from reference xre f and moving image xmov are cropped and shown in Figure1.
The images are characteristic by inhomogenous blur and also darker and lighter areas, which typically
corresponds to vessel areas and adjacent light-reflective photoreceptor groups, respectively. The blur
variability across images differs, as is shown in Figure1 - a,b, and thus complicates the registration.
Hence the local blur effect in images is suppressed by an averaging filter with a window of size 15. In
opposite, the darker and lighter areas are affected by blur barely and mutually correspond in images.
Therefore the histogram equalization is used to highlight these areas in xre f and xmov.

In the next step the characteristic image features, similar for both images, are detected to find an
alignment transformation between the xre f and xmov.

2.3 SCALE INVARIANT FEATURE TRANSFORMS (SIFT)

Correct and accurate transformation function determination is dependent on the detection of similar
key locations as characteristic features in both images. The SIFT algorithm [12] is utilized for identi-
fying these characteristic features, due to its advantage in robustness to illumination and local affine
distortions. The features from xre f and xmov are matched to corresponding pairs and the Euclidean
distance between two feature locations in each pair is computed. Obtained matching features are
shown in Figure 1 - c,d as lines connecting the green points, which denotes the feature position. As
is shown, numerous points are matched incorrectly. Thus the Euclidean distance of each match is
rounded to tens and then the matches with Euclidean distance, which have the highest incidence, are
considered as correct and used for computation of transformation matrix. The correct matches are
denoted in Figure1 by red lines. In transformation is considered the influence of shift, rotation, and
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(a) (b) (c) (d)

Figure 1: Overlapping parts from (a) reference imagexre f and (b) moving image xmov with zoom in
areas, which highlight blur variability. Second set of images show detected features, marked by green
points determining position and matched by blue lines in (c) xre f and (d) xmov. The red lines denotes
correct matches used for transformation matrix computation

scaling. The moving image is transformed by a computed transformation matrix and thus is registered
to the coordinate system.

2.4 ALIGNMENT ACCURACY

The registration accuracy assessment is based on image intensities in the overlapping regions. The
normalized mutual information (NMI) [13] is used for image similarity evaluation. This metric is
robust to systematic intensity variations, therefore is suitable for AO images. The measure is given
by

NMI =
H(X)+H(Y )−H(X ,Y )√

H(X)H(Y )
, (1)

where H(X) and H(Y ) are computed from marginal and joint probability density of the possible
image intensities in images X and Y. NMI ranges from 0 to 1, where 1 represents perfect alignment.

3 RESULTS AND DISCUSSION

Each of 9 of 10 images from an eye was registered (1 image capturing fovea is allocating origin of the
coordinate system). The registration was performed by transformation matrix determined by matched
SIFT points. The example of image matching is shown in Figure 2. The images shows xre f and xmov

overlaid in different color bands. Gray regions in the composite image show where the two images
have the same intensities. Magenta and green regions show where the intensities are different. Figure
2 - a shows the image pair before registration while Figure 2 -b shows the composite image after
application of the proposed approach. In the registered image (Figure2 - b) photoreceptors from xre f

fit to photoreceptors in xmov and the colored parts denoting the inter-image differences corresponds
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to intensity variability between images. The overlaid is averaged and shown in Figure 3 - a. The
example of 10 image montage is shown in 3 - b.

(a) (b)

Figure 2: (a) Overlap of xre f and xmov on preliminary defined position without registration. (b)
overlap of xre f and xmov after registration. Magneta and green regions denotes the different images in
reference and moving image, respectively.

Chen et al. measured the registration accuracy via NMI. The measure on AOSLO data of normal
healthy patients was in the range 0.062-0.075. Our computed NMI, evaluated over all overlapping
regions, is 0.08±0.02, which is in comparison with results in [10] exceedingly sufficient.

(a) (b)

Figure 3: (a) Averaged image from xre f and xmov marked in (b) resultant montage of 10 images from
right eye.

4 CONCLUSION

An approach for fully automated AO image montaging is presented. It utilizes SIFT method applied
on pre-processed images. This method is fast, but typically provides a lot of incorrect matches,
which is its main drawback. Therefore, we proposed an efficient approach solving this problem by
incorrectly matches elimination based on feature Euclidean distance highest occurrence. After the
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incorrectly matched points elimination, the transformation matrix for each image is obtained and
alignment is performed. From 200 images of ten patients were created 20 montage images. The
efficiency over all overlapping regions is measured by NMI metric and is 0.08±0.02.
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Abstract: This paper presents a Software-Defined Network (SDN) cryptographic solution targeted
on high-speed smart Network Interface Cards (NICs) with an FPGA chip. This solution provides
a fast alternative method to develop network-oriented data processing cryptography applications for
an accelerator. A high-level programming language – Programming Protocol-independent Packet
Processor (P4) – is used to avoid a complex and time-consuming hardware development. The solu-
tion consists of two main parts: a library of mainly used cryptographic primitives written in VHSIC
Hardware Description Language (VHDL) i.e. a symmetric cipher (AES-GCM-256), a hash func-
tion (SHA-3), a SHA-3-based Hash-based Message Authentication Code (HMAC), a digital signature
scheme (EdDSA) and a post-quantum digital signature scheme (Dilithium), and a compiler P4/VHDL
with the support for these cryptographic components as external objects of P416.

Keywords: Cryptography, Hardware acceleration, FPGA, VHDL, Software-Defined Networks, P4

1 INTRODUCTION

Nowadays trends of a centralized architecture in Information Communications Technology (ICT)
solutions deploy central servers that receive messages from many end nodes. In order to process a
huge amount of transactions and still keep high quality of services, many functions require a speed-
up of their execution in the form of their offloading into hardware accelerators. The cryptography
primitives, addressed in this paper, are a good example of such functions. The main problem of
design and development of accelerator applications is their cost, primarily caused by the complexity
and time and knowledge demand of the whole process.

This paper presents a solution for fast development of hardware-accelerated cryptographic applica-
tions. The fast development is reached by usage of a high-level P4 language for description of a
packet-processing cryptographic application in the intelligible form. The P4 code is automatically
compiled to a configuration file (bitstream) via the Netcope P4/VHDL compiler and directly loadable
into an FPGA-based accelerator.

The solution consists of a standalone library of VHDL implementations of the basic cryptographic
components, such as AES-GCM-256, SHA-3, HMAC, EdDSA and Dilithium, and an extended com-
piler P4/VHDL with the support for these cryptographic components as external objects of P416.

2 TECHNOLOGIES

• VHDL - Very High Speed Integrated Circuits (VHSIC) Hardware Description Language, the
most popular Hardware Description Language (HDL) in Europe, is primarily used for an FPGA
programming and simulation [1],

• FPGA - Field Programable Gate Array, shortly FPGA, is a programmable logic circuit, which
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consists of three main elements: Input and Output Block (IOB), Configurable Logic Block
(CLB) and programable horizontal and vertical interconection. Each of these elements is fully
reconfigurable (programable) to achieve an expected functionality. High performance of FPGA
chips is reached by the usage of Look-Up Tables (LUT) [1].

• P4 - a high-level language designed for Programming Protocol-independent Packet Processors
is mainly used in SDN’s. Its key features are: reconfigurability, protocol independence, target
independence and in the newest version (P416) external objects. The external objects in P416
bring support for target dependent features, in this solution the cryptographic external objects
[2, 3].

3 CHOSEN PLATFORM FOR THE ACCELERATOR

In the presented solution, a high-speed smart NIC – NFB200G2QL, produced by Netcope Technolo-
gies a.s., is used in the role of an accelerator. The smart NIC contains a Xilinx FPGA chip providing
the transmition speed up to 200 Gb/s. The targeted FPGA frequency is 200 MHz. Primary parameters
of the card are summarized in the Table 1.

Table 1: The parameters of NFB-200G2QL card [4]

Network interface 2×QSFP28
PCI Express Gen 3 x16 + x16 (128 + 128 Gb/s)
FPGA chip Xilinx Virtex UltraScale+ (xcvu7p-flvb2104-2-i)
On-board memory 3×72Mb QDRIIIe SRAM / 3×288Mb QDRIIIe SRAM

4 CRYPTOGRAPHIC COMPONENTS

Our cryptographic components library consists of five specific implementations. The Table 2 summa-
rizes the resource utilization of each of the components.

HASH FUNCTION SHA-3

The Secure Hash Algorithm 3 (SHA-3) is based on the Keccak algorithm that uses a sponge construc-
tion. Our SHA-3 component implementation consists of two subcomponents: the Padding Block (the
input message alignment) and the Hash Block (the Keccak function core). The input (a message) and
output data width (a hash) are 512 bits [5, 7].

HMAC BASED ON SHA-3

The Hash-based Message Authentication Code (HMAC) component is implemented as a sequence of
two separate SHA-3 instances, described in the previous section. Our HMAC component is designed
according to the standard FIPS198-1, has the same input (a message) and output (a HMAC stamp)
width – 512 bits. The input key (KEY_0) length is 576 bits [6]. The HMAC stamp is calculated like:
HMAC(K, message) = H((K0 XOR opad)||H((K0 XOR ipad)||message).

DIGITAL SIGNATURE EDDSA

The digital signature algorithm EdDSA is a particular version of the ECDSA that considers curves in a
twisted Edwards form. This change positively affects the performance, has smaller key requirements
and the better resiliency to side-channel attacks, specifically Ed25519, which uses SHA-512 (SHA-2)
and Curve25519. The implementation incorporates all main EdDSA phases: a public key generation,
a signature creation and a signature verification [7].
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SYMMETRIC CIPHER AES-GCM-256

The Advanced Encryption Standard (AES) in this implementation has a key length of 256 bits for
a higher security level. It operates in the Galoise-Counter Mode (GCM), which provides authenti-
cated encryption. A chosen symmetric cipher, key length and cipher mode are in line with current
NIST recommendations. Our implementation of the AES-GCM-256 consists of these components:
Expansion (used for a key expansion for per-round keys generation), Encryption (provides a mes-
sage encryption), Decryption (provides a message decryption) and GCM (Galoise-Counter Mode
operation mode wrapper) [7].

POST-QUANTUM DIGITAL SIGNATURE DILITHIUM

The Dilithium is a post-quantum (quantum-resistant) lattice-based digital signature algorithm and is
one of a few candidates for the NIST Standard. The implementation consists of all underlying func-
tions, such as SHAKE-128, SHAKE-256, ExpandAq, ExpandMaskq, PowerToRoundq, MakeHintq
and Number-Theoretic Transform (NTT) functions. All of them are integrated into the main Dilithium
algorithms: key generation, signing and sign verification [8].

Table 2: The hardware resources utilization of the implemented cryptographic components after an
RTL synthesis

Component LUTs Flip-Flops Max. Frequency [MHz]
SHA-3

SHA-3 19 341 4 829 237
HMAC

HMAC 17 892 11 499 218
EdDSA [7]

Public key generation 25 830 12 317 307
Signature 31 024 16 706 307

Verification 45 420 24 762 207
AES-GCM-256 [7]

AES-256 28 389 2 596 222
AES-GCM-256 37 362 3 834 205

Dilithium [8]
Key Generation 54 183 25 236 350

Signing 68 461 86 295 333
Verification 50 460 28 354 225

5 THE NETCOPE P416/VHDL COMPILER

The Netcope P416/VHDL (NP4) compiler is a central part of the proposed cryptography acceleration.
The NP4 compiler translates a P4 source code to a VHDL code and maps it on an FPGA platform,
as shown in the Figure 1. Integration of the support for cryptographic external objects to the NP4
compiler consist of several steps: the NP4 pipeline extension, a generation of templates for various
wrappers and support components, and an instantiation of the components based on the content of
source .p4 files. The steps are described in detail in the following subsections.

.p4
source
code

p4c frontend
.json

program
tree file

Netcope P4

Midend
optimization

Backend
C++ (HLS) or HDL

generating

Synthesize
+ 

bitstream
generation

0

1

actions

P4 ➞ VHDL (from templates)

P4 ➞ C++ ➞
HLS/I++ ➞ VHDL/Verilog

.bit
firmware

IP cores
(NDK, 3rd Party)

Figure 1: Compilation process
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THE NP4 PIPELINE EXTENDED WITH C2 CONTROL BLOCK

The extended NP4 pipeline consists of the Parser (parses packet headers and a payload to separate
fields), the Match+Action (implements all the tables and performs the actions, specified in the source
code), the C2 control block (instantiates cryptographic external objects) and the Deparser (joins all
modified headers and a payload back to a resulting packet), as shown in the Figure 2.

HEADERSPARSER MATCH + ACTION C2 DEPARSER

NP4 ATOM

FIFO

P4TOP

IN_PACKET_DATA

IN_METADATA

OUT_PACKET_DATA

OUT_METADATA

MI32

FIFO

METADATA

HEADERS

PAYLOAD

HEADERS

PAYLOAD

METADATA

IN_PACKET_DATA

MI32

IN_PACKET_DATA

MI_SPLITTER

MI_ROM
(DEVICE_TREE)

Figure 2: The architecture of the extended NP4 pipeline

WRAPPERS FOR CRYPTOGRAPHIC COMPONENTS

All cryptographic components, integrated into the NP4 pipeline, have their own wrappers to ensure
the compatibility with the input and output interface of the pipeline. A general architecture of the
wrapper is shown in the Figure 3a. A wrapper integration to the C2 control block is shown in the
Figure 3b also with a FLU_APPENDER component, which appends computed results to the end of
the packet payload.

HMAC_WRAPPER

FLU_FIFO

crypto_component

PAYLOAD

HEADERS

METADATA

PAYLOAD

HEADERS

METADATA

HMAC

(a) The architecture of wrapper components

C2
control block

PAYLOADFLU_APPENDER

PAYLOAD

HMAC

WRAPPER
componentPAYLOAD

HEADERS

METADATA

PAYLOAD

HEADERS

METADATA

(b) The architecture of the C2 control block with
a wrapper component

Figure 3: Architecture schemes

THE NP4 COMPILER EXTENSION

The NP4 Compiler was extended to support cryptographic external objects with these functionalities:
processing of a .json tree file extracted from a .p4 source code, generation of wrappers for crypto-
graphic external objects, instantiation of external objects to the C2 control block (the architecture
generation) and other supporting functions.

REFERENCE USAGE OF CRYPTOGRAPHIC EXTERNAL OBJECTS IN A .P4 FILE

The NP4 provides a source code externs.p4 with declaration of currently supported external
objects shown in Listing 1.
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Listing 1: The declaration of cryptographic external objects externs.p4

extern HMACOverPayload {
HMACOverPayload();
void compute();

}

extern HashOverPayload {
HashOverPayload();
void compute();

}

6 CONCLUSION

This work describes a hardware-accelerated cryptographic solution based on a smart NIC with an
FPGA chip. It employs a high-level P4 language for a fast and flexible development of accelerated
cryptographic applications. The VHDL component library contains implementations of AES-GCM-
256, SHA-3, HMAC, EdDSA and Dilithium. The NP4 compiler was extended by a set of functions to
generate supported cryptographic components and their wrappers, and to place them inside the new
C2 control block in the pipeline based on the processed input .p4 files. Two of these components are
already implemented in the NP4 compiler as the cryptographic external objects. In future work, the
NP4 compiler will be extended by the support for more cryptographic external objects.
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Abstract: In the modern world, electronic communication is defined as the most used technology
for exchanging messages between users. The growing popularity of emails brings about considerable
security risks and transforms them into an universal tool for spreading phishing content. Even though
traditional techniques achieve high accuracy during spam filtering, they do not often catch up to the
rapid growth and evolution of spam techniques. These approaches are affected by overfitting issues,
may converge into a poor local minimum, are inefficient in high-dimensional data processing and
have long-term maintainability problems. The main contribution of this paper is to develop and train
advanced deep networks which use attention mechanisms for efficient phishing filtering and text un-
derstanding. Key aspects of the study lie in a detailed comparison of attention based machine learning
methods, their specifics and accuracy during the application to the phishing problem. From a practical
point of view, the paper is focused on email data corpus preprocessing. Deep learning attention based
models, for instance the BERT and the XLNet, have been successfully implemented and compared
using statistical metrics. Obtained results show indisputable advantages of deep attention techniques
compared to the common approaches.

Keywords: artificial intelligence, attention mechanism, deep learning, NLP, phishing filtering, text
classification, transformers.

1 INTRODUCTION

Nowadays, email is a highly effective method of electronic communication that allows people to
exchange information in the online world [1]. A significant advantage of email services is their free
availability, efficiency and intuitiveness [2]. All these aspects constitute a significant advantage in the
provision of communication services. For a better understanding of the technology’s importance, it is
necessary to mention that at the end of this year, the count of email messages has exceeded 293 billion
and the total number of email users worldwide has exceeded 4,3 billion, which is approximately
55,8 % of Earth’s population [3].

Popularity of electronic communication comes with certain security risks, for example, spreading of
unwanted emails (spamming). The core idea of spamming techniques is based on human imperfection
during their decisions-making [3]. The primary motivation of spam is to hide the attacker’s intent to
obtain sensitive data from the victim (phishing), to provide unwanted services and goods, to spread
malicious code, etc. Other problems which arise besides those already metioned are unauthorized
message reading, content modification, identity theft, etc. According to statistical analysis, the daily
count of unsolicited email messages is nearly 165 billion, which corresponds to 56,5 % of the total
number of emails [3]. It is quite clear that the popularity of email combined with its mediocre default
security enforcement make it an ideal tool for realization of efficient attacks. It is also predicted that
the number of phishing attacks is going to grow annually, and therefore issues related to ensuring
security and filtering of untrusted emails cannot be underestimated or put aside. [2]
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The world of mechanisms for detection and filtering of spam as well as the world of new spam tech-
niques evolves daily. There are a lot of different security techniques aimed to detect unsolicited
content [3]. Traditional ones are based on email’s reputation, for example, whitelisting, SMTP flow
analysis and CR systems [3]. Sometimes these techniques include different statistical methods and
provide simple content analysis, e.g., spam word detection, fingerprint based methods, decision trees,
SVM, and Naïve Bayes. It is possible to achieve up to 90 % accuracy by using mentioned methods [3].
On the other hand, many of them cannot keep up with the rapid evolution of spam techniques and
have long-term maintainability issues [1]. Furthermore, traditional spam detectors do not even try to
interpret the context of emails and are often based on trigger detection and application of predefined
rules [2]. Most advanced filtering techniques implement deep networks which analyze the lexical con-
text of incoming emails. The main advantage of applying deep learning approaches is that the filtering
system is not based on static rules [4]. The system behaves dynamically and is able to successfully
perform classification on previously unseen data. As a result, the usage of deep learning techniques
requires less time investment for maintenance while preserving a high level of accuracy [4].

2 METHODOLOGY

To apply supervised learning techniques with the motivation to create an efficient deep attention
based model for phishing detection, it is important to create a dataset called an initial corpus [4].
Final precision of neural networks is proportional to the quality of the dataset which was used during
their training process [4]. The higher the quality of the data, the higher the probability of the model.
After processing, the initial corpus is divided into separate training, validation and test data frames.
Finally, the prepared frames are used for training and testing of selected deep learning networks.

2.1 INITIAL CORPUS PROCESSING

Dataset processing, in other words corpus preprocessing, is the first integral part, which should be
done before the application of any machine learning algorithms [4]. In the case of this study, the
primary motivation is set to create a state-of-the-art spam email dataset containing the latest phishing
emails and reflecting the current state of existing obfuscation techniques. For this purpose, two dif-
ferent datasets have been chosen. The first one is called the Enron Email Dataset. It contains 517 401
raw legitimate emails (ham). It is an open source set of emails published in 2015. The second one
is a TrustPort Spam dataset. This dataset has been provided by the TrustPort company and contains
more than 720 000 raw spam emails collected between the years 2015 and 2020. Both corpuses
should be processed before the application of attention mechanisms. The data preprocessing process
has been divided into the following consecutive steps:

1. Initial data preprocessing – the primary motivation was to modify the email corpus into a suit-
able form allowing effective processing in the future. The main task was to create a set of scripts
that are able to load a byte content of emails, determine the character set, decode both the header
and the body of the message, parse them and then convert to a JSON object.

2. Data cleaning – this process involves removing inconsistent and poor quality data from the
dataset. The primary motivation is to improve the quality of the training data and as a re-
sult to precise future extraction. Both obfuscation techniques applied by the attackers and the
inconsistent emails were removed. Finally, styled text was converted to plain text.

3. Data selection – during this stage only relevant emails were selected. In the case of this study,
only plaintext data that met the language requirements were relevant. In order to select the most
appropriate data, two datasets were analyzed from a lexical point of view. English was chosen
as the primary language due to the fact that most of the spam emails was written in it (around
76 %). Also during this stage all multimedia and binary data were excluded. The HTML and
plaintext parts of each email were compared and interconnected together.
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4. Data integration – after the processing of the two datasets, it was necessary to unify their
formats and convert them into an appropriate form which allows reading, writing and modi-
fications. Consolidate form of processed data helps to unify functions to access them and, as
a result, it allows to work with the data efficiently. The CSV (Comma-Separated Values) for-
mat was chosen for this purpose. In this context, it should be noted that for efficient parallel
processing of input data, it is good practice to divide the dataset into smaller units, i.e. batches.

5. Data transformation – the data transformation is the final step in the dataset processing. It
depends on the targeted task and specifics of the network’s input layer. In this case, the trans-
formation process is affected by the embedding techniques. Spam filtering is a classification
problem [1]. It is more efficient to apply supervised learning mechanisms to get a better result.
To make such a task happen, it is necessary to add specific tags to each email presented in the
CSV. For binary classification it is enough to add two different labels (“0” for trusted emails
and “1” for spam emails) [4]. In the end, all emails were randomized and put together.

After the completion of the aforementioned steps, the total number of electronic messages appropriate
for machine learning was 1 070 186. The number of spam messages was 553 229 and the number of
ham messages was 516 957. Required time for processing of the initial corpus was 32 hours. Average
time for processing each email was 0.108 seconds. The final dataset was divided into smaller parts
containing only 25 000 entities. As a result, there were 43 CSV documents covering the full range of
emails. The structure of a CSV fragment of the dataset is shown in the Figure 1.

Figure 1: The structure of the generated CSV document of spam emails

2.2 APPLYING DEEP ATTENTION TECHNIQUES

It is important to realize that understanding of language is not a trivial task. It is not possible to
encode a text sequence linearly by using numbers that can be directly connected to the input layers
of a network. The problem of understanding and encoding of lexical meaning is called NLP (Natural
Language Processing). A major progress in this area occurred with the RNN (Recurrent Neural
Network). This approach allowed analysis of long text sequences. Today, there are a large number
of derived architectures that bring new features to the classic RNN, for instance LSTM (Long-Short
Term Memory) networks, GRU (Gated Recurrent Unit) networks, etc. [4]

Deep attention techniques, also known as transformers, are the most powerful and advanced concept
nowadays that has completely revolutionized the filed of machine learning [5]. Attention mechanisms
with the concept of transfer learning achieve better results in the NLP field compared to the traditional
approaches. These deep networks were first used in the NLP field in the context of using Seq2Seq
technique (in machine translation) and nowadays are also being used in speech recognition and image
processing [5]. Compared with the classic LSTM networks, deep transformers allow for processing
of a sequential data input not in a sequence order. It enables the network to process the input data
faster using parallel processing [6]. Classic transformer architectures are based on Encoder-Decoder
models that are based on the principles of cognitive attention [5]. In a nutshell, it means that only
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important parts of the input data are enhanced, while others are suppressed. Nowadays, the most
powerful deep attention networks are BERT, XLNet, RoBERTa, ALBERT, GPT-2, GPT-3 etc. In this
study, two types of transformer artificial networks were tested, BERT [6] and XLNet [7].

The BERT model is a network based on a bidirectional transformer. The core of the network consists
of 12 layers and contains 110 million optimization parameters. The BERT provides a generalized
AELM (Autoencoder Language Model). Word tokenization is performed by using the WordPiece
technique. The maximum length of the block is limited to 512 tokens, and each tokenized word is
represented by a vector in 768 dimensions. Word embedding is achieved by using the TWE technique
(Transferring Word Embeddings). For a better detection of semantic dependencies, the BERT uses its
MLM (Masked Language Modeling) and the NSP (Next Sentence Prediction) techniques. Training of
the generalized model was performed on a large dataset and took approximately 450 GPU days. [6]

The XLNet improves the architecture of transformers using permutation techniques. The core con-
sists of 12 encoder layers and the total number of parameters is 110 million. The XLNet provides
a generalized GLMP language model, more specifically the ARLM (Autoregressive language model).
Tokenization of the input text is achieved using the SentencePiece mechanism. The dimensional-
ity and the maximum block size are identical to the corresponding parameters of the BERT model.
In addition, the artificial network implements the PLM (Permutation Language Modeling) and the
TSSA (Two-Stream Self-Attention) techniques to achieve better results. This model used a larger
learning dataset than BERT and the training process took 2 000 GPU days. [7]

3 RESULTS AND DISCUSSION

Both models were trained on the selected part of the processed data. All emails were chosen randomly
with the motivation to cover the considerable scope of obfuscation techniques. In total, there were
three dataframes. The first dataframe was used for the training process and includes 30 000 emails.
The second one helped to validate the training process computing validation loss. This dataframe
contained 10 000 emails. The third one was not used during the training process, but it was selected
for the real testing of both networks. Its size was the same as of the validation dataframe. The final
results of the BERT and XLNet deep transformers networks are shown in the Figure 2.

Figure 2: Final precision of BERT and XLNet neural networks

Additionally, two confusion matrices were computed for a more precise comparison. They help to
identify all possible results of the classification process. The total number of correct answers for the
BERT was 9 946, while the number of incorrect predictions was 54. Going deeper into the analysis
of correct answers, there were 4 989 legitimate emails (True Negative) and 4 957 spam messages
were classified as TP (True Positive). The set of false predictions contained 14 FP (False Positive)
messages. The set of undetected spams included 40 entities FN (False Negative). The learning
time was 78 minutes and the final precision was 99,46 %. The total amount of XLNet’s incorrect
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classifications was 50. The number of correct predictions was 9 950. The number of TP, i.e. correctly
evaluated spam, was equal to 4 967. Wrong decisions were divided as follows: 20 cases belonged to
the FP and 30 to the FN. The learning time was 155 minutes and the precision was 99,50 %.

4 CONCLUSION

The main motivation of this paper was to apply the most advanced deep learning techniques. For
instance, the XLNet and BERT were used to understand the context of incoming emails and provide
efficient and precise filtering. The key differentiation of this study, among others, is the usage of the
most prominent techniques in the machine learning area, which comes with transformers, multi-head
attention mechanisms and positional encoding [6, 7]. Discussed technologies revolutionized the deep
learning area and allowed processing of the input text in a parallel manner avoiding recursion [5].
Another strength of the proposed models is their precision. It is achieved by the usage of a large data
corpus with the combination of transfer learning techniques. Both models show better results than
traditional approaches, such as the SVM, RNN, LSTM and Naïve Bayes, see papers [1, 3]. The final
accuracy of the learned BERT was equal to 99,66 % and the XLNet’s final accuracy was 99,62 %. In
addition to the created models, the output of the study is a set of automated scripts that allow end to
end raw email processing, including email preprocessing and cleaning for a more precise evaluation.
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Abstract: This paper is focused on the effective hardware-accelerated implementation of NTT (Num-
ber Theoretic Transform) and inverse NTT (NTT−1) on FPGA (Field Programmable Gate Array).
The discussed implementation is intended for the use in the lattice-based cryptography schemes, e.g.
CRYSTALS-Dilithium digital signature scheme which is one of the finalists of the third round in the
post-quantum standardization process under the auspices of NIST (The National Institute of Stan-
dards and Technology). The implementation of NTT (NTT−1) requires 1798 (2547) Look-Up Tables
(LUTs), 2532 (3889) Flip-Flops (FFs) and 48 (84) Digital Signal Processing blocks (DSPs). The la-
tency of the design is 502 (517) clock cycles at the frequency 637 MHz on Xilinx Virtex UltraScale+
architecture which makes the presented implementation to be currently the fastest one. Regarding the
inverse NTT, this is the first implementation at all.

Keywords: NTT, VHDL, FPGA, Dilithium, Montgomery reduction

1 INTRODUCTION
In recent years, there has been a significant progress in the field of quantum computing research.
Using special algorithms, quantum computers are able to solve hard problems such as the integer
factorization and the discrete logarithm much faster than conventional computers. Many of the widely
used cryptosystems with the public key that are considered to be secure are based just on the two
problems mentioned above and thus they will become breakable if a quantum computer comprising a
sufficient number of qubits is built. As a consequence of these facts, intensive research in the field of
so-called post-quantum cryptography (PQC) has started. The PQC represents cryptosystems that are
not vulnerable to quantum computer attacks. According to the currently ongoing NIST post-quantum
standardization process, ones of the most promising PQC cryptosystems are the lattice-based ones.
The algorithms of these cryptosystems perform mathematical operations over polynomials in modular
arithmetic such as additions and multiplications that can be accelerated using the NTT algorithm.

This work presents original and optimized VHDL (Very High Speed Integrated Circuit Hardware
Description Language) implementations of NTT and inverse NTT according to the reference imple-
mentation of the CRYSTALS-Dilithium digital signature scheme (shortly Dilithium) in the C pro-
gramming language [1].

2 RELATED WORK
To the best of the author’s knowledge, there are currently only two hardware implementations of the
NTT that are targeted to Dilithium. However, neither of them mention the implementation of the in-
verse NTT. Nguyen et al. [2] compare the efficiency of the HDL (Hardware Description Language)
and HLS (High Level Synthesis) implementations on the UltraScale+ architecture. Their implemen-
tation does not fully meet the reference implementation because they replaced the Montgomery re-
ductions by so called K-reductions. As a consequence of this modification, it is not possible to verify
the correctness of such design by simple comparison with the reference NTT implementation whose
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output is in the Montgomery domain. Unfortunately, they do not mention the way how they verified
their design. In the second article, Nejatollahi et al. [3] present their NTT implementation on the
Zynq UltraScale+ architecture using the HLS method which is usually much less effective in terms
of speed and pipelined processing.

3 POLYNOMIAL MULTIPLICATION AND NUMBER THEORETIC TRANSFORM
Dilithium performs operations in the polynomial ring Rq = Z[x]q/(xn+1) where n and q are two inte-
gers, i.e. n = 256 and q = 8380417 = 223 −213 +1. Using the textbook definition for the polynomial
multiplication, the achieved time complexity is O(n2). However, the polynomial multiplication ac-
celerated by the properties of the NTT reduces the time complexity to O(n logn). The multiplication
of polynomials f (x) and g(x)) using the NTT can be expressed by the following formula [5]:

f (x)×g(x) = NT T−1(NT T ( f (x))�NT T (g(x))),

where � is the point-wise multiplication. The NTT can be used only for the q = 1mod(2n) [5].

3.1 NTT
The NTT is a generalization of the discrete Fourier transform, which is carried out in a finite field
instead of complex numbers. Assuming a polynomial f (x) with coefficients ( f0, f1, ..., fn−1) and
their representation in the NTT domain ( f̂0, f̂1, ..., f̂n−1), the transformations can be expressed by the
following formulas [4]:

f̂i =
n−1

∑
j=0

firi jmod(q), i = 0,1, ...,n−1,

fi =
1
n

n−1

∑
j=0

f̂ir−i jmod(q), i = 0,1, ...,n−1,

where r = 1753 is the 2n-th primitive root of unity in modulo q arithmetic [5].

3.2 MONTGOMERY REDUCTION

Montgomery reduction is the computation of xR−1 modm. The computation of xmodm is performed
in two successive Montgomery reductions and a one intermediate multiplication by R2 modm. The
algorithm for one Montgomery reduction u = xR−1 modm is following [4]:

m̃ =−m−1

q̃ = xm̃modR

u =
x+ q̃m

R

4 VHDL IMPLEMENTATION
The design has been implemented on a Virtex UltraScale+ FPGA from Xilinx in Vivado 2017.4.1
using the VHDL language. As the selected hardware platform and the series of the mounted FPGA
suggests, the main optimization goal of the design is speed rather than area and the chosen imple-
mentation strategy corresponds to this fact. To reach as high clock frequency as possible, pipelined
processing that reduces the size of combinational logic between two FFs is applied to the individ-
ual functional blocks. Furthermore, DSP blocks are used for almost all arithmetical operations, only
incrementations or multiplications by a constant power of two are excluded. Due to the speed op-
timization, DSP blocks are set for the maximum latency whereas the throughput is still one output
per one clock cycle. At first, individual functional sub-blocks has been implemented. In next step,
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NTT and NTT−1 components has been implemented whereas the sub-blocks has been integrated into
those two components. All the components follow the reference implementation [1] and are described
below.

4.1 MONTGOMERY REDUCTION

The component is used in the design mostly after a multiplication for the reduction of 64-bit values
to 32-bit ones. The latency is 15 clock cycles and the throughput is one output per one clock cycle.
The parameter R is set to 232 and m = q [1]. The block scheme is shown in Figure 1.

q-1

data in
[63:0]

data in shift register
. . .

valid in shift register
. . .

q

[31:0] [63:0] [63:32]
data out

[31:0]

valid in valid out

Figure 1: The block scheme of the Montgomery reduce implementation

There are two input signals, valid_in and data_in, and two corresponding output signals, valid_out
and data_out. The valid signals indicates the valid data on the input or output data bus. This sig-
nal propagates through a shift register whose length has to be equal to the latency of the component.
Whereas there is the maximum possible throughput at data bus there is no need for a backpressure
signal. All the arithmetic operations run in parallel, are pipelined and use DSP blocks. There is an-
other shift register used for the input 64-bit value and its length corresponds to the overall latency of
the multipliers. Thanks to the appropriately chosen value of the parameter R, the modulo operations
and divisions can be done effectively by simple dropping unnecessary bits from the buses.

4.2 BUTTERFLIES

The NTT and NTT−1 butterflies has been implemented by applying the same methodology as in the
case of Montgomery reduce. The latency is in both cases 24 clock cycles and the throughput is one
output per one clock cycle. The algorithm exactly follows the reference implementation [1]. The
block scheme of the components is shown in Figure 2.
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Figure 2: The block schemes of the implementation of the butterflies (left: NTT, right: NTT−1)

4.3 NTT AND INVERSE NTT
The described implementation is based on the FFT (Fast Fourier Transform) algorithm with deci-
mation in the frequency domain as it is handled in the reference implementation [1]. The transfor-
mation takes place over 256 samples, which corresponds to the calculation performed in 8 iterations
(256 = 28). Within each iteration, 128 partial transformations are calculated using butterflies. The
difference in the order of the coefficients entering this partial transformation is 128

2n−1 , where n denotes
the order of the iteration with indexing starting from 1. To compromise between the speed of cal-
culation and hardware resources, the parallelization of the calculation using 4 butterflies in a 2x2
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arrangement is deployed. This means a calculation in two iterations at the same time with two butter-
flies in each of them. The butterflies in the first iteration have to be shifted by a value corresponding
to the required difference in the coefficients of the following iteration. The reason for spreading the
calculation between two iterations is to reduce the number of output coefficients (for one iteration)
and thus minimize the number of Block Random Access Memory (BRAM) for storing intermediate
results too. Each block memory has only two ports which can be accessed at the same time and there-
fore it is needed N block memories to store 2N values in parallel regardless the memory size actually
needed. Another reason of the 2x2 arrangement is to reduce the number of interludes between iter-
ations. The order of reading the input intermediate results differs depending on the current iteration
and therefore each iteration can start after storing all intermediate results from the previous one which
is delayed due to the latency of the butterflies. [5]

BRAM
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control unit

coefficients
4x18k
BRAM

roots of unity
3x18k ROM

data in
[127:0]

data out
[127:0]

addr
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4x addr
[6:0]

split
akalaman

merge

butterflies 2x2

we

data out [127:0]

data in
[127:0]

3x addr [7:0]

Figure 3: The block scheme of the NTT implementation

The block diagram of the NTT component is shown in Figure 3. Four BRAMs are used to store input
values, intermediate results and output values. In the inactive mode, the interface of these memories
is switched by the control unit to the component interface, then inputs and outputs can be written or
read. During calculating the transformation, the memory interface is made available to the control
unit, which sets the addresses, and to the computational structure consisting of butterflies in a 2x2
layout connected to the data buses. Four coefficients are transmitted in parallel over the data bus,
which are divided between the inputs of the butterflies and merged again at the output. The last block
is the ROM memory with the roots of the unit equation (so-called roots of unity). [5]

The design of the Inverse NTT (NTT−1) component is almost identical to the NTT scheme. Only
the iterations are performed in the reverse order, and thus the distribution of the butterflies in the first
and second parallel iterations is inverse. In contrast to NTT, the Montgomery reduction of the output
coefficients is performed at the end of the whole calculation. [5]

5 IMPLEMENTATION RESULTS AND COMPARISON
Table 1 depicts the implementation results for the presented design and the aforementioned previous
works whereas the comparison can be made only for the NTT because the other works do not mention
the implementation of the NTT−1. The proposed HDL-based design needs on average 20 times
less hardware resources and is 6 times faster than the implementation of Nejatollahi et al. [3]. In
comparison to the implementations (HLS-based and HDL-based) of Nguyen et al. [2], their designs
have comparable results of the hardware utilization but they are not so much optimized in terms of
the clock frequency and the speed as the presented ones. The presented components are able to run
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at the clock frequency 637 MHz while the value reached by Nguyen et al. [3] is only 445 MHz. It
is remarkable that Nguyen et al. [2] reached exactly the same latency for the both implementation
strategies.

Table 1: The implementation results and the comparison with the other implementations

LUT FF DSP BRAM LUTRAM Frequency
[MHz]

Latency
[cycles]

NTT
This work 1798 2532 48 3.5 438 637 502

Nejatollahi et al. [3] 47332 38108 1282 2 - 199 1058
Nguyen et al. [2], HDL 1899 2041 8 2 - 445 294
Nguyen et al. [2], HLS 1977 2329 8 2 - 434 294

Inverse NTT
This work 2547 3889 84 3.5 762 637 517

6 CONCLUSION
To the best of the author’s knowledge, this work introduced the fastest and most effective hardware
implementation of the NTT and the first implementation of the inverse NTT which are the essential
and most complex functional blocks of the lattice-based PQC schemes whose implementation on
FPGA will be the next step. Using pipelined processing, the components are able to perform over
1,200,000 transformations per second with the clock frequency 637 MHz which is the highest reached
value in comparison with the previous implementations whose clock frequencies are in the range
between 199 MHz and 445 MHz.
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Abstract: The work deals with the description of creating a network simulator with a map interface
for Network Simulator 3. The first part of the work deals with the existing solution Network Animator
(NetAnim) and based on the submitted requirements, justifies the intention to create a new simulation
interface. The following is a description of the technologies and standards used to create a new
interface. The main part of the work is a description of the development of the simulator itself.
The last part of the work presents the developed interface for analysis of simulation results from the
Network Simulator 3 (NS3).

Keywords: NS3, XML, NetAnim, Python, JavaScript, Folium, Flask

1 INTRODUCTION

One of the many programs for computer network modeling is the program Network Simulator 3. The
program itself has no graphical output for visualization of the simulation results. Network Anima-
tor (NetAnim) and Python Vizualization (PyViz) are programs intended for visual presentation of
simulation results. Although both programs offer many functions, they do not offer the possibility
to present the results on a map. Locating network elements according to geographical location can
be an advantage for simulating large metropolitan networks. For this reason, a web application was
created with the possibility of presenting the results on a map. The first part of this paper deals with
the currently available programs NetAnim and PyViz, followed by a description of the function of the
newly created application.

2 USED TOOLS

2.1 NETWORK SIMULATOR 3

NS3 is a discrete event network simulator used primarily in research and for educational purposes
[1]. The first version of the Network Simulator was released in 2008. Since then, a total of three
versions of this simulator have been released. The current version is the third in a row. The software
is under GNU’s Not Unix! General Public License version 2 (GNU GPLv2) and is free to use, mainly
for research and development. The simulation modules are written in C ++ or Python. The whole
simulator consists of libraries for specific network functions. Most libraries are available for C ++,
the rest are also available for Python. However, using Python for simulation purposes is problematic.
Most libraries are for C ++ only, and there is only a basic part of the Python version. The second
disadvantage lies in the old version of the libraries, when most of them are for Python version 2.7,
which has reached the end of its life in 2020 [2].
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2.2 NETWORK ANIMATOR

The Network Animator (NetAnim) program is used for graphical interpretation of simulation results
generated by the NS3 program. The program graphically shows the behavior of the network and
shows the communication between individual network nodes. The current version of the program is
3.108. To display the network, the program uses a grid on which it places network nodes and connects
them with lines. If it is necessary to place the device on a map base, for example, for a better context
within the topology, the program allows the use of images of a map. However, this is not effective in
terms of a single map scale. Furthermore, the user is limited by the size of the grid where the network
nodes are located [3]. For this reason, the author decided to create his own alternative.

2.3 PYVIZ

NS-3 PyViz is a live simulation tool. No trace files are required for simulation with NS3. It is directly
connected to the NS3 program and displays the results immediately. PyViz is written in Python, so it
is compatible not only with NS3 projects written in Python, but also in C ++. Like NetAnim, PyViz
does not allow to plot results on maps [4].

2.4 PYTHON & FLASK

The server side of the project was written in the Python language. On the server side, the simulation
data are processed and sent to the client side. As a web server, Flask framework is used. The Web
Server is serving the webpage with a preprocessed map with all network nodes [5]. Flask is a micro
web framework written in Python. Flask is under Berkeley Software Distribution (BSD) license.
Development in Flask is straightforward and easy. Therefore, a simple web app is possible to create
in minutes. Flask is also using the Jinja template system [5].

2.5 FOLIUM

Folium is a Python library for visualizing geospatial data. In Python, Folium is as a wrapper for
Leaflet. Leaflet is a map engine in the JavaScript language. Within the project, Folium is used as a
generator of map data and places individual network nodes on the map. The map also includes city
districts as logical units of the network. Folium creates a graphical boundary for these logical units
[6].

3 DEVELOPMENT OF WEB APPLICATION

3.1 SIMULATION DATA FROM NETWORK SIMULATOR 3

The author focused on backward compatibility with the NetAnim program and uses an XML file
with simulation data, which it processes in a web application. XML files have a tree structure and
individual elements are embedded in the parent elements. In the first version of the web application,
a total of nine different elements are searched for in the XML file. The structure of XML file is
described in Listing 1.

Every element has attributes with information about nodes and the course of the simulation. The
root element contains information about the version of NetAnim (ver) for which the XML file is
intended. An important element is the node. It contains information about the node id (id) and Global
Positioning System data, which are used to place the node on the map (locX for longtitude and locY
for latitude). The third element of the node unit can be of four types. The first node unit type contains
data about the node color. The second type contains data about the position used in the NetAnim grid.
The third type contains data about descriptions. A description is used for graphical distinguishing of
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anim (main element)
nu (nodes units)
link

nonp2plinkproperties
ip

address
ipv6

address
p (packet)

Listing 1: XML file tree structure.

the type of node (router, access point). And the last type contains data about the size. Next important
node is the link. Link contains data about the connection between two nodes. It contains two IDs
of nodes that will be connected. It also contains data about the Internet Protocol Address (IP) and
the Media Access Control Address (MAC address) of both nodes. The equivalent of the link element
is the “nonp2plinkproperties” element. It contains data about wireless connection only for one side
(transmitting node). Information about IP version 4 address is in the IP element. IP element contains
the sub element’s named address. The IP address is stored as the value of an element. Therefore, it is
not an attribute, but the value of an element. For IP version 6, there is an element named ipv6. The
last element packet contains data about communication across network. The element packet has six
attributes. First attributes are ID of the node which is the author of the sent information (fID) and the
message recipient (tID). Shipping times follow as the first bit transmit time of the packet (fbTx) and
the latest bit time transmit of the packet (lbTx). Same timestamps are for receiving bits of the packet
(fbRx and lbRx).

3.2 DESCRIPTION OF THE APPLICATION BACKEND CODE

The server side of the project is consisting of three files. The first file is named pynsa.py and it is
the main file for the whole project. The second file is named map_gen.py and it is used for map
generation. The third file is named xml_parsing.py and in this file the XML file is parsed. In the
main Python file, the Flask server is running. Next, the main class includes methods for routing
specific addresses obtained from Hypertext Transfer Protocol (HTTP) requests. Particularly speaking
about /index address and /simulation_data address. When the address /index is called, the initial data
processing is started for displaying the map with the city districts. However, simulation data is not
yet included. These are then uploaded via the website by the user. The process of loading the page is
shown in Figure 1.

BrowserFlask & Python Server

Request for website

Website loading

XML data uploading

Returning processed data

Figure 1: Internal communication in the application between web interface and server backend.

Working with the map is performed in the map_gen.py class. The class map_gen.py is divided into
several methods. The methods are called depending on the input data. In the first loading page, the
simulation data is not present yet. Therefore, the map is loaded only with town districts. Creating
a town district on the map is done by the method add_districts(). The data used for town district
zones come from the Czech Office for Surveying, Mapping and Cadastre. Data was converted to
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the GeoJSON format. And with the method GeoJson from the Folium library data was applied to
the map. In future, the town districts will be used for color highlighting of the lost connection in a
specific town district. After user’s uploading the XML file, the rest of methods are used. The first
method adds the network nodes (add_network_nodes()). Using coordinates from XML, a node is
placed on the map and the icon is choosen by its description. After that, the nodes are connected
via lines representing the physical network connection (add_links()). The last thing is to add circles
representing the radio connection (add_wireless_links()). Class xml_parsing.py contains methods for
parsing XML with simulation results. Every method is used for specific elements in the XML file.
The first method parse_xml() is used for obtaining an object of XML data. From this object, other
methods get data for specific use (nodes, links, wireless links). The next method is get_nodes().
This method is creating a list of nodes for subsequent placing on the map. For information about
the physical connection between nodes the method get_p2p_links() is used. The equivalent wireless
method is get_non_p2p_links(). The last method is get_sim_data(). This method parses data about
communication between nodes. These data are used in the simulation process on the website page.
The final simulation data are sent by a Flask data channel right to the website.

3.3 DESCRIPTION OF THE APPLICATION FRONTEND CODE

For the frontend side the Hypertext Markup Language (HTML), JavaScript, and Cascading Style
Sheets (CSS) are used. The Leaflet.js file is imported for full support of the Leaflet library. For nice
looking of buttons and the whole User Interface (UI) the Bootstrap framework is used. When a user
opens the webpage of the simulator, it is possible to see maps across the entire webpage and a small
toolbar menu at the top of the page. The webpage is shown in Figure 2. There are several controls on
the toolbar. The first is a button for uploading an XML file with simulation results from NS3. When
you click the button, a dialog box appears with the option to select the XML file. After confirming
the selection, the file is automatically sent to the server and processed. Once the data is processed,
the web page is automatically refreshed and the results from the XML file are written to the newly
loaded web page.Next to the button for loading the XML file, there is a timeline of the simulation,
which in the form of a slider shows the time in which the simulation is currently located. For a more
accurate orientation, the simulation time is further listed with the label next to the time axis. To
start the simulation, next to the time indicator, there is a “Play / Pause” button to start or pause the
simulation. The last item on the toolbar is a dropdown menu with simulation speed settings. In the
basic mode, 100 ms is set for the simulation step. To adjust the time, it is possible to use the following
options: 10x, 5x, 1x, 0.5x, and 0.1x. The simulation can therefore be speeded up and slowed down
if necessary. Dynamically displayed data is controlled using the JavaScript file simulation.js. When
you click the Play button, the simulation starts. There are a series of elements called “p” (packet) in
the XML file, which correspond to the steps in the simulation. The processed simulation data sent
from the Flask server are browsed using JavaScript code and any communication is displayed on the
map. Displaying results is based on the location of nodes in the backend part. There are two IDs in
the “p” element that refer to the nodes located on the map. When processing a new simulation step,
the coordinates of the marker (node) are obtained from the markers on the map according to the ID.
Using these coordinates, both ends of the line are then positioned. A floating window was created
for simulation purposes. Only the last 20 steps of the simulation are displayed, and the others are
gradually deleted. The floating window works on the principle of the First In First Out (FIFO) queue.
Line objects are placed in a floating window, that is, an array. At each iteration of the simulation, the
line object is always deleted first from the map and then from the floating window.
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Figure 2: Website interface of created application.

4 CONCLUSION

This paper is dealing with the reasons and the creation of an alternative graphical environment for the
presentation of simulation results from the program NS3. The created application allows to present
the simulation on a map. The application is an alternative to the NetAnim and PyViz programs,
which do not allow to display simulation results on a map. The application is created in Python and
is therefore cross-platform. The application needs a Python interpreter and a modern web browser to
run. Thanks to the fact that the application has a web interface, it can be run on a remote server and
the user can access it remotely.
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Abstract: While the IoT has made significant progress along the lines of supporting its individual
applications, there are many massive Machine-Type Communication (mMTC) scenarios in which the
performance offered by any single Radio Access Technology (RAT) available today might be insuf-
ficient. To address these use cases, we introduce the concept of multi-RAT tester, which implies the
availability and utilization of several RATs within a single IoT device. We begin by offering insights
into which use cases could be beneficial and what the key challenges for mMTC implementation are.
We continue by discussing the potential technical solutions and employing our own prototype of a
multi-RAT device capable of using different Low-Power Wide-Area (LPWA) communication tech-
nologies. It is assumed that use of multiple radios simultaneously will lead to overall improvement
of communication parameters by leveraging the synergy between RATs. The novel vision enabled
by the multi-RAT concept in this work could be impactful across multiple fields and calls for cross-
community research efforts in order to adequately design, implement, and deploy future multi-RAT
mMTC solutions.

Keywords: LPWA, Multi-RAT, Industrial Internet of Things, SmartGrid, massive MTC

1 INTRODUCTION

The Internet of Things (IoT) growth gave rise to many wireless communication technologies operating
in both licensed and unlicensed bands, which are applicable also for the wireless machine-to-machine
(M2M) communication. As stated in [1], the M2M is mainly characterized by low data rates, limited
bandwidths, and relatively simpler radio devices with very low energy consumption, which contrasts
with the needs of human-to-human (H2H) cellular networks, focused on high data rates interchanged
between rather complex devices.

In spite of that, the telecommunication providers tend to utilize their existing infrastructures when
considering M2M, because not only do they already cover considerably large geographical areas,
thus eliminating the need to build new infrastructure, but they also work in the licensed bands, which
brings predictable environment properties and especially controlled interference – a parameter not
always achievable in unlicensed bands [1].

Reliability of the service goes hand in hand with its security and flexibility – the key issues to address
in any general radio communication system, especially one that includes a large number of connected
devices, referred to as massive Machine Type Communication (mMTC) [2]. A typical example of
the mMTC use case can be any smart-grid application, such as electricity meter data reading, power
line monitoring, or demand management [1]. Another example is public transport tracking. One of
the ways to enforce the technical performance requirements defined by [2] for reliability-demanding
applications can be combining existing technologies in one device together – approach known as
Multiple Radio Access Technology (Multi-RAT).
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2 UTILIZATION OF LPWAN MULTI-RAT FOR MMTC APPLICATIONS

In general, LPWA technologies have proven to be an ideal and efficient choice to satisfy mMTC ap-
plications’ needs. Thus sporadic delay-tolerant data transmission for long distances ensures extended
coverage and, at the same time, ensures high cost and power efficiency [3, 4, 5].

Each LPWA technology presents unique features, as observed from the comparison Table 1. As was
addressed by authors already in, e.g. [3, 4], those technologies utilizing unlicensed spectrum such as
Sigfox and LoRaWAN benefits from low operational expenses (OPEX). On the other hand, there is
a drawback in limited time-on-air (ToA) due to the duty cycle or need for infrastructure deployment,
thus increasing capital expenditures (CAPEX). On the other hand, mobile technologies like NB-IoT
or LTE Cat-M provide almost unlimited service with already well-built infrastructure. However, with
a trade-off in the form of extended OPEX due to the charge for the amount of transmitted data.

Table 1: Technical parameters comparison of widely used LPWA technologies in Europe [3, 4].

Sigfox LoRaWAN LTE-M1 NB-IoT1

Coverage (MCL) 159 dB 155 dB 155.7 dB 164 dB
Spectrum Unlicensed Unlicensed Licensed Licensed
Max. ERP 14 dBm 14 dBm 23 dBm 23 dBm

Modulation DBPSK (UL)
GFSK (DL)

LoRa (CSS)
FSK

QPSK,
16QAM

π/2 - BPSK, π/4 - QPSK,
QPSK (DL)

Module cost 2 $ 6 $ 20 $ 8 $

Restrictions 140 (UL), 4 (DL)
Mess. per day Duty Cycle Charged data Charged data

UL datarate 100 bps 0.3 – 50 kbps 1 Mbps 0.3 – 62.5 kbps
DL datarate 600 bps 0.3 – 50 kbps 1 Mbps 0.5 – 27.2 kbps

Max. app. payload 12 B / 8 B (UL / DL) 51 – 242 B 1600 B2 1600 B2

1 According to the 3GPP Release 13.
2 The maximum size of a Packet Data Convergence Protocol Service Data Unit (PDCP SDU).

Another comparison angle could be signal coverage. As cellular technologies provide almost ubiq-
uitous availability in urban and rural areas, there might be specific cases like mines and ships where
mobile technologies’ deployment is difficult. Here the provision of continuous connection calls for
Multi-RAT usage [3]. It is certain that for many use-cases, a single RAT is sufficient or even required
to meet the application requirements. However, there are also cases like those mentioned above that
point out that Multi-RAT solutions also have their momentum. Moreover, for certain can be said that
there is no single RAT for all mMTC use cases.

In our previous works [3, 6, 7], the large single RAT coverage measurement campaign was thrown
with an aim to evaluate coverage for Sigfox, LoRaWAN, and NB-IoT in the Brno, Czech Republic
as an example of a mid-sized European city in terms of single RAT or possible Multi-RAT usage.
The obtained results are depicted in Fig. 1. The goal was to find out the service availability at the
tram stations and overall coverage for possible use cases such as public transport tracking or smart-
meter deployments. It is important to note that the NB-IoT map is not included as all the points
were served, which indicated omnipresent NB-IoT service availability with average reference signal
receive power (RSRP) −85 dBm (good radio conditions). According to the results, it can be said that
NB-IoT provides flawless coverage but with charged data trade-off. On the other hand, there were
several signal outage areas in the case of Sigfox and LoRaWAN. See more information about the
measurement campaign in [3, 6, 7].

The measurement campaign results encouraged authors to work on a Multi-RAT solution, which
addresses a few of the mMTC use-cases that are to be widely implemented utilizing the benefits Multi-
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Figure 1: Coverage measurement campaings of LPWA technologies in Brno Czech Republic 2019.

RAT approach. The first use-case already being implemented is public transport tracking, where
LPWA technologies are ideal for data transmission of position to a remote server. Here the challenge
relies upon the continuous connection availability as addressed in our previous work [3].

The second and at the same time, the main intended use-case is, as was mentioned, smart-grid, more
precisely smart metering. This aim in the case of the Czach Republic is crucial as the selective deploy-
ment of electricity smart-meters utilizing NB-IoT and secondary RAT by 2024 is set by legislation
and currently deployed meters utilizing power line communication (PLC) and MESH technologies
are not suitable for dense deployment. This only enhances the need for a solution such as the one pre-
sented in this work. In general, smart the key performance indicator (KPI) for smart meters is not on
the side of power efficiency, but ensuring the service availability in remote areas and, e.g., delay toler-
ance with 10 s [2, 8]. Mentioned remote areas and places under the surface means signal dead-zones
for legacy systems. As for the technology most suitable for the scenario, several works addressed
this topic (such as [1]) with NB-IoT as the best choice. However, the secondary technologies could
extend the versatility for this use case in the Multi-RAT scenario.

With all this in mind, together with the fact that each application has different demands, the need for
more universal devices such as the one delivered in this work and addressed in Section 3 is clear. Now
one device able to combine all mentioned prerequisites could provide enough versatility in the form
of an all-in-one module for the applications mentioned earlier.

However, the Multi-RAT approach also brings certain drawbacks and challenges for sufficient and
optimized use. The first downside is the device cost. The use of Multi-RAT requires a more complex
device design with multiple communication modules. This inevitably increases the expenses. The
second drawback to be addressed is the power efficiency and overall performance considering effi-
cient RAT switching as was addressed in [3]. The machine-learning techniques provide an efficient
way how to handle these optimizations [5]. Authors of [9] already elaborated on power-efficiency en-
hancements utilizing reinforced-learning (LA) that could be implemented even in constrained devices
with promising results. Since the proposed design of the device considered batteryless operation, the
power efficiency is not KPI as was already mentioned, but the work has proven that LA could be a
way to go for the overall Multi-RAT operation optimization.

3 DESIGN OF MODULAR UNIT FOR DATA GATHERING AND TRANSMISSION UTILIZ-
ING MULTI-RAT APPROACH

The proposed communication unit is based on Raspberry Pi Compute module 3 (CM). As shown on
overall block schematic diagram in Figure 2, the device consists of two main boards – motherboard
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for the CM and an extension communication board, which offers two miniPCIe slots for radio com-
munication modules. The whole system seats in a compact housing with standard DIN rail mounting.

Housing with DIN rail mount

Main board

Communication board

RTCSD card slot

+5V DC main on-board
power source

2x RS232
optoisolated 2x USB 2.0

1x RJ45
Ethernet

10/100 Mbit

2x GPIO
optoisolated

On-board 
USB network card 
with USB 2.0 hub

On-board 
USB 2.0 hub

miniPCIe slot miniPCIe slot
SIM
slot

Serial&USB
interface

Screw terminal

Add-in RF card 1 Add-in RF card 2

Aux
isolated
 +5VDC
output

SIM
slot

Aux
DC/DC 

converters
snap-in
board

Debug GPIO

Raspberry Pi
Compute module 3

Ant. Ant.

Board-to-board connector

Figure 2: Block schematic diagram of the Multi-RAT communication unit.

The motherboard for the CM is flexibly designed to support mounting options for CM sub versions
and to exploit potential of its interfaces. There is a custom-built on-board USB network card with
integrated USB 2.0 hub build around Microchip LAN9514, which offers 1x 10/100 Mbit Ethernet
and up to 4 USB 2.0 ports, of which two are used for external device connectivity and one is used
as board-to-board connection with the RF board. The other interfaces were connected to separate
screw terminals, namely two optically isolated RS485, two optically isolated GPIOs, and one +5 V
DC supplementary isolated power source. The CM has been extended by an independent RTC with
12 mm coin cell battery holder and micro Secure Digital (SD) card slot.

The power is delivered via screw terminals from external power source (intended to use with auxiliary
power source of electricity meter) to the on-board custom designed main power source, which the
distributes the power to the main voltage +5 V DC branch on the board directly as well as indirectly
via supplementary snap-in power board, which supplies lower voltage levels of +3.3 V DC and +1.8
V DC.

The detachable extension board offers two standalone miniPCIe slots, each supplemented by its own
Subscriber Identity Module (SIM) card holder and LED indications as per miniPCIe spec. This brings
the true universality to the proposed Multi-RAT solution as it allows to fit any add-in RF cards of
various communication standards via one unified interface, either off-the-shelf cards or even custom-
built. As the main bus utilized to use with miniPCIe cards is the USB, there is an on-board Texas
Instruments TUSB4041I custom USB hub, which interconnects the miniPCIe slots with the main
board and on top of that one serial to USB debug interface.
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4 CONCLUSION

In this paper, we addressed the idea of Multi-RAT use for mMTC applications such as smart-metering
or public transport tracking. It is clear that there is no killer app nor single RAT that could satisfy
the demands for such a diverse set of mMTC use cases as might indicate the LPWA measurement
campaign in Section 2. Thus the need for modular communication devices, as the one carried out in
this work, capable of adopting a Multi-RAT approach is required.

Presented design in Section 3 provides flexible all-in-one solution supporting interfaces for external
devices such as electricity meter or other sensors actuators. Modular RAT interfaces in the form of
mPCIe slots enable custom setup tailored to the specific mMTC use-case needs. The above-mentioned
proved the design suitable for the diverse mMTC applications of public transport tracking smart-
meters.

The natural step in future work is to construct the device, verify its functionality with initial measure-
ments, possibly optimize the device and subsequently deploy it with RATs according to the use-case
demands. As smart metering is a hot topic now in the 2021 Czech Republic due to its intended de-
ployment of smart electricity meters by 2024, the future test’s main focus is in this area. Including
possible optimizations (as were addressed in Section 2) such as the implementation of the machine
learning technique. This approach might improve overall device performance in the form of predic-
tive transmission according to the signal quality and changes for all RATs or to lower the operational
expenses by optimized RAT switching.
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Abstract: Precipitation prediction derived from attenuation of microwave signal by absorption and
scattering of raindrops becomes modern supplementary data input for complex weather predictions.
This paper deals with the topic of estimation of data volumes incorporated in the process of data
acquisition. Description of network management protocols and its communication with the evaluation
of minimum and full data acquisition scenarios is also included. The main goal of this article is to
discuss issues related to data acquisition over network, data traffic volumes and storage concerns of
the precipitation prediction methods. The conclusion reveals limitations and trade-offs of the process.

Keywords: ICMP, SNMP, rainfall prediction, precipitation observation, microwave attenuation.

1 INTRODUCTION

In the past decades, there has been a significant effort in the research and development of radars for
weather analysis and prediction. Radars nowadays have higher resolution, but there are still limita-
tions and obstacles that decrease weather forecasts overall accuracy, i.e., lower accuracy at surface
level, issues related to complex terrain profile, and its beam blockage. Perspective idea complemen-
tary to weather radars has also been published in research [1], which proposed rain rate prediction
based on received signal level values (RSL) attenuated by raindrops within the line-of-sight (LOS).
Furthermore, this idea was developed with the focus on various methods and approaches of rain rate
estimation of microwave links (MWL) in telecommunication networks. Predictions are usually based
on commercial microwave links (CML), which are used in B2B (Business-to-Business) telecommu-
nications or as a backhaul connection of telecommunication and cellular networks [2].

The principle of proposed predictions is based on propagation impairments of radio links caused by
weather, in this case, attenuation of precipitation of the signal of point-to-point MWL, as Fig. 1
illustrates. Absorption and scattering of microwaves are caused by raindrops of a size comparable
to the wavelength of MWL. Rain attenuation varies with the size, shape and distribution of water
droplets [3].

Signal attenuation observed at the microwave unit depends on the intensity of the rain and the oper-
ating frequency. In general, higher intensity of rain leads to stronger specific attenuation at the given
frequency. Also, a higher operating frequency increases the specific attenuation at the given rain
intensity [4]. Research [5] proved that horizontal polarization shows higher attenuation than vertical.

Implementation of rainfall estimation requires tight cooperation of microwave link providers and
researchers. Prediction requires data acquisition with a sufficient sampling rate and high availability.
This technique is very promising due to already built infrastructure, where no additional costs are
required. Prediction based on evaluation of RSL of microwave link should be implemented together
with radar and rain gauges systems to increase overall accuracy due to near ground character of
rainfall observations [6].
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Figure 1: Structure of typical SNMP request/response frame.

Many research groups nowadays focus on the development of methods for more accurate weather
prediction models and data classification. However, very few estimates have been done in terms of
data load that polling of microwave units over IP network will induce. This article mainly focuses on
revealing additional data load on the telecommunication network required for data acquisition.

2 NETWORK MANAGEMENT

Monitoring of devices within the network is usually being performed by a combination of ICMP
(Internet Control Message Protocol) and SNMP (Simple Network Management Protocol).

ICMP is being used as a control and diagnostic tool for testing the availability of network devices,
error indication, measuring the latency of the network, or determining the number of hops. It runs
on a network (3) ISO/OSI layer. Many network utilities are based on the ICMP, i.e., traceroute for
determining possible routes and measuring transport delays across the IP network. Utility ping is
used for testing the reachability of network devices by commands echo request and echo reply. Ping
can provide statistical results about availability, errors, packet loss, and network response over time.

On the other hand, SNMP is classified as application (7) ISO/OSI layer protocol, which is used for
collecting information about monitored devices of IP networks and for management of such devices.
SNMP uses an organized structure in the form of variables called management information base
(MIB), which describes the system status and configuration. SNMP system consists of two key com-
ponents: manager and agent. The manager, usually the server, performs the monitoring and managing
function of the controlled network by polling. The agent is a monitored device that replies to manager
requests or sends trap messages (one-way messages from an agent to the manager).

3 MEASUREMENTS

Methods of rainfall prediction require two key parameters of the microwave units of the microwave
link: transmitted signal level (TSL) and received signal level (RSL). By evaluating the time-dependent
magnitude of TSL and RSL attenuation from the stable conditions, the rainfall can be identified, and
consequently, path-average rain rate can be calculated. In general, microwave units can provide more
detailed information about their operation, which can be later used as supplementary information for
further data analysis.
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This article focuses on real-time data access with a relatively short period of data acquisition, which
is beneficial in deep and precise rainfall predictions. Offline data which CML operators provide to
researchers usually tend to have a very coarse time resolution of approximately 5–15 minutes. Thus,
they induce prediction inaccuracies due to the averaging over longer periods.

The network management system used for these measurements runs on the Linux server, connected
to the high capacity fiber backbone network to assure high reliability and low delay of monitoring
network devices. The traffic of that interface was then captured for network analysis by the Wireshark
network protocol analyzer.

3.1 SCENARIO A: MINIMUM DATA RETRIEVAL

This scenario describes the minimum solution for enabling precipitation observations of microwave
links. It is assumed that only parameters of TSL and RSL are going to be retrieved. RSL and TSL
data requests were being performed via SNMP get-request message. The microwave unit then replied
with SNMP get-response. Fig. 2a describes the structure of typical SNMP request/response frame.
Data volume structure of communication protocols incorporated in data acquisition is shown in the
Fig. 2b, where only SNMP contains desired data, other protocols are considered as communication
overhead.

L2
Ethernet header

14 bytes

L3
IPv4 header

20 bytes

L4
UDP header

8 bytes

L7
UDP payload = SNMP 

43-76 bytes

(a) Structure of the data acquisition frame.

Ethernet header; 
15.0%

IPv4 header; 
21.5%

UDP header; 
8.6%

SNMP; 54.9%

(b) Data volume structure of protocols.

Figure 2: Structure of SNMP request/reply messages.

3.2 SCENARIO B: FULL DATA RETRIEVAL

For deeper and more precise rainfall prediction analysis, it was intended in Scenario B to acquire
supplementary data. In this case, both microwave units of MWL were requested for five parameters:
TSL, RSL, outdoor unit temperature, signal-to-noise ratio (SNR), and state of ACM (Adaptive Coding
and Modulation).

Mentioned parameters could serve as a validation of rainfall events, i.e., when on a hot sunny day, sud-
den cold rainfall decreases the temperature of the outdoor unit significantly. Parameters of signal-to-
noise ratio (SNR) and modulation and ACM state can help determine possible effects of propagation
issues (obstacles, blockages, reflections) or noise effects, leading to the influence of RSL values.

SNMP data exchange was accompanied by 5 ICMP request and ICMP reply messages, where the dif-
ference of transportation delay and its deviations from the long-term average might point out possible
issues on MWL or weather-related impact on overall MWL performance.

In both scenarios, it is assumed that the polarization of antenna and Tx/Rx frequency, required for
rain rate calculations, is known and does not change dynamically over time.
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4 RESULTS

Data volumes of one data acquisition, measured on real MWL network of CML operator for both sce-
narios, are summed up in Table 1. Scenario A with minimum data polling uses approximately 24.3 %
of traffic volume compared to Scenario B with full data polling for accurate weather prediction.

Table 1: Network data volume of one data retrieval of microwave link.

Message type Scenario A Scenario B
average size

[B]
number of
messages

average size
[B]

number of
messages

SNMP get-request 89 4 89 10
SNMP get-reply 94 4 94 10

ICMP request - - 58 10
ICMP reply - - 60 10

Total 732 8 3010 40

The volume of one acquisition of one microwave link’s parameters is seemingly low, but with shorter
periods of acquisition, traffic volume steeply increases, as is shown in Table 2. This effect is further
multiplied by a high number of operating units of MWL. The number of operating devices in the
Czech Republic is estimated in tens of thousands of microwave units. Overall data volumes and the
number of monitored units should give a starting point for a precipitation prediction system design.

Table 2: Projection of total data volume over time for different data retrieval periods.

Scenario A Scenario B
period

[s]
total volume over time [MB] period

[s]
total volume over time [MB]

1 hour 1 day 1 week 1 year 1 hour 1 day 1 week 1 year
1 2.64 63.2 442.7 23084 1 10.8 260.1 1820.4 94923
10 0.26 6.3 44.3 2308 10 1.1 26.0 182.0 9492
30 0.09 2.1 14.8 769 30 0.4 8.7 60.7 3164
60 0.04 1.05 7.38 385 60 0.2 4.3 30.3 1582

5 DISCUSSION

One of the vital precipitation prediction parameters is the interval of data polling. The presented
measurement results show that especially polling period of 1 second generates a significant volume
of transmitted data. The estimated amount of devices included in the analysis might lead to network
congestion and nonnegligible data traffic on the network’s management part.

From the storage point of view, analysis has been performed over Scenario B SNMP data for weather
prediction. Data for each microwave unit were stored in .csv format with a period of 30 seconds of
data polling. 24-hour long file size varied from 96 to 187 kB for chosen microwave units of different
vendors. This example gives us an overall overview of possible data volumes for thousands of units
that would need to be processed by weather prediction algorithms. It is essential to point out that with
a shorter period of data polling, the overall data traffic and volume increase significantly.

As was proven in previously published research, CML operators usually lack the motivation to co-
operate with data provision. Their use case for data is different, and there is no standardized way of
obtaining data from them. CML operators also tend not to publish their equipment locations due to
possible issues related to market competition and safety concerns.
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6 CONCLUSION

This paper focuses on the topic of data acquisition for modern methods of observation of precipitation
estimated from the real-time values of transmitted signal level (TSL) and received signal level (RSL).
Two scenarios of minimum and full data acquisition were presented. The results show that data ac-
quisition, especially at short periods and for many monitored parameters, loads the communication
network. Omitting this fact might lead to network congestion and waste of bandwidth. Based on the
presented measurements, a trade-off between wasting bandwidth and losing accuracy of precipita-
tion observation should be the subject of further research. Analysis of overhead to transmitted data
also reveals the efficiency of data acquisition. The overall volume of data also makes a significant
requirement on the data processing hardware, especially with a high number of microwave links.

Implementation of precipitation observation and prediction methods is a highly effective way of in-
creasing the accuracy of the weather predictions. To enable such predictions, it is essential to define
a standardized way of obtaining data from CML operators and motivate them for such data provision.
On the other hand, data acquisition should be made cautiously to avoid undesired network overload,
increased latency, and overall instability.
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Abstract: This paper studies the information gain of various data domains that are commonly used
in the modern Advanced Driving Assistant Systems (ADAS) to develop robust systems that would
increase traffic safety. We could see a fast growth of many Deep Convolutional Neural Networks
(DCNN) based solutions during the last several years. These methods are state-of-the-art in object
detection and semantic scene segmentation. We created a small annotated dataset of synchronized
RGB, grayscale, thermal, and depth map images and used the modern DCNN framework tool to
evaluate the object detection robustness of different data domains and their information gain process
understanding the surrounding environment of the semi-autonomous driving agent.

Keywords: Multi-modal, Object Detection, Convolutional Neural Network, RGB, Grayscale, Ther-
mal, IR, Depth Map

1 INTRODUCTION

These days, we can see the dramatic development of various ADAS systems that improve all traffic
members’ safety. However, the question of which sensory equipment setup is the best for a fail-safety
and robust autonomous agent’s orientation stays unanswered. It is also quite clear that in the future,
we will need to develop a wide-range of data fusion methods that will combine information from
different data sources into a single robust model that will help to understand the situation around the
agent.

In this paper, we focus on the several data domains commonly used in automotive. We took the RGB
camera, thermal camera, and 3D LiDAR scanners, and we processed these data, so all are represented
as a synchronized and unified 2D images of the traffic situations, and we tested the performance of
these days state-of-the-art neural network in the task of object detection.

2 RELATED WORKS

In the publically available literature, the topic of combining multimodal data by a single deep neural
network model is not new. When we talk about the thermal and visible-spectrum images data fu-
sion methods, the most frequent topic is enhancing pedestrian detection in bad lighting or weather
conditions [3] [15].

Another way to improve visible spectrum neural network object detections in traffic is to extend the
RGB information with depth map (LiDAR data) [1], [9]. Literature also covers the fusion of all
three domains studied by this paper [8], [10]. However, these works usually focus only on pedestrian
detections and do not cover the ADAS topic or deep learning methods.

However, non of the papers mentioned above discuss the information gain from the specific data
domain (visible spectrum, thermal, and depth map), which is my work’s main aim.
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3 MATERIALS AND METHODS

3.1 DATA GENERATION

To create the training and validation data for this experiment, we used our existing Brno Urban Dataset
[6], and Atlas Fusion Framework [5].

In the first phase, we detected objects using the YOLOv5 on the raw RGB video data. Later, using
the principle described in [7], to project detections from RGB images into the thermal ones. This
way, we generated annotated therm images. Simultaneously, for every thermal image, the full 3D
point cloud model was projected into the camera plane, so the image’s corresponding depth map was
generated. Last, we estimated the perpendicular plain in the thermal camera’s field of view (FoV)
in the distance of 50m from the camera. We projected the area of this plain into the RGB camera
to approximate the common FoV for both the thermal and RGB cameras. Cutting out this area, we
created the RGB image that covers approximately the same scene as the thermal image with minimal
epipolar distortion, as both the RGB and the thermal cameras are placed near each other on the sensory
framework. We also converted the RGB images into the grayscale to compare the object detection on
the images with reduced information. In the case of this paper, we annotated only vehicles. All other
classes were left unused.

Figure 1: Tuple of annotated multi-modal data. From left, RGB image, information reduced
grayscale image, thermal image, depth map image and annotations visualized on RGB image on the

right. Annotations are same for all images.

This way, we generated about 7500 annotated image tuples containing RGB image, grayscale image,
thermal image, and the depth map. We split this set of tuples by 4:1 ratio, training to test set.

3.2 NEURAL NETWORK TRAINING

To train a neural network on our dataset, we used the existing YOLOv5 framework [4], which is
publically available on Github. The framework provides modified YOLOv3 [13] architecture imple-
mented in the Pytorch framework, mainly updated with training process augmentations and API for
training models on custom datasets.

3.2.1 YOLOV3 ARCHITECTURE

The YOLOv3 [13] architecture is an evolution of this end-to-end object detection model’s previous
versions. Originally introduced as a “You only look once” (YOLO) [11], authors proposed the neural
network model that accepts N-channel image on the input and by single inference with the image, it
provides an array of detections on the output, without any region proposition phases, compared to the
RCNN methods [2], [14]. The RCNN-like methods, on the other hand, separate object detection into
two phases, region proposition, and region classification.

The YOLO architecture firstly passes the input image through the backend. The backed is the convo-
lutional neural network (CNN) that produces feature maps on the output. These feature maps are later
processed by the output layers that generate the tensor of object detection propositions. These tensors
are NxNxM structures, where the NxN is the cell grid that divides the input image into the smaller
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areas when the M is a vector of numbers that represents bounding box positions, dimensions, object
detection confidence, and the classification score for all classes that model detects. See the Figure 2.

Figure 2: Visualization of the output tensor. In this use-case, the input image is divided into the 3x3
cell grid, and for each cell, there are two bounding boxes proposed. Each bounding box is defined by

x and y position w.r.t the cell, width, height, detection confidence, and the classification score for
three possible classes.

During the time the YOLO architecture developed, authors introduced many improvements [12], [13],
like multi-class classification on the output, batch normalization, multi-scale feature map pyramid,
or introducing new backend neural networks. For YOLOv3, the model has three output tensors,
when each tensor proposes detections on the different cell grid sizes (20x20, 40x40, 80x80), which
corresponds to the different scale and size of the detected objects.

3.2.2 METRICS

To measure the performance of our trained models, we used the commonly used Mean Average Pre-
cision score (mAP(x)), where x represents the threshold value intersection over union (IoU) between
the ground truth and proposed detection to accept the proposed detection as a true positive sample.
More specifically, we used the mAP(0.5) as a basic metric, the mAP(0.5:0;95) to test the model’s
robustness, and commonly used F1 score to express the precision-recall relation.

3.2.3 TRAINING HYPERPARAMETERS

All trained neural networks are the YOLOv5 version S models with a 640x640 image size and 3-
channels per image. The grayscale, thermal, and depth images, which are 1-channel by definition,
were extended by two first channel copies.

We trained each model for 100 epochs, and for the performance test, we used the model from the
epoch with the best validation score. For training, we used the ADAM optimizer. For testing, we set
the IoU threshold to 0.6 and the confidence threshold to 0.1.

4 RESULTS AND DISCUSSION

We tested the object detection performance on each data domain independently. The Table 1 shows
the overall results. The best results showed the RGB-based and grayscale-based models, with both
mAP(0.5) and mAP(0.5:0.95) on high numbers. That is evidence of the high robustness of the models.
Also, the depth-map-based model shows quite good results. Compared to the IR model, it deals quite
well with occlusions (Fig 3, column 3) and even with distant objects (Fig 3, column 5).

The grayscale, IR, and depth images were extended from the 1-channel format into the 3-channel by
copying the first channel twice. This way, we kept the same number of convolutions applied on each
data domain, the same computational requirements, and the similar model capacity.
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mAP(0.5) mAP(0.5:0.95) F1 Precision Recall
RGB 0.942 0.712 0.873 0.847 0.901
Gray 0.937 0.705 0.869 0.840 0.900
Depth 0.839 0.467 0.792 0.832 0.756

IR 0.683 0.219 0.627 0.580 0.683

Table 1: Neural netowrks performance in given RGB, grayscale, depth and thermal domains. Each
data domain were tested independently.

We performed experiments using the RGB and grayscale images with perfect lighting and weather
conditions in this work. That makes it hard for the depth and IR domain specialized neural networks
to reach similar even better results than visible spectrum-focused networks and show their advantages
in the more challenging conditions. In future work, it will be interesting to focus on data where
lighting conditions are degraded and where the visible spectrum sensors are partially blinded by the
night, fog, or by water on the lens during the rain.

Figure 3: Validation datasets detection visualizations. By the rows (top to bottom) there are the
RGB images, grayscale images, depth map images and thermal images.

Overall, there are two interesting discoveries that we did not expect before this study. First, reducing
RGB information into the grayscale format did not affect object detection in any significant way.
Second, the object detection on a depth map created by projecting the LiDAR data into the camera
frame did way better than we originally expected. The results even outperformed the thermal camera-
based object detection, see the Table 1 and detection visualization in the Figure 3.
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Abstract: This paper deals with implementation of multilayer perceptron neural network (NN) for
bearing faults classification. Neural network has been created from scratch as an M-script with back
propagation learning algorithm also, but without using advanced MATLAB packages. Public avail-
able bearing dataset from Case Western Reserve University has been used for both training and testing
phase, as well as for the final classification process. Problem with sparse input data for training the
network has also been addressed. This relatively simple and small neural network is capable to clas-
sify the failures of a bearing with very low error rate.

Keywords: Multilayer perceptron (MLP), deep learning, data classification, back-propagation algo-
rithm, bearing faults

1 INTRODUCTION

Artificial intelligence (AI) is nowadays very expanding area of interest for most of the researchers as
well as technicians in the industrial area. Connection of AI and technical diagnostics, especially in the
predictive maintenance of machines in the industry [4], is very common and popular topic also thanks
to Industry 4.0 and Internet of Things (IoT) [1]. E.g. Yin et al. [8] shows an overview of current
data-based techniques for modern industrial applications with big data processing. Since the ma-
chine learning methods contain mostly statistical methods [10] like SVM, k-NN, PCA, Mahalanobis-
Taguchi strategy etc., strong and powerful neural networks are trained for classification of the vi-
bration signals from the time-domain data, such as very popular convolution neural network (CNN,
e.g. [7]) and performed on dedicated powerful hardware or graphics cards. Approach presented in
this article uses raw signal preprocessing. A key signal features, extracted from the time domain are
used as an input of a simple, small-size, but efficient neural network of the MLP type. Aim of this
work is to implement the network completely from scratch. Reason for this solution, even there exist
procedures for more simple implementation, mainly using object-oriented programming ([2, 6]), was
to understand the internal processes inside the network.

1.1 MULTILAYER PERCEPTRON

The idea of a technical perceptron comes from the similarity with the human’s brain and neurons.
Single perceptron, which is a base of the network depicted in this work, is shown in Fig. 1.

Formula for output signal considering a bias as the one input is in (1).

y = f

(
N

∑
i=1

wixi

)
(1)

where wi are the individual inputs weights w1,w2, ...,wN , xi are the individual inputs of perceptron
x1,x2, ...,xN and f (·) is an activation function. There is also a bias expressed in the equation (1) as
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Figure 1: Single perceptron scheme.

the member x1 and its appropriate weight w1. It is good to mention, that in some literature, bias is
written outside of the sum as a separate member, usually noted as θ. There exists a lot of activation
functions [3], e.g. ReLU, binary step, linear function, TanH, Leaky ReLU, Softmax or sigmoid. Last
mentioned, sigmoid function, can be expressed by formula (2)

f (x) =
1

1+ e−kx (2)

where x is an input and k is a scale factor.
MLP has been used in this work as a neural network classifier. The topology is shown in Fig. 2 - one
input layer (with eight inputs), one hidden layer (with sixteen neurons) and one output layer (with
five outputs representing five output classes).

Figure 2: Multilayer perceptron NN topology.

The terminology used in Fig. 2 is as following:
a(0) is a vector of N inputs
a(2) is a vector of M outputs
w(0) is a [PxN] matrix of weights values between input and hidden layer
w(1) is a [MxP] matrix of weights values between hidden and output layer
N, P and M is a number of the neurons in input, hidden and output layer respectively

Since the first (input) layer does not do any computations (serves only for input signals propaga-
tion to other layers), the output of hidden layer can be simply expressed (using formula (1)) in a
matrix form as:

x(1) = a(0) ·w(0) (3)

and after applying the sigmoid activation function

a(1) =
1

1+ e−x(1)
(4)

where a(1) is the vector of outputs from the hidden layer (or inputs to the output layer). Full matrix
equation for hidden layer output can be written in the following form (see formula 5).
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
a(1)0

a(1)1
...

a(1)M

=


a(0)0

a(0)1
...

a(0)N


T

·


w(0)

0,0 w(0)
1,0 · · · w(0)

M,0

w(0)
0,1 w(0)

1,1 · · · w(0)
M,1

...
...

. . .
...

w(0)
0,N w(0)

0,N · · · w(0)
M,N

 (5)

The same approach can be applied for the output layer signals a(2) equation. It is good to note here,
that the matrix form of the equation is easy implementable in MATLAB, since it is the matrix-based
software.

1.2 BACK PROPAGATION ALGORITHM

To train the network (to minimize the error rate during classification) it is necessary to modify the
weights for each neuron’s connection. The weights should be modified according to the equation (6)

w0
j(t +1) = w0

j(t)+∆w0
j (6)

Back-propagation algorithm is very suitable for this procedure (see e.g. [3]). The goal is to minimize
the error, expressed by the following equation (7) as a sum of subtracts of calculated (predicted)
output values a(2)j and desired (true) d j values:

E =
1
2 ∑

j
(a(2)j −d j)

2 (7)

It can be derived, that for back propagation algorithm based on gradient descend method [9] for
modification of the weights between hidden and output layer it can be written:

∆w0
j =

∂E
∂w0

j
=

∂EC

∂a(2)j

·
∂a(2)j

∂zk
· ∂zk

∂w0
j
= . . .= (a(2)j −d j) ·a

(2)
j (1−a(2)j ) ·a(0)j ·α (8)

where a(2)j is the output of the NN, a(0)j is the input of NN, d j is desired output and α is a learning
rate.

2 EXPERIMENT DESCRIPTION

2.1 INPUT DATA

As an input dataset, Case Reserve Western University [5] bearing dataset has been used. Data for
damaged bearing has been used for both, the training (90 % of the total data number) and verification
(remaining 10 % of compleete dataset) phase. Data represents five output categories – normal state
and four degrees of the bearing’s outer ring fault. Since the dataset was relatively sparse for suffi-
cient classification accuracy (only 100 values for each category), new data has been created by adding
Gaussian noise to the original data. Number of the input data (10 times higher) was then sufficient.
Vibration values for the same bearing, but acquired within 3x higher load, have been used for valida-
tion of the NN.
From this extended data, a set of features has been calculated. Eight time-domain features were used
– RMS value, kurtosis, skewness, variance, standard deviation, mean value and min and max value.
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2.2 NEURAL NETWORK PARAMETERS

As above mentioned, MLP NN has been used for this classification task. Network has 8 inputs (for
eight data features), one hidden layer with 16 neurons and one output layer containing 5 neurons (each
neuron for one class). Sigmoid activation function is used and a learning rate α = 0,25 was used. The
network as well as back-propagation algorithm was implemented as a pure MATLAB m-file code.

2.3 SPARSE INPUT DATA

For achieve the best performance of the NN while using sparse input data, several measures have been
done and implemented:

1. Increased number of input data by adding random values in the range of ± 5 % to the original
signal. This significantly improved the number of epochs (10 times).

2. Full randomization of the input training patterns - a special algorithm implementation, which
ensures that no input data from the same output class will be applied to the NN’s input after
each other.

3. Initialization of the weights to the value of 0,01 with additional Gausian noise with the SNR
value of 20 dB.

Using these features, the accuracy of NN classification process significantly increased of about 20 %.

3 RESULTS

Minimum square error curve for training process of the resulting NN can be seen in Fig. 3 on the left
side. As it can be seen, the error still does not reach its global minimum value – a trend of the curve is
still decreasing. This shows to the fact, that the number of training epochs should be higher to reach
higher accuracy. Learning ratio was empirically set to the optimal value of α = 0,25. Accuracy of

Figure 3: Mean square error during the training process (on the left) and confusion matrix of
validation process (on the right).

the trained network for classification is expressed by the confusion matrix (see Fig. 3 on the right).
Total accuracy was calculated to 99,5 %, what is an excellent value considering the size of a network
and a size of the training group.
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4 CONCLUSION
In this paper, simple MLP for bearing faults classification has been implemented in MATLAB envi-
ronment. Network has been trained using sparse input data and the accuracy has been verified on the
different dataset. Overall accuracy of 99,5 % is also a great result considering the fact, that training
and validation processes take only 0,35 sec. or 0,05 sec. respectively. This time is with sure strongly
dependent on the target hardware.
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Abstract: This paper presents a theoretical analysis of the Fabry-Pérot interferometric sensor uti-
lizing an extrinsic fiber-optic cavity. Its behavior is modelled and simulated for various conditions,
showing the key properties of the different sensor’s setups. The simple single-mode sensing tip and
the GRIN collimator are compared. Further, new kind of sensing head is proposed exhibiting an
inverse reflectivity and enabling a theoretical resolution less than 1 pm.
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1 INTRODUCTION

Among various optical sensing principles, the Fabry-Pérot interferometer (FPI) formed by an optical
fiber tip and a reflective surface represents an ultimate solution in terms of sensitivity, resolution,
and also compactness. Therefore, it has been exploited in many applications. The best-known is the
atomic force microscopy [1], where a noise density of several units of fm/

√
Hz was achieved [2].

Nevertheless, the FPI can be used to sense basically any physical quantity which can be transduced
to displacement, refractive index, or wavelength. It is thus beeing utilized as vibration sensors, ac-
celerometers, microphones, material properties sensors, etc [3]. Also, its manufacturing process may
be very easy since the sensitive part consists only of cleaved fiber tip in the simplest case.

On the other hand, the development of such sensor itself is much less straightforward if particular
parameters, such as range and sensitivity, are targeted since the actual behavior of the FPI is strongly
dependent on material properties and cavity scales. Therefore, it is very difficult to develop and
optimize such sensor unless we perform relevant calculations. From this point of view, simulations
play a significant role for basic design and optimizing tasks. There has been proposed several analyses
and models involving different physical aspects; one of he most comprehensive descriptions provide
Wilkinson [4] and Kilic [5].

Compared to the ideal FPI with parallel plane mirrors, the proper characterization of the extrinsic
fiber FPI is more complex since the beam divergency and fiber coupling must be taken into account.
In this paper, the behavior of fiber FPI is simulated under different conditions, revealing some notable
properties of the sensing capabilities. Further, there are also show some modifications of the fiber
FPI, simulated by extending the model so their key advantages can be demonstrated.

2 MODELING OF FPI PROPERTIES

Likewise in any FPI, the fiber-optic arrangements is formed by resonance cavity passed by light beam
and allowing its reflections with partial coupling outside the cavity (Fig. 1). In such a way, it can act
as a periodic wavelength filter whose shape may be changed by the cavity size or other parameters.
The filter selectivity increases with the number of reflections inside a cavity and is referred as finesse
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of FPI. Each surface has some reflection and transmission; in case of fiber-air boundary they can differ
for each direction. They basically determine the portion of light coupled to the cavity or reflected back
inside the fiber. With only one passing inside the cavity (p = 1), we have two-beams’ interference
yielding an output intensity response with a sine shape (low finesse). Conversely, by allowing multiple
light passing through the cavity (p > 1) we achieve sharpening the response peaks in the output
intensity and increasing the sensitivity (Fig. 2). The fiber FPI has typically the reflective response
since the zero-order reflection (p = 0) interferes with the beams passing the cavity (p > 0).

Figure 1: Fiber-optic FPI cavity.

low finesse

high
finesse

reflection response

transmission response

high
finesse

Figure 2: Typical FPI intensity response.

The reflected intensity Iout is a linear function of the input intensity Iin so we can express it in terms
of reflectivity as RFPI = Iout/Iin. However, since the light is a wave, rather than intensity we assume
it in the form electric field E, having a magnitude and phase, and lowercase typing of reflection and
transmission coefficients, as shown in Fig. 1. The relationship is then RFPI = |rFPI|2 where

rFPI = rf + tft
′
f

∞∑
p=1

rpmr
′p−1
f e−j2kdp, (1)

where k is the wave number. The coefficients r and t are complex in general, reflecting phase shift
caused by transmission and reflection. This approximation is valid for the optical fiber assuming much
shorter cavity compared to beam mode field diameter (MFD). In case of common single-mode fibers,
having MFD of several µm, thus cannot provide sufficient accuracy and more complex approach must
be used.

The major problem is the beam divergence causing decreasing the coupling efficiency with every
cavity pass, which affects both amplitude and phase of light portion coupled back to the fiber. Further,
the model should also incorporate a possible misalignment α between reflective surface plane and
fiber cleave plane to determine manufacturing tolerances. Based on the mathematical descriptions
in [4, 5], the Matlab model of fiber FPI was created. Compared to [4] where the cavity passing is
limited to p = 5, here the number of passing beams is only thresholded by carried energy (which can
be arbitrarily small) and especially high-finesse FPI behavior can be thus approximated with higher
accuracy.

In the following sections, the different structures of fiber FPI sensing head will be shown and com-
pared to the simple single-mode fiber tip. The overview of the structures can be found in Fig. 3. Note
that all simulations are performed for air-filled cavity, SMF-28 fiber and wavelength λ = 1550 nm.

2.1 SINGLE-MODE FIBER (SMF) CAVITY

The simplest case of fiber FPI formed by cleaved single-mode fiber (SMF) is shown in Fig. 3a. The
single-mode optical beam can be well approximated by Gaussian beam whose divergence angle θ
outside the fiber is inversely proportional to the beam input waist, determined by the MFD. Assuming
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Figure 3: The overview of analyzed fiber FPI sensing structures: a) SMF, b) GRIN collimator,
c) Focused GRIN collimator, d) Faraday-rotator GRIN collimator.

a standard telecom SMF-28 and wavelength 1550 nm, the angle corresponds to 11◦. The interesting
fact is that the beam diverges as late as it reaches certain distance behind the fiber, until which is ap-
proximately collimated. This distance is referred as Rayleigh range and equals to 55 µm in the studied
case. The Fig. 4 compares two modeled responses of SMF FPI: with no coating and a dielectric mir-
ror having Rm = 0.99, and dielectric fiber coating Rf = 0.5 and a metallic mirror with Rm = 0.95,
both with perfect fiber alignment α = 0◦. When using FPI as a distance sensor, we usually exploit a
small portion of RFPI(d) between positive and negative peaks, which has positive or negative slope.
Therefore, more than total reflected power we need to care about an efficient utilization of the detector
dynamic range, i.e. minimizing the offset and maximizing the signal component, which is expressed
by the visibility. In other cases, rather than SNR and measurement range, the peak sensitivity may be
of higher importance, i.e. the slope of RFPI change. The Fig. 4 also shows normalized slopes (scaled
on right vertical axis) reflecting the optimal usage of the detector range. The second case exhibits
much higher sensitivity due to multiple reflections within the Rayleigh range, which is in accordace
with the expectations. Note the positive and negative slopes difference due to Guoy phase shift caused
by the beam divergency. Further, the resonant distances are shifted in Fig. 4b with respect to Fig. 4a
thanks to metallic mirror absorbing a part of energy (see detailed view).

offset

detail view

(a)

offset

detail view

(b)

Figure 4: Modelled response of SMF FPI: a) no fiber coating (Rf = 0.04), dielectric mirror
(Rm = 0.99); b) dielectric fiber coating (Rf = 0.5), metallic mirror (Rm = 0.95).

2.2 GRADED-INDEX (GRIN) COLLIMATOR

The drawback of the SMF FPI is decreasing coupling efficiency due to beam divergence and thus
impossibility to reach high finesse since the intensity of the beam inside the cavity decrases rapidly
with p. This can be overcome with a graded-index (GRIN) collimator at the fiber tip, as shown in
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(a) (b)

Figure 5: FPI reflectivity (Rf = 0.04, Rm = 0.99): a) simple SMF, b) GRIN collimator.

Fig. 3b. The gradient index fiber works as a lens which substantially extends the Rayleigh range of
the output beam. The comparison of the simple SMF and GRIN collimator FPI response is shown in
Fig. 5. The modified model was obtained by simple re-calculation of the Gaussian beam according
to GRIN collimator performances.

The output reflectivity is here modeled in dependence on cavity size d and also misalignment angle α.
Note that the GRIN collimator causes the FPI operates equally within much broader distance range.
Conversely, SMF is much less sensitive to angle tilt due to broader beam cone.

In some cases, usage of the GRIN collimator may be limiting due to its bigger spot, which can
even exceed 1 mm. This issue can be solved by focused GRIN collimator, shown in Fig. 3c. The
simplest implementation may be performed by extending the collimator to form a convergence beam.
However, to perform well for p > 1, the sensing had needs to have concave shape so the reflected
beam did not diverge outside the cavity.

2.3 FARADAY-ROTATOR SENSING HEAD

The fiber FPIs inherently exhibit a reflection response (Fig. 2) which leads to small signal to DC
bias contrast (see Fig. 5) if the reflectivities are not balanced. The transmission response does not
contain the zero-order reflection and is thus unbiased. In fiber FPI we cannot couple the light from
the opposite side of cavity; though, the problem may be overcome by special setup with Faraday
polarization rotator (FR), whose structure is in Fig. 3d. Note the FPI cavity is not formed solely by
the air gap, but comprises also the GRIN collimator with anti-reflection coating and the fiber portion
behind the semitransparent mirror. The nonreciprocal rotation by 45◦ combined with polarizer at

β = 5°
β = 1°

no FR
β = 2°
β = 0.5°

(a) (b)

Figure 6: FR FPI head with different rotation β
(Rf = 0.95, Rm = 1): a) Back-coupled |E| for

separate pass order p, b) Normalized reflectivity
peaks (detail).

Figure 7: FR FPI reflectivity with β (Rf = 0.5,
Rm = 0.99, h = 10 mm).
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the input eliminates the zero-order reflection. A small rotation of angle β also exist in the cavity
causing filtration of p-passed beam by factor sin(2πβ). The advantage of this filtration also consists
in suppressing the low-p reflections and balancing the intensity of high-p beams coupled back to the
guiding fiber and thus increasing the sensor’s finesse. Fig. 6a shows the theoretical portions of |E|
coupled back to the guiding fiber displaying the suppression of the zero-order reflection and balancing
the higher-p ones by different angle β. Due to eliminating the low-p beams coupling, we can see the
resonance peaks are sharper and with better linearity within the full dynamic range (Fig. 6b). The
response of FR FPI with different rotation angle β is shown in Fig. 7. The distance d is the air cavity
size, the sensing head length behind the mirror is assumed h = 10 mm.

3 CONCLUSION

Based on the mathematical description of fiber FPI, the Matlab model was created to simulate various
behavior of different structures of fiber-coupled cavities. Firstly, it was shown at simple SMF FPI
that the sensitivity can be greatly increased by fiber coating, albeit the distance d must be maintained
small. With GRIN collimator, we can extend it notably, however, the alignment is much more cru-
cial. Nevertheless, we can reach extreme sensitivity with additional coating in that case or modify
the GRIN lens to be used as very precise point sensor. Lastly, a novel solution of sensing head was
proposed, using a Faraday rotator to achieve an inverse response, yielding maximizing the FPI per-
formance yet more. With the moderate parameters (λ = 1550 nm, Rf = 0.95, β = 1◦), a relative
intensity can reach a peak change of 0.377 nm−1. When 12-bit resolution is available, this yields
0.65 pm is the smallest distinguishable distance change. Therefore, such kind of sensor has a high
potential for the most accurate measurement applications.
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Abstract: Triboelectric phenomenon, historically, is one of many problems which engineers want-

ed to be avoid. However nowadays this phenomenon seems to be useful source of electrical signal 

for displacement measurement. In this work all sensing elements are made from pure PVDF by 

electrospinning manufacturing method. Nano fibres, which are result of the process are placed to 

aluminium foil naturally without mechanical rectifying. Used material was tested only for triboe-

lectric charge generation, although piezoelectric phenomenon was expected. We were not able to 

quantify it by standard methods, probably due to chaotic structure and fabric behaviour of the final 

product. Triboelectric phenomenon is possible to measure directly, and systems are more predicta-

ble. Finally, two modes were tested, and potential advantages and disadvantages were qualified. 

Keywords: EEICT, triboelectric, sensing, PVDF 

1 INTRODUCTION 

Triboelectric systems are very popular for energy harvesting purposes. It opens door for investiga-

tion of sensing possibilities in wide industrial branch and also for all sensing of natural process 

where any movement as acceleration are possible to measure. Triboelectric phenomenon could be 

used also for sensing of position. There are many applications: self-powered human motion sensors 

[1], self-powered automobile sensors [2]. Example of sensing is possible to see from [3]. Energy 

harvesting describe flexible Nano generators [4], internet of things [5], environmental monitoring 

systems [6]. There are also many other applications in biomedicine as non-invasive biomedical 

monitoring systems [7]. Our research is based on triboelectric active material where big advantage 

is large surface which is made by electrospinning method. We started with PVDF material, which 

could be promising also for piezoelectric potential. 

2 MANUFACTURING OF ACTIVE MATERIAL 

2.1 PVDF 

Polyvinylidenfluorid material was made by electrospinning method. This procedure is very com-

mon for manufacturing of very fine non-woven fabric. Product of used machine is aluminium foil 

with dimensions 200x270 mm. We are able to change thickness of final product simply by change 

of manufacturing time. We used spined material on aluminium foil without removing it from sub-

strate for all sensing elements, because it is very problematic procedure which ideally need very 

clean environment. We prepared material with compressed thickness from 20 to 100 µm. Fibres 

have diameter from 600 to 1200 nm, and it could be partially controlled by electric field between 

needle and substrate and partially also by chemical compounds of input solution. 

2.2 SOLUTION 

We used PVDF with molar weigh 275,000 g/mod (Sigma Aldrich, St. Louis, MO, USA). As sol-

vents we used dimethylsulfoxide p.a. (DMSO, Sigma Aldrich, St. Louis, MO, USA) and acetone 
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(Ac, Sigma Aldrich, St. Louis, MO, USA). Solutions were electrostatically spined by machine 

4spin (Contipro a.s., Dolni Dobrouc, Czech Republic), see Figure 1. 

 

Figure 1: Electrostatic spin device 4spin 

Fibres are possible to rectifier to one direction, or it is possible to place them random as non-woven 

fabric. We used non-woven example, see Figure 2 for SEM image. We expect isotropic response 

of triboelectric phenomena from this arrangement for our experiment. 

 

Figure 2: Non-woven fabric SEM image. 

  

3 SENSING SYSTEM 

3.1 FLEXIBLE ELECTRODE 

We wanted to achieve permanent contact of electrode with PVDF material. The goal was to in-

crease sensitivity of the system and provide good linear response to linear sinus displacement. 

Sensing element shown on the Figure 3 is only part of future sensor, is necessary to say that sens-

ing flexible membrane (ground electrode) is very sensitive on shape of exciting tool which is cru-

cial for achieving acceptable distortion factor. We expect that sensing area don’t exceed 100 mm2 

area. 
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Figure 3: Principle of function of the sensing element “Flexible electrode” 

3.2 EXPERIMENT 

Original request of the device (sensing element) was designed for impulse input. We tested this 

sensing element by impulse excitation. Impulse is 5ms wide, repeating frequency was 1 Hz. Maxi-

mal applied displacement was 1.2 mm.  

Sensitivity (Change of charge vs change of displacement) was measured by electrometer (charge 

amplifier) Keithley 6517b (Keithley, USA). Mechanical displacement was controlled by vibration 

testing system TV 50018 (Tira, Germany). Displacement was measured by interferometer ILD 

1402-10 (Micro Epsylon, Germany). It is possible to see on Figure 4. Capacity in not loaded con-

ditions was 38 pF. 

 

Figure 4: Testing apparatuses of the “Flexible electrode” sensing system 

Is possible to see that sensing element indicate very promising sensitivity. For details see Fig-

ure 5 a) which show response in time domain and Figure 5 b) which report charge response for 

different amplitudes of impulses applied. Graph Figure 5 b) shows good linearity of output charge 

with increasing displacement of impacts.  
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Figure 5: charge response a) in time domain and b) charge response for different amplitude of im-

pulse 

The sensing element was exposed to different repeat frequency of impulses, for detail see Figure 6. 

There is possible to see constant response with different frequency applied. This stability is very 

welcomed feature for future applications for sensing purposes.   
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Figure 6: Charge response for different repetition frequency 

Sensing element didn´t fulfil request for response to slow linear sinus excitation for very low fre-

quencies, it is possible to see on Figure 7 a). The reason is probably in not guaranteed contact of 

electrode to PVDF all time of working process, this is space for improve of the design.  Higher fre-

quencies don’t show such big problems as is possible to see on Figure 7 b), but there is still possi-

ble to see small distortion of output signal. 
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Figure 7: Charge response to linear sinus excitation for frequency: a) 2 Hz and b) 8 Hz 

4 CONCLUSION 

The “Flexible electrode” sensing system seems very promising due to high sensitivity and finally 

the element could be tuned for achieving also requested linearity. Original idea is to use vacuum 

between PVDF fabric and Flexible membrane, this could guarantee permanent contact of electrode 

which is crucial for linear response and second welcomed benefit could be increasing of sensitivity 

due missing atmosphere.  

System is suitable for impact measurement. Sensing system is very sensitive, and it could be suita-

ble for pressure change monitoring. The system in bigger configuration could be possible to use for 

self-power applications as energy harvesting unit due to high sensitivity. This kind of design has 

also potential to be very thin and could be implemented in many applications.  

Advantage of this sensing system compared to conventional piezoceramics is friendly, low-cost 

economic manufacturing process without lead and other toxic substances.  
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Abstract: During the creation of any sort of model the inevitable question about the model correct-
ness and accuracy, should always be answered. This paper proposes a simple method for modelers
to prove their approach to modeling and to determine the accuracy of a simulation. The method
consists of creating a model of calculable capacitor based on Thompson-Lampard theorem in Ansys
Electronics desktop using Maxwell 3D electronics desktop. The model and its parts are described.
The expected results are discussed and compared to data obtained from simulation. Problematic of
rounding edges and its influence on simulation accuracy and time is also discussed and shown on two
models. A part of the paper is a description of how to interpret the Ansys percentage error.

Keywords: Ansys Electronics Desktop, Calculable capacitor, Fringe effect, Maxwell 2D and 3D,
Model accuracy, Simulation, Thompson-Lampard Theorem

1 INTRODUCTION

There are several methods to prove the correctness of a simulation, but most of them are based on a
fact, that a creator has a great knowledge about the simulated model and the simulation itself and thus,
has no doubt about the fundamentals. The method proposed by this paper aims mainly to beginners
or intermediate modelers, who are learning Ansys Maxwell 2D or 3D environment with electrostatics
solver. The main advantage of this method is the fact, that it does not require deep knowledge about
the electrostatics. So even a learning modeler can, trough this method, prove his modeling approach.

The proposed method is to find a model, which has precise analytic solution, therefore the modeler
knows the results beforehand, which makes evaluation more comprehensive and understandable. This
paper shows, how to evaluate simulation and how to interpret Ansys errors values and convergence
data.

The main motivation for this paper was, for the sake of future research, to prove author’s own simu-
lations and approaches.

2 CHOOSING THE MODEL

There are not many calculable capacitors. Most of the analytic solutions are only an approximation.
For example, the best known equation (equation 1) for parallel plate capacitor, represents only a
simplified solution, that does not include the fringing effect. The greater the distance between the
plates, the greater the deviation from reality.

C = ε0 · εr ·
s
d
[F ] (1)
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There is currently no precise analytic solution for a parallel plate capacitor, so it is not suitable for
the confirmation of the simulation results. There are a few configurations which have precise analytic
solution such as two spheres[1], but such a model is extremely simple and does not test the ability of
a model designer to create a model of intermediate level atleast. The solution is to choose a capacitor
with electrode configuration, which has precise analytic solution and which is not overly simplified.
The calculable capacitor based on Thompson Lampard theorem meets those conditions.

(a) General principle
of cross capacitance

(b) Principle of N.S.L standard [5] (c) Cross sections,
which meet the
criteria [5]

Figure 1: Principle of theoretical cross capacitor and N.S.L version of cross capacitor.

3 THOMPSON-LAMPARD THEOREM

In 1956 the Thompson, A. M., and Lampard, D. G. published their theorem based on the cross ca-
pacitance and its usage in calculable standards. [2] The theorem was an attempt to reduce variables
which influenced countable standards. Until then, the countable capacity standards were scarcely
used due to their inconsistency. As mentioned before, the problem was that the former standards
provided accurate results only if almost ideal conditions were met. Even a slight deviation from those
conditions made the results unusable. [3] One of such standard was based on capacitor with parallel
plates, whose problems were described in section 2.

This problem was eliminated with a capacitor based on cross capacitance design. Its design consists
of four rods/electrodes of arbitrary cross section and with infinite length. The configuration can be
seen in figure 1a. If the C1 equals C2 then the mean of those capacitances C is the same. Lampard
has determined that an arbitrary cross capacitor is described by the following equation 2.[4]

exp(−4πC1)+ exp(−4π
2C2) = 1 (2)

So if the C1 equals C2 then:

C1 = C2 =C =
ln2
4π2 [e.s.u. · cm−1] = 1.953548 [pF ·m−1] (3)

But for that to be true, two criteria have to be met. Firstly, the electrodes have to be placed in such a
manner, that the neighboring electrodes are almost in contact and create a gap in the middle. Secondly,
the cross section of the gap has to have one axis of symmetry, which connects two opposite spaces
between electrodes. The examples of such cross configurations are shown in figure 1c. Consequence
of such theorem is that the shape of electrodes does not matter as long as the cross section of a gap
is symmetrical. Or that size of cross section, either of rod or gap, does not matter as long as the
insulating space between neighboring rods is considerably small. The most important advantage is
that with this configuration only one dimension, the length, needs to be observed to determine the
capacitance.
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4 REAL CALCULABLE CAPACITOR

Thompson discussed the physical realization of a countable capacitor[5], which resulted into a design
of a real calculable capacitor. The theoretical capacitor has infinite length, and is therefore unachiev-
able. With finite length, the fringing effect takes place at each end of the electrodes. Thompson came
up with a few designs using shielding technics, which solved the fringe issue. [4]

That design was adopted and modified by many institutions. For purposes of this paper, the model
from The National Standards Laboratory (N.S.L), which was renamed to National Measurement Lab-
oratory in 1974, was chosen. The simplified model was used as a template. The real calculable
capacitor is much more complicated, because unlike the simulation, the rods have to be somehow
attached to the construction. The principle and design of this model can be seen in the figure 1b.

The design consists of one hollow cylinder with two holes on its ends for driving rods. The outer
cylinder has shielding function. Inside the cylinder, 6 rods are placed. Two of them (A,C) have
shielding function. The other two (B,D) serve as positive and negative electrodes. The last two rods
(F,G) are the shielding driving electrodes. They serve to determine the effective length used for deter-
mining the capacity. For that purpose, the driving rods are movable. The precision of such calculable
standard is dependent on an accuracy of the position measurement. So if a precise measurement prin-
ciple, such us Fabry-Perot interferometer, is used, then the results can have precision as much as 0.1
ppm. [6]

5 SIMULATION

The main model was made according to previous description. The dimensions are unimportant, be-
cause of the mentioned fact, that the shape is more crucial than dimensions, but the length of the outer
cylinder should be sufficiently larger than the maximal effective length. Gaps could be tighter, but as
of now, they are sufficient. The resulting design can be seen in figure 2a. The materials of electrodes
and shield were defined as a perfect conductor and the area was defined as a vacuum. The solution
settings were as follows: Maximum number of passes 20, percent error 0.05, refinement per pass
30%. Parametric simulation was performed with parameter l in range <10;200> mm with a step of 10
mm and one simulation with l = 5 mm, for acquiring detail at short effective length. This parameter
represents the effective length . The parameter was also bound to driving electrodes, thus creating
a movement in an opposite direction of each other, so the effective area enlarges. The model was
labeled as NR model (NR - Not Rounded).

Another model (R model (Rounded)) was made, but all the sharp corners were rounded. This was
done because the sharp corners can cause convergence problem.[7] The second simulation was per-
formed to find out if this models would cause mentioned problem. The settings remained the same.

(a) Model of a calculable capacitor in Ansys
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(b) Capacity vs effective length l

Figure 2: A model created in Ansys and dependence of capacity on effective length l
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The driving electrodes, the outer shell and the blue electrodes were excitated with 0 V for simulating
the ground shielding. The orange electrodes were excitated with -10 V and 10 V respectively.

6 RESULTS

In theory, the dependence of capacity on effective length should be linear. In reality, the dependence
is exponential at the short lengths, due to the fringe effect. The fringe effect makes the electric field
non-uniform around the end of the driving rods, but only to certain distance. Beyond said distance,
a uniform electric field is generated. The uniformity ensures the stable increment of capacity. This
phenomenon is in accordance with W. K. Clothier’s research [5]. In the figure 2b, the exponential
growth at the short lengths can be seen. Beyond 40 cm the growth is linear and is roughly 19.5 fF
per cm. In the same figure, it seems like, that the model with rounded edges gives exactly the same
results as the model without the rounded edges.
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Figure 3: Data obtained by simulation.

7 ACCURACY AND CONVERGENCE

The advantage of used models is the known analytical solution, which is precise even in real environ-
ment. That fact presents the possibility to determine the accuracy of a model and to help comprehend
simulation settings or errors. Both models converged with total error under the 0.05 criteria. To a
direct comparison of both models, the figure 3a has to be observed. There, the increment of capacity
for both models and absolute deviations ∆ from the theoretical increment, can be seen. The deviations
for l ∈ 〈0;40) were not counted due to aforementioned phenomenon. The deviation with NR model
was mostly larger, hence the NR model had overall inferior accuracy. But even in the worst case, the
relative deviation is under 1%. The average deviation is 0.0234 pF for R model and 0.0362 pF for
NR model. The 1% simulation accuracy could indicate that the 0.05 % error criteria was not met.
However those numbers are of different meaning.

The Ansys software uses two error criteria to evaluate convergence. The energy error and the delta
error. The first is calculated by sophisticated algorithm and means, that the solution is in the x%
vicinity of the simulated value. The former is the difference between last two energy error values
in percentage. Be aware, that the simulation can converge into false convergence due to low quality
mesh or wrong model. The convergence does not mean that the simulation reached real value.

The percentage error criteria means, that the solver aims to get both of previously mentioned values
under that criteria value. The 0.05 % error value may seem too strict, but we have to take in notion,
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that with increasing capacity the error increases accordingly. Also the increment is calculated from
two values so in a worse scenario, the deviation could be as much as: ∆ = ((1.0005 · 361.76)−
(0.9995 ·342.25))−19.53 = 0.33pF which is almost 1.7%.

Graph concerning convergence, is presented in figure 3b. There we can observe, that the R model
converged faster and with fewer tetrahedrons (the mesh is less dense). Simultaneously, it was found
out, that one parametric solution for R model was 30% faster. The slightly rounded edges caused
finer mesh at details (edges), so the refinement of the mesh was focused around those details. On the
other hand, the mesh of NR model was refined mostly in the whole volume, which caused the need of
finer mesh. In this case, the R and NR model are almost equal. The NR model could perform better,
by slightly changing the simulation settings. But we could run into the risk of converging into a false
solution. Rounding corners makes converging into right solution more certain, but for models with
more corners it could also mean an exponential increase in the number of tetrahedrons.

8 CONCLUSION

The calculable capacitor based on Thompson-Lampard theorem was described and model of its N.S.L
version was created for simulation. Two simulations were performed. Results show that the model
with rounded edges converges faster and provides more precise results. The model with sharp edges
is faster to create, but convergence is slower and needs more tetrahedrons (as seen in figure 3b), so
more memory is needed. Model designer should be cautious when using sharp edges, because there
could be a chance of a false convergence. The verification of a correct convergence was possible due
to knowledge of analytic results beforehand. Without that knowledge it would be necessary to make
more simulations with different settings. However, the results from both models were approximately
the same. The increment deviates only slightly. The knowledge obtained during the work on this paper
will shall lay a great foundations for future research about planar capacitive sensing. Simultaneously,
reader can make use of this paper as a guide for proofing the reader’s modeling approaches by making
the same simulation.
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Abstract: This paper evaluates daytime to nighttime traffic image domain shift on Faster R-CNN
and SSD based pedestrian and cyclist detectors. Daytime image trained detectors are applied on a
newly compiled nighttime image dataset and their performance is evaluated against detectors trained
on both daytime and nighttime images. Faster R-CNN based detectors proved relatively robust, but
still clearly inferior to the models trained on nighttime images, the SSD based model proved non-
competitive. Approaches to the domain shift deterioration mitigation were proposed and future work
outlined.
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1 INTRODUCTION

In Autonomous Vehicles (AV) and Advanced Driver Assistance Systems (ADAS) one of the critical
tasks is collision avoidance. In order to implement any collision detection and avoidance system situ-
ational awareness is required. It is the task of machine perception to supply this situational awareness
to the higher level planning and decision making system, that being either another machine, or the
human element [2].

The machine perception field has been dominated with Convolutional Neural Networks (CNNs) in
recent years, and chances are this is going to continue in upcoming years. While CNNs have proven
great potential in this field [1], they have a number of weaknesses, in particular they require large
amounts of annotated data [3]. Sometimes it is impractical, or outright impossible, to acquire the
amount of data needed and in those cases either the performance suffers, or the data has to be created
or multiplied via dataset augmentation.

In the field of traffic images one of the examples is nighttime data, the established traffic image
datasets are either daytime datasets such as the KITTI and Caltech datasets [8, 9], or the nighttime
portion of the dataset is underrepresented (sometimes if not in the number of images, than in the
number of class instances) such as the LISA Traffic Light Dataset [10]. Although it has to be noted
that the situation is improving with datasets such as the NightOwls dataset [11]. Still instances of
certain classes are quite rare in the nighttime by their nature (such as cyclists), yet it is expected of the
AV and ADAS to be reliable in these situations. Solution thus has to be found either in architectures
generalizing well between day and night, or in generating sufficient data for these rare classes.

In this short paper the current state of the ongoing research is presented. First a short review of
current state-of-the-art in domain shift and CNN domain shift robustness is given. Then an experi-
ment to determine robustness of various object detection architectures is presented and solutions to
improvements of these detectors are proposed. Lastly future work is outlined and conclusions drawn.
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2 PREVIOUS WORK

This paper is concerned with domain shift and its implications on object detection, in particular it is
concerned with the domain shift between the daytime traffic image source domain, and the nighttime
traffic image target domain. A domain shift is a shift between source and target domains, in other
words it is a data remapping where the distributions are different but related [4]. As mentioned above
the ways of dealing with this shift is either having data from the target domain - obtained in the usual
way, or through data augmentation, or having an architecture robust (architecture robustness has been
examined in depth by [16]) to domain shift (or one capable of domain adaptation):

Data augmentation: in recent years a body of work has gone into development of data augmentation
methods to increase performance, avoid overfitting and improve reliability of Deep Learning appli-
cations. A comprehensive overview of the methods and current trends has been compiled in [14].
The scope of data augmentation reaches from the very simple and naive, such as geometric transfor-
mations, colour space augmentations etc. all the way to very complex methods such as Generative
Adversarial Networks (GANs) and Neural Style Transfer.

While the simple augmentations has now become a standard in object detection, especially methods
like Neural Style Transfer could be very beneficial in domain shifted data generation [3, 15]. GAN
based augmentation methods are also perspective.

With augmented data the chosen object CNN can be trained as usual.

Domain adaptation: Domain adaptation can be internal or external to the network architecture (in
a way a dataset augmentation in itself is a domain adaptation). A comprehensive survey of methods
applicable for domain shifted traffic detection has been conducted by [15, 4]. Noteworthy is also
Progressive Domain Adaptation method used in [17].

Domain adapted method usually requires samples of data from both domains, albeit the target domain
data might be relatively sparse.

The two object detection architectures this paper is predominantly concerned about are the Single
Shot Multibox Detector (SSD), and the Faster R-CNN. Both of the detectors are regarded as state-of-
the-art in object detection, and are used in traffic applications [1].

The Faster R-CNN architecture was introduced in 2015 in [6] as a performance improvement on the
original R-CNN and Fast R-CNN architectures. The detector itself uses a pretrained feature extractor
CNN generating a feature map from the input image. A custom trained region proposal network
(RPN) then selects 2000 likely locations for objects that are then classified. The output detections are
selected based on the classification confidence.

The SSD was first published in 2016 by Liu et al. [5] as a real-time object detector that was compa-
rable in performance to the then state-of-the-art Faster R-CNN while being faster. The SSD uses a
pretrained feature extractor CNN and a cascade of convolutional layers progressively diminishing the
feature map size. features in predefined default bounding boxes are then classified and non-maximally
suppressed to only select the strongest detections.

3 THE EXPERIMENT

This paper builds on our previous studies published in [1], where the performance of pedestrian (and
concurrent pedestrian and cyclist) detectors was evaluated on real traffic data that was degraded by
some of the most common image degradations (motion blur, out-of-focus blur and JPEG compression
artifacts) with varying severity. Goal of this evaluation was to determine how various degradations
affect the different architectures in order to be able to select the right architecture for further work.
The study compared various object detectors based on SSD and Faster R-CNN architectures, and
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concluded that in general Faster R-CNN showed better performance and was more robust to degra-
dations at the cost of increased computational cost and thus lower framerate. In this paper the same
architectures were applied onto a newly compiled night dataset in order to determine how the day to
night domain shift affects their performance.

3.1 DATASET

A new night dataset has been created for verification by combining the Small Pedestrian Night Dataset
(SNPD) [7], author’s own dashcam images, and some other publicly available images. The entire
verification dataset contains over 300 images (none of which have been used in the detector training)
that have been manually annotated with classes of pedestrian and cyclist, and contains several hundred
instances of the pedestrian class, and tens of cyclists (as cyclists are difficult to come by in nighttime).
In keeping with the original SNPD the images were obtained using a medium range dashcam and were
shot at nighttime or dawn in all weather. The dataset represents urban and suburban areas. Figure 1
shows typical images of the night dataset.

Figure 1: Representative images from the night dataset

For comparison Small Pedestrian and Cyclist Dataset (SPCD) and Low Quality Traffic Dataset (LQTD)
from our previous work [1] were used. The SPCD is a daytime dataset made out of typical dashcam
images of urban and suburban traffic situations. The LQTD contains purposely made low quality day-
time images using a low resolution, shot camera in all weather and through a dirty windscreen with
various reflections. Both datasets were manually annotated with the pedestrian and cyclist classes.

3.2 DETECTORS

In this paper the same SSD Lite and Faster R-CNN architectures were applied onto a newly compiled
night dataset in order to determine how the day to night domain shift affects their performance.

Two of the detectors were retrained specially for this paper. These are:

• FRCNN Zemcik detector based on the Faster R-CNN architecture

• and the SSD Zemcik based on the SSD Lite architecture.

Both trained to detect pedestrians and cyclists. Both detectors were trained on a custom dataset made
up of a combination of the KITTI dataset, and author’s own data. These detectors were trained purely
on daytime images of varying quality.

To be able to compare these detectors further three detectors were evaluated. These were:
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• The Faster R-CNN based FRCNN Kitti zoo [13] trained to detect pedestrian and cars purely
on the KITTI dataset.

• The Faster R-CNN based FRCNN Tilgner [7] trained to detect pedestrians predominantly on
a mixture of KITTI and SNPD images, thus having some nighttime images in its training.

• The SSD Lite based SSD Tilgner [7] being likewise trained on pedestrians from KITTI and
SNPD datasets.

3.3 RESULTS

The trained detectors were applied onto the described dataset and detections were obtained. A tresh-
old of 50% was selected. Figure 2 shows the same image with detections by both tested detectors.

Figure 2: Examples of pedestrian detections by FRCNN Zemcik and SSD Zemcik respectively

The results of the experiment were evaluated by the average precision as defined by the Pascal Visual
Object Challenge (Pascal VOC) [12]. The precision has been calculated for each class separately, as
some of the detectors detect more than one class and the Mean Average Precision (mAP) would not
be comparable.

The Pascal VOC AP metric only considers detections as true positives if the Intersection over Union
(IoU) measure of the detected and ground truth bounding boxes is over 0.5:

IoU =
Area o f Intersection

Area o f Union
(1)

The average class precision of each class is then calculated as the mean of precisions taken at eleven
points of the precision / recall curve. The points being Recall = {0,0.1,0.2, ...,0.9,1}. The Pascal
VOC AP then is:

AP =
1
11
· ∑

Recall ε{0,0.1,...,1}
Precision(Recall) (2)

Table 1 compares the class average precisions of the above-described detectors on the night dataset in
contrast to daytime SPCD and LQTD datasets. It is readily apparent that results on the night dataset
are inferior to those on the daytime datasets. It is also obvious that the SSD based detectors are not
competitive at night.

184



Detector SPCD LQTD Night dataset
FRCNN Kitti zoo (pedestrian) 69.2% 29.3% 40.9%
FRCNN Zemcik (pedestrian) 84.7% 56.7% 21.6%
FRCNN Zemcik (cyclist) 75.4% 50.6% 7.0%
FRCNN Tilgner (pedestrian) 71.8% 64.6% 48.4%
SSD Zemcik (pedestrian) 19.7% 10.6% 0.1%
SSD Zemcik (cyclist) 62.5% 3.1% 1.2%
SSD Tilgner (pedestrian) 53.2% 37.4% 1.1%

Table 1: Class average precision of all detectors on the night dataset compared to daytime
datasets. (The best detector for each class highlighted)

Furthermore notice that FRCNN Tilgner and SSD Tilgner were clearly better with the night dataset
due to having been trained on night images even if they were inferior on the daytime validation
datasets.

4 PROPOSED SOLUTIONS

In order to improve the performance of the detectors in nighttime several solutions present themselves:

Firstly the naive approach would be to avoid the domain shift altogether by training the detector mod-
els on an actual nighttime dataset. A suitable dataset now exists in the abovementioned NightOwls
dataset [11], which is annotated both for pedestrians and cyclists. The drawback is that should the
solution require a further class or a further domain, this approach would require yet another full
dataset.

Secondly a solution using some kind of a sophisticated data augmentation approach is possible.
This approach would involve generating a synthetic nighttime dataset from an actual daytime dataset
either using GAN or Neural Style transfer architecture. This approach would however require to train
two separate models - first the data augmentation model and only then the object detector itself.

And lastly the domain adaptation approach. A promising approach that would allow for a single
model to be trainable at once, it would also allow for future extension for more classes and domains.

5 FUTURE WORK AND CONCLUSIONS

In this short paper a short overview of the domain shift problem was presented. An experiment
was conducted on currently used pedestrian and cyclist detection models in order to determine their
robustness to daytime to nighttime domain shift. It was found - as expected - that their performance is
inferior to models outright trained on nighttime images. The Faster R-CNN based models proved to
be more robust than the SSD based model. Approaches were then proposed to improve the detectors’
performance.

In future work we would like to continue developing the models by firstly retraining them on the
NightOwls dataset, and then implementing a domain adaptation version of the model. This way
we will be able to compare the performance of a conventionally trained CNN and a CNN using a
synthetic data step. Further we plan to apply the general domain adaptation principles onto a model
using multi-sensor input.
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Abstract: This paper is focused on the use of gel polymer electrolytes composed of copolymers of 
ethyl methacrylate and methyl methacrylate with positive NMC electrode (LiNi0.33Mn0.33CO0.33O2). 
This article describes the composition of gel polymer electrolyte, the method of preparation and 
description of the NMC electrode. The experiment is based on the measurement of capacity and 
impedance at the beginning and at the end of the experiment at room temperature and at higher 
temperature 40 °C. 
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 INTRODUCTION 

With the wider possibilities of using battery-powered devices, the diverse demands on these sources 
of electricity are growing also. The requirements for the number of cycles, capacity, electrochemical 
stability, safety, usage of ecological materials and ecological disposal of batteries are increasing. 
Nowadays, when lithium batteries are widely used, it is being considered to improve the electrolytes 
used in them too. Liquid electrolytes are used mostly in lithium batteries. The main reason is a high 
ionic conductivity. However, the problems of liquid electrolytes are for example safety, mainly 
flammability and toxicity. Gel polymer electrolytes consist of a polymer, an inorganic salt and an 
organic liquid. The polymer network prevents the liquid part from escaping from the matrix and 
gives the gel the properties of a solid. The organic liquid serves as a plasticizer and gives the matrix 
the properties of the liquid. The basic requirements for these electrolytes are high ionic conductivity 
in a wide range of heat, good mechanical properties, thermal and electrochemical stability and long 
life span. The conductivity of these electrolytes is in units of mS/cm. [1] [3] 

 EXPERIMENT 

The experiment began with the preparation of gel polymer electrolytes (GPE). The gel polymer 
electrolytes consisted of salt, solvent, initiator of UV polymerization, crosslinking agent and 
monomers. Initially, the properties of GPE with single monomers like ethyl methacrylate (EMA), 
butyl methacrylate (BMA), isobutyl methacrylate (IBMA), lauryl methacrylate (LMA), 
trimetoxysilylpropyl methacrylate (TSPMA) and ethoxyethyl methacrylate (EOEMA) were 
measured. Combination of two GPE composed of monomers with the highest conductivity and 
electrochemical stability was chosen. After selecting the two monomers, the composition of the gel 
polymer electrolyte with a copolymer of EMA and MMA was calculated.  The ratio of monomers 
EMA 20% and MMA 80% suited best to these conditions. Selection of the appropriate GPE 
composition was followed by the preparation of the Li/GPE/NMC cell. Firstly, it was necessary to 
mechanically clean the lithium plate from oxides on the surface, then to cut out a GPE of a certain 
size and transfer it to the cut-out part of the lithium and add an NMC electrode. Followed by setting 
the parameters of PEIS and GCPL measuring methods. Measurements at room and higher 
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temperature can not be performed on one sample, therefore two samples with the same composition 
were prepared for the measurement. 

 

2.1 CHEMICAL COMPOSITION 

The method of preparing gel polymer electrolytes is based on mixing monomers with a 
polymerization initiator, a crosslinker and a salt in a solvent. During the preparation of gel polymer 
electrolytes, it is necessary to work in an inert atmosphere. Upon contact of the gel polymer 
electrolyte with the ambient air, the material degrades rapidly. 

The GPE consists of the following materials: 

• Salt Lithium hexafluorophosphate (LiPF6) 

• Solvent Ethyl Carbonate and Diethyl Carbonate (EC/DEC in weight 1:1) 

• Initiator of UV polymerization Benzoin Ethyl Ether (BEE) 

• Crosslinking agent Ethylene Glycol Dimethacrylate (EDMA) 

• Monomer Ethyl Methacrylate (EMA) and Methyl Methacrylate (MMA) 

     

 The exact chemical composition of the gel polymer electrolyte is shown in table 1. 

EMA 20 % 

MMA 80 % 

Chemical substance Quantity 

LiPF6 0.1519 ml 

EC/DEC 1.899 µl 

EMA 137.54 µl 

MMA 470.78 µl 

BEE 0.0139 g 

EDMA 38.2 µl 

Table 1: Chemical composition of GPE 

 

2.2 NMC ELECTRODE 

NMC-based electrodes suitably combine the properties of nickel and manganese. Nickel has a high 
specific energy but poor stability. Manganese has a very low internal resistance but low specific 
energy. The NMC electrode excels in specific energy, specific power, safety, performance and life 
span. However, the price of these electrodes is also higher. It is used as a material for a positive 
electrode. There are several types of NMC electrodes, which are divided on the basis of the 
proportion of individual elements. The most common type is 111 NMC, which means that all 
elements are represented by the same proportion. For example, other basic elements ratios are 
442 NMC or 622 NMC. Besides of the NMC electrodes, there are other materials used for the 
positive electrode, such as NCA (lithium-nickel-cobalt-aluminium) or LFP (lithium-iron-phosphate). 
The completed Li/GPE/NMC cell is shown in the figure 1 below. [2] [4] 
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2.3     RESULTS  

 

 
Figure 2: PEIS graph of Li/GPE/NMC cell at room temperature. 

The PEIS method (Potentiostatic Electrochemical Impedance Spectroscopy) is an experimental 
method. The complex impedance is evaluated over a wide range of frequencies. The result of the 
measurement is the impedance spectrum and it is shown in figure 2. The method was used at the 
beginning and at the end of the measurement of the Li/GPE/NMC cell. At the beginning of all the 
measurement, the value of the real component of impedance is 779 Ω and after the measurement of 
capacity, the value of impedance is 452 Ω.  This change can be evaluated as a decrease in impedance 
of 58%. 
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Figure 1: Complete Li/GPE/NMC cell 
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Figure 3: PEIS graph of Li/GPE/NMC cell at higher temperature 40 °C. 

Measurement with higher temperatures were done with the same parameters only the temperature 
was 40 °C. There is graph of measured impedances before and after cycling shown in figure 3. The 
impedance value at the beginning of the measurement was 134.8 W and after the GCPL method 
measurement the impedance value was 112.6 W. The impedance decreased of 16.5 %. When 
measured with PEIS method at room temperature, the impedance decreased of 58%. This is 
significant difference from measurement at higher temperatures. Furthemore, it would be useful to 
detect differences in impedance at different temperatures. 

 

 
 

Figure 4: Capacity during cycling of Li/GPE/NMC cell. 

Figure 4 shows the dependence of capacity on cycle number. The GCPL (Galvanostatic Cycling with 
Potential Limitation) was used for the measurement. This method allows cyclic charging and 
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discharging within the required voltage limits. Ten cycles of charging and discharging with a current 
of 0.05 C up to 1.2 V were measured. At the beginning of the measurement, the capacity was 44.58 
mAh/g, after that the value dropped to 35.15 mAh/g. From the third cycle, the capacity slowly raised 
again to 39.22 mAh/g. Due to this measurement the drop of capacity is 13.6 %. The average 
capacitance value is 37.51 mAh/g, while the theoretical value of capacity of the NMC electrode is 
160 mAh/g. 

As with room temperature and higher temperature measurements, we can see a significant decrease 
in capacity after the first charge and discharge cycle. Charging and discharging at room temperature 
took 91 hours, while at higher temperature the cycles took 141 hours. The average value of capacity 
at higher temperatures was 60.2 mAh/g. 

 

 CONCLUSION 

The aim of this experiment was to determine behavior of a gel polymer electrolyte based on a 
copolymer of EMA and MMA with NMC electrode. The conductivity of the prepared gel polymer 
electrolyte was 5.52 mS/cm. Commercial electrodes from Customcell were used for the experiment. 
The measurement of gel polymer electrolyte and subsequent measurement of system Li/GPE/NMC 
were done at room temperature. The result of this measurement is that the prepared system of 
Li/GPE/NMC is stable at room temperature. After these experiments, it was necessary to investigate 
the behavior even at higher temperatures. The measurement was done at a temperature of 40 °C. The 
capacity of the cell is higher at higher temperatures and charging and discharging cycles take longer 
than at room temperature. Furthermore, it would be possible to continue research at higher and lower 
temperatures and study changes in capacity as a function of temperature. These measurements are 
important for follow-up research, which could explore the application of GPE in thin layers, because 
GPE applied in thin layers has a higher conductivity by volume. 
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Abstract:  In this study plasma-enhanced atomic layer deposition process of AlN has been performed 

with the purpose to test the expediency of highly oriented pyrolytic graphite (HOPG) to serve as a 

substrate in such process. The obtained samples were thoroughly analyzed using various analytical 

techniques. Atomic force microscopy was employed for studying topographic and morphological 

features of the surface; x-ray photoelectron spectroscopy (XPS) analysis supported by second ion-

mass spectrometry method (SIMS) has been conducted on the obtained sample to investigate the 

chemical nature of the deposited films as well as elemental distribution. Temperature stability of 

HOPG makes it a suitable substrate for preparation of AlN films, being a bottom contact for further 

testing of the films electrical properties. The data gathered from the aforementioned techniques have 

indicated that HOPG is a viable choice for AlN ALD process. 

 

Keywords: aluminium nitride, atomic layer deposition, highly oriented pyrolytic graphite, x-ray 

photoelectron spectroscopy, atomic force microscopy, second ion-mass spectrometry. 

1 INTRODUCTION 

Aluminium nitride (AlN) is a semi-conductive piezoelectric material with various promising physical 

and piezoelectric properties which attract attention of scientists from all over the world. AlN 

demonstrates an outstanding performance in a variety of electronics and covers quite a large range 

of applications which have been abundantly described by many researchers [1-11]. There is a lot of 

reports of AlN thin films grown using different physical and chemical vapour deposition methods 

(PVD, CVD) [2, 8, 9]. Atomic layer deposition (ALD) is one of the methods of CVD group. Its main 

advantages over others stem from the fact that reactions in ALD are sequential and self-limiting 

which enables a precise control over the film’s growth at the atomic level [2, 8, 9, 11]. Further benefit 

of ALD is that after each reaction cycle the deposition chamber is purged from unreacted components 

of metalorganic precursors by an inert gas which leads to excellent purity and homogeneity of the 

film. So far, AlN thin films have been mostly deposited on silicon and sapphire wafers which proved 

to be reliable substrates to be employed in the process [8, 9, 11].  However, it remains a relevant 

topic of research to test out different substrates for AlN atomic layer deposition since chemical 

reactions that take place on the surface of the substrate as well as the nature of film/substrate interface 

may define the resulting quality of the entire deposited film. Thus, in this paper it has been decided 

to test out highly oriented pyrolytic graphite (HOPG) as a substrate for AlN ALD process. HOPG 

appears to be a promising substrate for AlN deposition process due to the carbon’s ability to 

withstand extremely high temperatures, 3550 °C (a potential for high-temperature processing of the 

sample). Another advantage of HOPG is that its laminated nature allows for easy transferring of films 

grown on it onto a different foundation should such a need arise [12, 13].  
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2 EXPERIMENTAL DETAIL 

To deposit AlN thin films using plasma enhanced atomic layer deposition (PE-ALD) on highly 

oriented pyrolytic graphite (HOPG) substrate Ultratech/CambridgeNanoTech Fiji 200 ALD 

instrument have been used. Obtained films have been analyzed using AFM, XPS and SIMS methods.  

In total 1500 ALD cycles have been performed which translates into thickness of approximately 

100nm (1cycle ≈ 0,629 Å). The temperature of deposition was 300 °C. The energy of plasma was 

300W. The sequence of each cycle consisted of following steps:  

1) introduction of TMA (0,06sec),  

2) purge 10sec,  

3) initiate flow of N2/H2 (20 sccm) and enable plasma (40 sec),  

4) purge 5sec.  

 

To ensure to purity of the surface, first layers of HOPG substrate were removed using an adhesive 

tape right before loading the samples into the ALD chamber. 

SIMS analysis was carried out on ION-TOF TOF.SIMS 5 instrument in positive mode. The 

instrument enables analysis in dual gun mode. Oxygen gun with energy of 2KeV was employed for 

rough sputtering (material removal only), whereas Bi gun provides much slower sputtering rate and 

secondary ions produced by it are collected in an analyzer. Area of the crater was chosen to be 

200x200nm, area of analysis 80x80 nm. The 3D modelling was done in the native software 

SurfaceLab 7.1 provided by the manufacturer.  

Kratos Analytical Axis Supra instrument with Al Kα excitation source and emission current of 15mA 

was employed to perform XPS analysis. Wide spectrum was taken at of 80 eV. High resolution 

spectra were taken at of 20 eV. All spectra were calibrated by shifting major C1s peak (C-C bond) 

to 284.8 eV. The presented spectra were made in CasaXPS software, SG linear smoothing and 

background subtraction tools were used. 

3 RESULTS AND DISCUSSION 

3.1 ATOMIC FORCE MICROSCOPY  

Figure 1 shows surface images obtained by AFM. The average roughness for 2x2 and 5x5 μm images 

are 36,4 Å and 34,7 Å correspondingly. In total, around 15 images have been taken with different 

resolutions (0,5x0,5 μm, 2x2 μm, 10x10 μm). Several images have been taken at different spots all 

across the sample and exhibited the similar pattern. The average surface roughness value (Ra) 

fluctuates around ~35 Å for all of them, this indicates excellent uniformity of the deposited layer and 

conformal growth. 

 

 

 

 

 

 

 

    

    a)             b) 
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   c)             d) 

Figure 1. AFM images of: a) 2D 1x1 μm , b) 2D 5x5 μm, c) 3D 1x1 μm , d) 3D 5x5 μm 

3.2 SECONDARY ION-MASS SPECTROMETRY 

Elemental distribution patterns according to SIMS are provided in Figure 2. During sputtering in 

SIMS not only individual ions are ejected from a material (C+, N+, O- etc.) but also composite ions 

(OH-, CH3-, AlO+ etc.) and even molecules. Which is why, in order to get a complete picture about 

the target compound we need to search for all possible combinations of its constituents, in our case 

those they are N+, AlN (a, b) and Al (c). By looking at these 3D images of ejected ions distribution 

we can clearly tell at which points the AlN ends and HOPG substrate begins. 3D profile of carbon 

(d) is also given to emphasize that shift. Furthermore, some of the carbon can also be noticed in the 

AlN layer, that is explained by the fact that the precursor employed in the ALD process (TMA) 

contains carbon some of which might have formed different bonds within the layer, which is also 

confirmed by XPS results. 

 

 

 

 

 

 

  a)       b) 

 

 

 

 

 

 

 

  c)       d) 

Figure 2. SIMS 3D distribution for AlN on HOPG: a) N+, b) AlN+, c) Al+, d) C+ 

3.3 X-RAY PHOTOELECTRON SPECTROSCOPY (XPS) DATA 

XPS spectra are given in Figure 3. Wide spectum (fig. 3a) shows that the surface of the films is 

heavily oxidized and some carbon impurities are also present. The presence of carbon and oxygen is 

the result of the samples exposure to atmosphere after the deposition. Thus, the bulk of the sample is 
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expected to have superior degrees of purity. The nitrogen peak (fig. 3b) consists of three subpeaks 

with binding energies of 396,7 eV, 398,3 eV and 399,9 eV.  The biggest of them located at 396,7 eV 

and according to a number of sources [14-18] is the one belonging to N-Al. The remaining two are 

located at 398,2 eV and 400 eV and attributed to N-O and N-Al-O correspondingly [14, 16]. 

Aluminum exhibits two subpeaks (fig.3c) the biggest occurs at 74 eV and is assigned as Al-N bond, 

the same energy values for Al-N bond are reportied in literature [15, 16]. There is also a good 

correlation with the nitrogen pieak in this regard, which also exhibits the presence of Al-N bond. The 

second peak has energy of ~73,5 eV and we speculate belongs to Al-Al defects which are though 

small in percentage but nonetheless present in the film. Given the high affinity of Al/AlN to 

oxidization [15, 16], both during the deposition process as well as in the open air, Al-O subpeak 

could also be reasonably anticipated here, however, it occurs at higher binding energies (>75eV) [19, 

20] and hasn’t been noted in this particular sample. XPS spectra have been taken at several different 

points on the sample surface and proved to be practically identical. 

It appears instead that the bulk of the oxygen is bound to carbon in one way or the other which can 

be seen from C1s and O1s high-resolution spectra (fig. 3d and fig. 3e). Deconvolution of C1s resulted 

in 3 subpeaks located at 289,2 eV, 287,4eV and 284,8eV which correspond to O-C=O, C-O-C and 

C-C bond correspondingly [21].  By looking at O1s spectrum (fig. 3e) it can be inferred that the rest 

of the oxygen is bound to nitrogen forming N-O bond (530,3 eV). Overall, carbon and oxygen are 

undesirable but inevitable contaminants in ALD AlN their presence can be minimized by adjustments 

in the ALD process (temperature, pressure, precursor type) or by post-treatment of deposited samples 

(annealing, etching). Studying of oxygen impurities in AlN films is important since it is known to 

have negative effects on the resulting qualities of the film such as optical absorption and thermal 

conductivity [16]. 
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             d)               e) 

Figure 3. XPS high -resolution spectra for AlN on HOPG: a) wide spectrum, b) N1s, c) Al2p, d) 

C1s, e) O1s 
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4 CONCLUSION 

In this paper we attempted to deposit AlN thin films using PE-ALD equipment on a previously 

untested substrate - HOPG. Surface analysis of the samples done by AFM indicates that deposited 

AlN layer exhibits quite uniform surface topography. Such methods as XPS and SIMS have been 

employed to investigate the chemical structure of the samples obtained. The data provided by these 

methods unambiguously confirms the presence of AlN compound, although not in the pure form. We 

can also observe formation of Al-Al and N-O defects as well as some impregnation of carbon in the 

XPS spectra which probably occur due to imperfection of the equipment's vacuum system or post-

deposition surface oxidization. The removal of the undesired compounds from the films is the 

implication for future research, high-temperature annealing in nitrogen atmosphere might have a 

positive effect in this regard which is made possible thanks to carbon extremely high melting point. 

Presently, however, HOPG seems to be a promising substrate to be utilized in AlN deposition 

process. 
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Abstract: Presented project deals with optical profilometric analysis of magnetic plates position 

within the rotors surface. The focus of this work is to determine whether measuring by laser 

profilometry scanning of the surface is suitable for such an issue. Main problem is occasional 

inaccurate positioning of magnetic plates which might occur in gluing of the plates during 

manufacturing process. This could lead to inhomogeneous magnetic field causing dysfunctional 

properties of the device. Results demonstrate that profilometric measurements are sufficient option 

for solving the problem, nevertheless there is need for special equipped profilometric system to 

measure and evaluate data properly.  

Keywords: laser profilometry, rotor, optical measurements, flatness analysis, magnetic plates 

1 INTRODUCTION 

Currently, research aimed at measuring and recognizing the three-dimensional shape of objects and 

surfaces is advancing by leaps and bounds. In many industries and applications of laboratory or 

industrial measurement, it is necessary to accurately evaluate even the most subtle deviations in the 

shape of profiles of various surfaces. The use of modern ways to study the properties of materials 

can shed new light on what has already been explored and open up new horizons.  

Based on the measurement requirements and working principles, real-time 3D shape measurement 

techniques could be classified into three categories: time of flight technique, stereovision and 

structured light technique. [1] [2] 

In case of this project we worked with structured light generated by non-contact optical profilometric 

system which uses laser as a light source.  The measured object is magnetic rotor. Surface of the 

component is covered by several magnets which mutual flatness level is crucial during operation. 

Magnets have to be aligned to each other for creating accurate magnetic flux and correct 

functionality.  

As rotors are manufactured, magnets are gradually glued around the unit. Without following optical 

control of the magnet plates mounting quality level this process may lead to higher probability of 

failure of the products. 

Main asset of this project is to demonstrate option of laser profilometry as an optical control to detect 

wrong rotors surface anomalies created during manufacturing. 

2 LASER PROFILOMETRY 

In terms of the use of modern technologies in production process, 3D scanning technologies are 

currently gaining ground. These technologies are mainly used in the control of products, surfaces 

and evaluation of their parameters, reverse production process or quality control. 
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Laser profilometry is a form of non-contact optical profilometric measurement of the surface of a 

scanned object with an option of the subsequent execution of its three-dimensional model. The 

composition of such a profilometric system is based on the presence of a laser beam emitted by an 

optical source of electromagnetic radiation and a scanning device in the form of a camera, usually 

based on a CCD or CMOS scanning chip. 

Laser generates beam in shape of a dot which is subsequently formed into a narrow line by using of 

optical projection lens. The light trail is captured at an angle by a digital camera. The principle of the 

function consists in the use of the technique of active triangulation where the light source together 

with the sensor and the examined object form a so-called triangulation triangle. In this way, it is 

possible to create a real 3D profile from each scanned image. Such a contactless profilometer 

cooperates with a classic computer with the Windows operating system via a pre-supplied 

profilometric program with a user environment. The IEEE 1394 (FireWire) interface is used to 

transmit and communicate with the computer. [3] 

Application of this form of measurement can be found practically in any sphere of industry where 

there is an emphasis on the quality of the surface of objects and their shape. This technology allows 

us to control in real time, which is a very important advantage in terms of production efficiency. 

 

Figure 1: Laser profilometry principle illustration [4]  

3 EXPERIMENT 

The experiment used a Microepsilon Scancontrol laser line profilometer with a catalogue resolution 

of 10 μm. [5] The principle of measurement is an active triangulation performed by laser 

profilometric system.  

In this case, several factors and settings affect the achievable resolution. Surface roughness higher 

than 5 μm can lead to laser beam interference and surface noise. In addition, the reflectivity and 

colour variation of the surface can affect, but also the associated inappropriate exposure time settings. 

The arrangement of the experiment or the attachment of the sample is one of the key factors when it 

is necessary to minimize vibrations. 

The measurement equipment did not dispose of a holder with possibility of computer-controlled 

rotation, therefore it was not possible to create a 3D image of the surface, which would allow to 

obtain the most accurate desired results. Instead, the rotors with magnets were placed in wooden V-

grooves and the rotation was done manually. This arrangement is limited to low resolution results 

and can lead to a reduction in measurement repeatability. 

200



 

Figure 2: Photo of a rotor during performing of an experiment 

 

Another problem that arises from the arrangement is the fact that it is not possible to reconstruct the 

planes of the glued magnets but only their inclination in one axis (along the longer side), and only in 

the middle of the magnet. There is possibility that the corner of the magnet may be significantly 

higher or lower than measured because of the tilt in the second axis, that is not considered in the 

performed experiment. Thus, it is possible that essential problematic pieces of magnets were not 

captured in the performed measurement. 

 

 

Figure 3: Workplace arrangement 

 

Figure 4: Axis measurement 

Experiment was executed for two rotors sample coils – A and B. Each of them consisting of several 

rows of glued magnetic plates.  
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Since magnets 1 and 2 are offset from magnets 3 and 4 as shown in Figure 4, the measurement was 

performed specially for each magnet. Each magnets level deviation is presented in Figure 5. 

Measurements were performed 40x for each measurement axis to minimize vibration influence. As 

part of the evaluation, a linear function interpolation was performed for individual magnets 1 - 4 and 

the inclination of the individual magnets was subtracted in proportion to the inclination of the 

reference level formed by the sections RL and RR. Furthermore, the distance of its centre from the 

reference level was determined for each magnet. These deviations were plotted (on the x-axis the 

proportion of guidelines, on the y-axis the deviation of the position). From the above, it can be seen 

from the graph that the deviations of the centres of the magnets from the reference axis are in the 

range up to ± 150 μm. The guidelines differ by a coefficient of 0.7-1.5. If we consider approximately 

the normal distribution of values in both axes, we can determine the standard deviations from the 

arithmetic mean and define the boundary of the criterion 3-sigma. 

 

Figure 5: RL, RR - reference level ; 1, 2, 3, 4 - row of magnetic plates 

The y-axis of the Figure 5 describes distance of the measured profile from a measuring device and it 

is used to define k and q parameters which are specified by the slope equation y = kx + q .  

 

Figure 6: Variance of values for A and B sample [6] 

 

Sample B, which was exceeded in two measurements, shows a larger variance of values defined 

boundaries and at least three other measurements are boundary. 
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4 CONCLUSION 

To confirm the experiment and find problem areas, it is essential to create a sample holder with the 

possibility of computer-controlled rotation with minimal deviations. Only this arrangement would 

make it possible to measure the true position of the entire magnet in space relative to the rotor axis 

and to reliably determine the measurement uncertainty. Due to the absence of such a holder, the 

performed measurement was performed by a reference method against a rotating edge and without 

assessing the repeatability of the measurement. The sample was placed in a wooden V-groove with 

manual rotation. This could be a significant source of measurement inaccuracies. 

From the evaluation, it appears to be a worse sample B, but it cannot be ruled out that the problematic 

magnets were not detected because the position / inclination of the magnets was measured in only 

one axis (along the longer side) and only in the centre of the magnet. 

The resolution of optical profilometers seems to be sufficient for identification of defective pieces, 

but the key factor is the arrangement of measurements. In particular, axially accurate fixation of the 

sample in a sufficiently rigid holder and controlled rotation of the sample is essential for repeatable 

and reliable measurements. 
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Abstract: This article focuses on the possibilities of recycling materials from spent Li-ion batteries, 

especially on direct recycling. Lithium-ion batteries (LIBs) are gradually replacing other types of 

accumulators from practical applications and further increase in their production is expected in the 

future. With high production, bigger amount of waste will have to be deal with. Recycling process-

es currently in use are not efficient enough and they have been developed mainly for one type of 

cathode material. Direct recycling is very promising in terms of efficiency, but it needs to be fur-

ther enhanced. Direct recycling technology is discussed in the text as well as the recovery process 

for commercial Samsung 18650B-20R aged cell using different kinds of solvents.   

Keywords: Li-ion battery, direct recycling, NMC 

1 INTRODUCTION 

Today, LIBs are used in many fields, from wearable electronics, smart phones, laptops, electromo-

biles to energy storage power stations. LIBs are in their principle, as well as other battery types, an 

electrochemical energy source. Due to the fact that they can accumulate energy in their electrodes, 

they are classified as secondary sources of energy. 

LIBs are made of three main parts, cathode, anode and electrolyte. The cathode consist of alumini-

um collector and active material containing transition metal oxides and lithium, which ensures the 

battery function. The working principle of LIBs is called intercalation process. During the charging 

of the battery, lithium ions are deintercalated from the structure of cathode and migrate through the 

electrolyte to the anode, where they intercalate to the graphite. During discharging the process is 

reversed. Therefore, Li-ions are also referred to as rocking chair batteries [1], [2]. 

During the life cycle of the battery, due to the mentioned charging and discharging processes, there 

is a gradual decrease in capacity. Because of ions drifting between two electrodes, a certain defor-

mation in the material structure occurs, capacity is decreasing leading to the end of life of the bat-

tery. Another reason for capacity loss is growing of SEI layer.  

2 RECYCLING PROCESS OF LI-ION BATTERIES 

Today, the efficiency of recycling is about 50%, and the processes themselves focuses on recycling 

the cathode material, which contains many important elements like lithium, cobalt, nickel, manga-

nese etc.. Recycling is interesting mainly from the economic point of view, total energy costs and 

total emissions are reduced [3].   

Recycling technologies of LIBs essentially consist of physical and chemical processes, with physi-

cal processes mostly used in the pre-treatment of batteries to separate the cathode material from the 

used LIBs. The chemical processes themselves are then used to recover the cathode material. Near-

ly all of the recycling techniques were created to recycle LCO (LiCoO2) chemistry concentrating 

on the metals contained [4]. 
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There are three main technologies we distinguish in recycling, namely pyrometallurgical, hydro-

metallurgical processes and direct recycling. The main issue in recycling is the diversity of com-

pounds which can be used in LIBs as active material and for which appropriate separation process 

must be designed.  

Pyrometallurgical process is based on high temperature combustion. Energy consumption is very 

high and the second drawback is the emission of toxic gases which are produced during combus-

tion. The material obtained afterward can be considered as a sort of intermediate product, meaning 

that he must be refined or otherwise processed. The biggest advantage remains the high recovery 

factor for cobalt. Second, hydrometallurgical way is a more environmentally friendly, leaching in 

various acids or bases is used. Leaching process must be adapted to the given battery chemistry. 

Using this method, we obtain precursors ready for the preparation of cathode material. In a lot of 

cases companies combine these two approaches to take advantage of both. The third type, direct re-

cycling, is apart from the previous ones not based on separating the material into individual ele-

ments but tries to regenerate the active material as a whole [5], [6]. 

2.1 DIRECT RECYCLING 

Effort is made to create a recycling method that would be less harmful to the environment and the 

obtained material could be directly used for the production of a new battery cell. Direct recycling is 

reaching this idea. Although it is still at level of research and not yet used commercially, it could 

theoretically give us high recycling efficiency rate (higher than 80%). It has the least steps to get 

final product, which can directly be used as a cathode material. In contrast to the other two methods 

mentioned, direct recycling is based on reactivation of capacity and other properties that were lost 

during life cycle of a battery. Defects in the active material can be fixed by relithiation process, 

meaning adding Li2CO3 to the final product. Direct recycling cannot yet restore original properties 

of the materials fully, so the recycled material probably will not be as effective as it was in the be-

ginning. Main advantages remain in less pollution and lower energy consumption. Also almost all 

of the materials from the accumulator can be restored, including aluminium [6], [7].  

Main method used in direct recycling is separating the active material from its current collector by 

using some sort of solvent, which can dissolve binder that hold everything together. In most of the 

cases NMP and DMSO are trusted organic solutions, effectively dissolving PVDF, which is com-

monly used binder in LIBs. One of the approaches uses cyrene as a solvent for separation the cath-

ode powder from collector. It is a solvent derived from cellulose waste, which could be good alter-

native for toxic NMP and DMF. Another advantage is that cyrene itself can be recycled and used 

again [4], [8]. 

3 RECOVERY OF CATHODE MATERIALS  

For this work, the battery which we chose to extract the cathode material from, was commercial 

Samsung INR 18650-20R (2 000 mAh) with NMC (LiNiMnCoO2) chemistry. Rate capability test 

was performed using a different C-rates between 0.1 C and 1 C before and after long term gal-

vanostatic cycling for 500 cycles at 1 C at 80% depth of discharge (DOD). The capacity of the bat-

tery after 500 cycles decreased by 9%. 

The degraded cell was firstly discharged, and then dismantled in a hood. All parts of the battery 

were measured and weighted. We can see bill of materials that made up the battery in the Figure 1. 

Understandably, the biggest part of the battery constitutes of cathode (32.8 wt.%) and then the an-

ode material (21.2 wt.%). Aluminium casing is on the third place taking up 15.8 wt.% of the battery 

mass and copper collector taking up 12.1 wt.%. The amount of electrolyte was determined as the 

deviation of the weights of individual dried components together from the weight of the whole bat-

tery. 
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Figure 1: All parts of lithium-ion cell (in wt.%) 

3.1 EXTRACTION OF ACTIVE MATERIAL 

In this work, we investigated influence of the temperature to the dissolution process of cathode ma-

terials in four selected solvents, namely dimethylsulfoxide (DMSO), n-methylpyrrolidone (NMP), 

cyrene and ethyl acetate. DMSO and NMP were picked because they are widely used in industry. 

In the effort to find an alternative mainly to the toxic NMP, cyrene and ethyl acetate were picked as 

a promising candidates.  

Cathode scraps were prepared and first test started at room temperature. Samples were continuous-

ly checked after 1, 2, 5, 10 and 24 hours. Same procedure was then repeated with the temperature at 

50 °C, 75 °C, 100 °C and lastly 120 °C.  

Using DMSO as a solvent at room temperature was not efficient, the material was almost unaffect-

ed, as it was with the other solvents also. Although when heated up to 50 °C, the material started to 

separate from the collector after only one hour. Visible waviness was spotted on the surface as the 

layer was detaching itself. After another hour in the solution, most of the material fell off the foil, 

and the rest was removed using scalpel.  

As for the NMP, it was the only solvent that could be used without using heating. At room temper-

ature small pieces of active substance started to fell into the solution, and after five hours it was 

possible to remove it entirely from aluminium. With the temperature rising to 50 °C the process 

speeded, and it took active material only 2 hours to detach. No speeding in the procedure was ob-

served with further raising the temperature. At 75 °C it also took 2 hours, but the substance was 

more dissolving into the solvent rather than detaching itself as a whole piece. It was necessary to 

filtrate the solution afterwards. 

Cyrene was chosen as a green solvent and so an alternative not only to NMP but also DMSO. The 

results in the beginning were not promising. Until 75 °C almost nothing was happening with the 

material and it could not been scraped off, or it was much harder than with the other solvents. The 

temperature needed to rise up to 75 °C in order to remove the material, although it took 10 hours to 

release the bonding, 24 hours to completely separate. The big difference was observed at 120 °C, 

when only after 1 hour the layer started to break. From the places where the surface was little cor-

rupted it was easy to remove, complete removal took 24 hours.  

The last chosen solvent was ethyl acetate as it is less harmful for environment. This solvent was 

found out to be not as effective as the others. It evaporates very quickly and has boiling point of 

77 °C. After crossing this temperature a little fall out from the scrap was observed, but it was prob-

ably due to boiling of the solvent which caused breaking of the cathode layer. There were visible 

cracks in the surface, the material was not dissolving in the solvent. Experiment was finished with 

the temperature of 100 °C, because it was hard to manipulate because of boiling solution. 
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DMSO 

2 hours, 50 °C 

NMP 

2 hours, 50 °C 

Cyrene 

24 hours, 120 °C 

Ethyl acetate 

5 hours, 100 °C 

Figure 2: Cathode scraps after dissolving in different solvents 

In the Figure 2 we can see photos of the cathode scraps after they were removed from the solvents 

mentioned above. It captures the samples at the time and temperature at which the best results were 

obtained for the specific solvent. 

The structure of the cathode material was also observed using XRD analysis. The aim was to find 

out how the material would change when exposed to air for longer period of time and if it will 

make any structural changes. The studied material was the one obtained from scraps immersed in 

NMP for two hours at the 50 °C. Due to analysis, the material was identified as NMC111, meaning 

that molar ratios between the metals are 1:1:1, formula Li0.84Ni0.333Mn0.333Co0.333O2. This material 

was found to have less than 1% of impurities, which most likely are formed by Co3O4 (0.61%) 

based on structure analysis. Sample was measured during four week period, each measurement 

took place after one week. In the Figure 3 we can see the comparison of all four diffractograms. As 

we can see, there are no considerable changes in the structure during long time measurement. This 

information is important in the sense of storage of the recycled material. Also, if the battery would 

undergo some damage, there would be no changes in the material itself, as it is not reactive and do 

not degrade. 

Figure 3: Diffractograms for NMC material 
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4 CONCLUSION 

Direct recycling as one of the approaches for recycling of spent Li-ion cells is discussed. With high 

recycling rate and lower ecological impact could replace economically and energetically demand-

ing pyro and hydrometallurgical processes. Four different solvents were demonstrated to separate 

active cathode material from current collector. NMP and DMSO were most sufficient, NMP work-

ing without using heat. Since NMP has many disadvantages related to environment and health, us-

ing DMSO would be a better option. It breaks the binder similarly to NMP solvent, although slight-

ly higher temperature must have been used (50 °C). Cyrene performed well and successfully sepa-

rated active layer, but the lowest temperature was 120 °C. Material structure was analysed using X-

ray diffraction and was defined as NMC111. The material appeared to be stable, does not react with 

air and no considerable degradation was observed, which is favourable material feature.  
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Abstract: This work presents a complex multiphysics model of an electron microscope in ANSYS 

Fluent software. A custom electromagnetic model was used to describe the relativistic transport of 

electrons. The model consisted of a description of an electromagnetic field, relativistic transport of 

charged particles and interactions between charged particles and solid materials. Presented results 

suggest, that the custom model can be coupled with the CFD module, which results in a possibility 

of coupled simultaneous simulations of hydrodynamics, electromagnetics, and a transport of charged 

particles. 
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1 INTRODUCTION 

An Electron microscope is a device used for studying a micro-structure, surface, and a chemical 

composition of specimens by an electron beam. Nowadays, the technology is well established in 

many industrial and scientific areas.  Still, the design of an electron microscope is a very complex 

process, which combines many areas of physics. Experimental studies, which could help with de-

signing and optimising electron microscopes, are often very difficult due to extreme operational con-

ditions. On the other hand, numerical simulations are often able to study these processes, as they only 

require knowledge of the geometry and general operating and boundary conditions. Currently, the 

numerical simulations in electron microscopy are often focused only on one area of physics (electro-

magnetics, particle-matter interactions, or hydrodynamics) [1, 2, 3]. Usually, the individual investi-

gation of one specific area will not bring any inconsistencies in the results, however in some cases 

the multiphysics nature of these processes might be very important. This is the case for environmental 

scanning electron microscopy (ESEM), which uses a higher pressure in the specimen chamber, which 

allows for the scanning of organic materials. For these microscopes, it is necessary to consider elec-

tron transport in the vacuum as well as its interactions with residual gas and the specimen. A huge 

amount of research is focused on the area of gas-particle interactions as it is a very complex phenom-

enon. However, the transport of electrons from the electron gun and the gas flow in the differentially 

pumped chamber is usually ignored [2, 3]. 

This paper presents a custom numerical model implemented into a CFD software ANSYS Fluent, 

which was shown to be able to successfully model the rarefied gas flow in an ESEM [3]. The custom 

model consists of a description of an electromagnetic field and a description of a relativistic electron 

transport. This model was used for simulation of a simplified electron microscope, which included 

generation of electrons, their focusing and their interaction with a specimen as well as the rarefied 

gas flow. 

2 NUMERICAL MODEL 

The presented numerical model consists of an in-built CFD module and a custom model describing 

electromagnetic field with relativistic electron transport. This model was used to study processes in 
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a simplified electron microscope, which is described in Figure 1. The microscope consisted of a 

thermionic electron source, two focusing coils, differentially pumped chamber, scintillation detector 

and a specimen. The radius of the filament tip was 0.25 mm. The internal diameter of the coils was 

26 mm, the external diameter was 78 mm, and the height was 65 mm. The diameter of all apertures 

was 0.5 mm. The distance between the filament tip and the specimen was 250 mm. 

 

 

 

Figure 1: Simplified geometry of an electron microscope 

   GAS FLOW  

Generally, any CFD software is based on the continuum assumption, which uses Navier-Stokes equa-

tions to describe a general fluid flow [4, 5]. As the pressure in the electron microscope is low, the 

gas might be so rarefied that the continuum assumption might not be applied. The Knudsen number, 

which describes the gas dynamics regime was calculated as in [6], in which the characteristic length 

was calculated locally as a ratio between density and the density gradient. The value of Knudsen 

number in this case was in range of 0 – 0.1 (maximum behind the apertures). These values represent 

continuum flow as well as the slip flow regime, which is still defined by Navier-Stokes equations. 

The adjustment considering the slip lies in the application of the Maxwell slip boundary for the ve-

locity and the Smoluchowski temperature jump condition [7]. These boundary conditions were ap-

plied using a FLUENT's in-built option, which is available for laminar flows. In this case, the Reyn-

olds number was sufficiently low, so the laminar flow assumption was valid. In the electron optics 

area, the vacuum is so high that the continuum assumption cannot be applied. To avoid this compli-

cation, the flow in this area was ignored and only constant pressure was considered. The gas density 

was described by the ideal gas law, while the viscosity was defined by the kinetic theory. The pres-

sure boundary conditions were set as: 500 Pa in the specimen chamber, 30 Pa in the differentially 

pumped chamber and 0 Pa in the electron optics area. This simplification was used as this study 

describes only a general microscope and the exact vacuum pump parameters were not known. 

   ELECTROMAGNETIC FIELD 

ANSYS Fluent offers a possibility of implementing custom user defined functions and user defined 

scalars (UDS), which are variables defined by a general transport equation. The electromagnetic field 

was described using an electric potential 𝜑 [V] and a magnetic vector potential 𝑨 [V∙s∙m-1]. These 

equations were implemented in a steady state manner using UDSs as [8]: 

210



 
−∇2𝜑 =

𝜌𝑒

𝜀
 (1) 

 −𝛻2𝑨 = 𝜇𝑱 (2) 

Where is the charge density 𝜌𝑒 [C∙m-3], 𝜀 is the permittivity [F∙m-1], 𝜇 is the permeability [H∙m-1] 

and  𝑱 is the current density [A∙m-2]. 

The accelerating voltage was set to 10 kV (-10 kV at the tungsten filament and 0 V at the anode). 

The simplified scintillator was defined by a boundary condition of 300 V. The magnetic field of the 

coils was generated by total current density of 5∙107 A∙m-2 for the Coil 1 and 4.3∙107 A∙m-2 for the 

Coil 2.  

   ELECTRON TRANSPORT 

Even though ANSYS Fluent includes a discrete phase model, which describes the transport of parti-

cles, it cannot be directly used for the simulation of the movement of charged particles as it always 

assumes that particles are in a flowing fluid. The original equation, which considered a constant mass 

of the particles and the drag force was adjusted to consider relativistic effect and the influence of the 

electromagnetic field [9]. The final equation of the relativistic electron transport was described as: 

 𝜕𝒗

𝜕𝑡
=

𝑞(𝑬 + 𝒗 × 𝑩)

𝑚0 (
𝑣2

𝑐2 𝛾𝐿
3 + 𝛾𝐿)

 
(3) 

Where 𝑡 is time [s], 𝑞 is the charge [C], 𝑬 is the electric field intensity [V∙m-1], 𝑩 is the magnetic 

flux density [T], 𝑚0 is the resting mass [kg], 𝛾𝐿  is the Lorentz factor [-]. 

The current density generated by the thermionic electron source was described by the Richardson-

Dushmann equation, in which the material was defined as tungsten with a temperature of 2800 K [1]. 

Additionally, it was considered that primary electrons will release secondary electrons from the spec-

imen. It was estimated that these secondary electrons had a random energy from 1 eV to 10 eV with 

a random direction pointing away from the specimen [10]. 

3 RESULTS 

The simulation of particle trajectories in the studied electron microscope is shown in Figure 2. With-

out the focusing magnetic field, the particles naturally diverge, they do not reach the specimen cham-

ber and are absorbed on the microscope walls. In the second case, electromagnetic coils are able to 

focus the electron beam on the specimen. 

  

Figure 2: Electron trajectories without focusing coils (left) and with the magnetic field (right). 
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Figure 3 (left) shows the detail of electron source. It is possible to see the acceleration of electrons 

between the filament tip and the anode.  As the particles are released from the filament, they are 

converging towards the crossover point and afterwards they start to diverge. Figure 3 (right) shows 

the detail of electron trajectories in the specimen chamber. While most of the primary electrons are 

scattered back at low angles, secondary electrons are released with random direction. Due to their 

low energy, these electrons are attracted by a simplified scintillation detector. Still, the low potential 

(300 V) at the detector cannot attract all secondary electrons. 

 

 

Figure 3: Detail of the electron source (left) and the detail of electron trajectories in the specimen 

chamber (right). In the specimen chamber, primary and back-scattered electrons are coloured red, 

while the secondary electrons are coloured blue. 

Figure 4 show the gas velocity in the differentially pumped chamber. For better clarity, the displayed 

velocity is scaled to 100 m∙s-1 (the maximum velocity was 460 m∙s-1). Due to the low pressure as well 

as the significant pressure difference between these chambers a supersonic choked flow can be ob-

served [3]. As the gas moves through the aperture to the area with lower pressure, the velocity in-

creases and the gas expands in all directions, which would not be visible for a subsonic flow in which 

only a narrow stream would be created. The supersonic flow forms at the end of the aperture and 

accelerates as it moves further away and is then decelerated to a subsonic flow by a shock wave. 

 

 

Figure 4: Rarefied gas flow in the differentially pumped chamber. 
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4 CONCLUSIONS 

Numerical simulations of processes in electron microscopy can significantly help with designing and 

optimising new microscope parts as the experimental measurement might be often difficult or even 

impossible. The presented results show that the implemented custom model can describe the charac-

teristic processes in an electron microscope. With this model, it might be possible to perform com-

plex multiphysics simulations, which could increase the accuracy of the process description. From 

the gas flow simulation, it is possible to conclude that the flow regime significantly depends on the 

pressure and geometry conditions. While for some cases (high pressure), the continuum approxima-

tion with Navier-Stokes equations might be applicable, it is important to estimate the flow regime 

beforehand as there is a possibility that the Navier-Stokes equations will not be applicable. The pre-

sented electromagnetic model is able to describe the influence of electromagnetic field of trajectories 

of charged particles while considering relativistic effects. The theoretical velocity (5.84∙107 m∙s-1) 

was in an agreement with velocity obtained from numerical simulations (5.83∙107 m∙s-1). This model 

can be additionally extended with the description of stochastic particle-gas interactions to fully cap-

ture the whole process.  
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Abstract: This paper deals with the effective complex permittivity determination of low-loss 3D 

printed artificial dielectric substrate based on a cross unit cell. The two resonators working with 

TE011 and TM010 modes suitable for a uniaxial anisotropy determination are compared with the 

transmission / reflection waveguide method. To evaluate the methods’ performance, the eigenmode 

analysis is carried out to provide precise reference values. 
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1 INTRODUCTION 

A precise determination of an effective complex permittivity of low-loss 3D printed dielectric sub-

strates plays an important role in the antenna and microwave circuit design [1]-[2]. For its determi-

nation, two measurement methods [3], [4] can be used. The first one is based on the exploitation 

two resonators [4] with known electric and magnetic field distributions allowing to calculate the 

material properties from change of the resonant frequency and cavity quality factor due to inserted 

sample of the material in the cavity. The second measurement method is based on the measurement 

of the transmission and reflection coefficient of a sample located in a waveguide and exploiting the 

non-iterative Nicolson-Ross-Weir (NRW) algorithm [5]. Both these measurement methods are able 

to measure anisotropy of a measured sample which is a typical feature of 3D printed structures. 

In this paper, both the measurement methods are compared for the characterization of a 3D printed 

artificial low loss dielectric substrate based on a cross unit cell which is one of the basic elements 

exploited in the field of 3D printing [3]. For the evaluation of the suitability of the methods, the da-

ta of the eigenmode analysis of the cross unit cell is used [6]-[7]. Note that in this phase of our 

study, the data for the comparison was not obtained by the measurement of samples in the laborato-

ry, but it was obtained by the modeling of the measurement methods in CST Studio Suite. 

2 EFFECTIVE COMPLEX PERMITTIVITY DETERMINATION 

2.1 EIGENMODE ANALYSIS METHOD 

The method of eigenmode analysis is based on the modal analysis of an enclosed structure (defined 

by boundary conditions) when the electric and magnetic field distribution of each mode (represent-

ing a standing wave) are calculated. As a result, the eigenfrequencies and eigenvectors are deter-

mined and can be further used for calculation of the effective relative permittivity and tangent loss 

according to (1)-(3) [6]-[7]. 
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where εr,eff is the effective relative permittivity, ε0 is the permittivity of vacuum, µr is the relative 

permeability, µ0 is the permeability of vacuum, β is the propagation constant, c is the speed of light, 

f represents the eigenfrequencies, tan δ is the tangent loss, PD denotes the dielectric power loss, W 

represents the total energy stored in the calculated structure, ,  are eigenvectors corresponding 

to the electric and magnetic field, respectively and V is the volume of calculation domain. 

The eigenmode analysis is applied in CST Studio Suite with the eigenmode JDM (Jacobi-Davidson 

Method) solver to determine the exact values of the effective relative permittivity and tangent loss 

of the investigated loss-less dielectric substrate. The dielectric substrate composition and boundary 

conditions settings are shown in Fig. 1. To evaluate this method, we assume the host permittivity 

εh of 1 (air) with the tan δh of 0 and the inclusion permittivity εi of 2.5 with the tan δi of 7.5˖10-3 at a 

frequency of 7 GHz, corresponding to the 3D printing filament (Prusament PLA Jet Black). 

 

                   a)        

 

b) 

Fig. 1: The cross unit cell based dielectric substrate (a) and boundary conditions settings for 

the eigenmode analysis (b). 

2.2 TE011 AND TM010 RESONATOR METHOD 

Two resonant cavities with diameters of 56 mm and 32 mm and heights of 55 mm and 12 mm are 

exploited to find the effective complex permittivity of a cross unit cell dielectric substrate in the 

longitudinal (TE011 mode) and the transversal (TM010 mode) polarization direction, respectively [4]. 

The material of the cavity is gold with the electric conductivity σ of 5.7˖107 S/m. The calculation is 

processed for a dielectric substrate of thickness 7.2 mm and the inclusion volume fraction (defined 

as the ratio of the volume of the inclusion material to the volume of the whole cross unit cell) be-

tween 0.2 and 1. The sample is located in the middle and at the bottom of TE011 and TM010 resonant 

cavities, respectively (Fig. 2). The feeding coupling loops are not depicted in this figure. The reso-

nant frequency of the TE011 mode in the empty cavity is 7.06637 GHz with the quality factor of 

35263. Similarly, the resonant frequency of the TM010 mode in the empty cavity is 7.17177 GHz 

with the quality factor of 8780. 
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                         a) 

 

 

                      b) 

Fig. 2: The electric field distribution of TE011 resonator mode (a), electric field distribution of 

TM010 resonator mode (b). The cross unit cell based dielectric substrate with inclusion  

volume fraction 0.2 is located inside the resonators.  

2.3 TRANSMISSION / REFLECTION NRW WAVEGUIDE METHOD 

The WR137 waveguide with inner dimensions of 34.8488 mm x 15.7988 mm and propagation 

mode TE10 is assumed. The NRW algorithm with input transmission and reflection coefficients is 

utilized for the 3.6 mm thick sample. In the default sample arrangement (Fig. 3a), the extracted 

values of the effective complex permittivity correspond to the longitudinal direction. To obtain the 

values in the transversal direction, the elementary dielectric substrate unit cells have to be rotated 

by 90-degree with respect to the x axis. The waveguide model with inserted sample and electric 

field distribution at a frequency of 7 GHz is shown in Fig. 3. 

   

                     a) 
        

                      b) 

 

Fig. 3: The WR137 waveguide with cross unit cell based dielectric substrate with inclusion 

volume fraction 0.2 (cut in the middle of structure) (a), electric field  

distribution of TE10 mode at a frequency of 7 GHz (b). 

3 RESULTS AND DISCUSSION 

The achieved effective complex permittivity of the artificial dielectric substrate based on the cross 

unit cell in the longitudinal and transversal direction are presented in Fig. 4. The relative error (4-5) 

of the measurement methods (waveguide and resonators) related to the eigenmode analysis in 

Fig. 5 is calculated as follows: 

 100
eigenmode -effr,
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effr,

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
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
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where εr,eff denotes the relative error of the effective relative permittivity and tanδ represent the 

relative error of tangent loss.  

By comparison of the achieved results, the suitability of the measurement methods to accurately 

determine the effective complex permittivity of the artificial dielectric substrate based on the cross 
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unit cell can be confirmed. The relative error of the effective relative permittivity is under 2.2 % for 

both NRW waveguide and resonator methods, respectively, in both longitudinal and transversal di-

rections for a PLA 3D printing material. The relative error of the tangent loss lies below 3.1 % and 

7.1 % for NRW waveguide and resonator methods, respectively, in the longitudinal direction, and 

below 16 % and 5.2 % for NRW waveguide and resonator methods, respectively in the transversal 

direction. 

Our study shows that both the NRW waveguide and resonator measurement methods are precise 

enough to determine the effective complex permittivity of the selected structure. However, in prac-

tice for low-loss materials, the resonator method could be more convenient because of its lower 

sensitivity to parasitic air gaps between sample and resonator’s walls or sample defects compared 

to the transmission / reflection waveguide method. Such advantage of resonator method is pointed 

out in the recent study [8], where a multimode resonator cavity based on TM0n0 modes was em-

ployed with the tangent loss sensitivity in order of 10-4-10-5.  

 

 a) 

 

  b) 

 

c) 

 

  d) 

Fig. 4: The effective relative permittivity (a, b) and tangent loss (c, d) of the artificial  

dielectric substrate in longitudinal (a, c) and transversal (b, d) direction  

determined by the eigenmode analysis, NRW waveguide and resonator methods. 

4 CONCLUSION 

In this paper, we presented a comparison of the transmission / reflection waveguide method based 

on Nicolson-Ross-Weis algorithm and two resonator method based on TE011 and TM010 modes ena-

bling to effectively describe effective complex permittivity of low-loss 3D printed artificial dielec-

tric substrate based on the cross unit cell in the longitudinal and transversal directions. Both meth-

ods showed good ability in the anisotropy characterization. To evaluate the accuracy of the meth-

ods, the data of the eigenmode analysis of the cross unit cell was used. Future work will focus on 

resonators fabrication and methods’ verification on various artificial dielectric substrate samples. 
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a) 

 

b) 

Fig. 5: The relative error of effective relative permittivity and tangent loss of the artificial  

dielectric substrate in longitudinal (a) and transversal (b) direction. 
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1 INTRODUCTION 

Electrical power grids are undergoing huge development these days, mainly due to changes in source 

base (increase of renewables and distributed generation), which enhances the requirements for relia-

ble and resilient power system operation. This leads to the demand for transient stability assessment 

(TSA) enhancement. Currently used and researched methods are combining following aspects: 

a. The simplest grid model used for TSA is called “Single Machine – Infinite Bus”, abbreviated 

as SMIB (single line diagram is shown in Figure 1). Assessing stability using this model is 

straightforward and relatively easy [1]. Even large power systems are convertible to the 

SMIB model [2], but the precision of results need not be accurate. 

b. It is difficult to define a measure for transient stability (how to quantify it). There is a general 

agreement on usage of Critical Clearing Time, abbrev. CCT [3]. CCT is the maximum al-

lowable time of fault duration for which the assessed power system remains stable. Question 

remains, which fault is the most severe (leading to the lowest CCT). Usually, the three-phase 

short circuit occurring near to generator(s) in transmission system is used. 

c. Commonly used methods for power system dynamics analyses are time domain simulations. 

Nevertheless, these simulations can be time-consuming and require computationally inten-

sive, so the search for simplified methods is evident [4]. 

In scope of this paper is the TSA for power systems under unbalanced fault operation. Investigation 

of the influence of unbalanced faults on transient stability can be equally interesting, because this 

leads to the need of an advanced power grid modelling and can be practically used for investigation 

of real faults that occurred in the grid. In this paper, influence of shunt faults – Line-to-line (LL), 

Single line-to-ground (1LG) and Double line-to-ground (2LG) fault – and series faults – One line 

open (1LO) and Two lines open (2LO) – is compared using the SMIB model shown in Figure 1. 

 

 

p.u. base: 

400 kV 

500 MVA 

Figure 1:  Single line diagram of the SMIB model. 
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2 GRID MODEL FOR UNBALANCED FAULTS 

The common method used for analysis of power systems under unbalanced operation is the method 

of symmetrical components. It is described e.g. in [5] and widely used for various applications. The 

main idea is to decompose the unsymmetrical system into three symmetrical components – positive 

(1), negative (2) and zero (0) sequence. The equivalent schemes of the SMIB model from Figure 1 

for all three components are shown in Figure 2 for both shunt and series faults. These schemes respect 

the variable fault location on the line respected by coefficient α expressing the fault distance from 

the beginning of the line. The common simplification that grid elements are modelled only using the 

reactances [6] is kept. 

  
a) shunt faults b) series faults 

Figure 2:  Equivalent sequence representation of the grid (single-line diagram). 

The key issue for further analysis is the interconnection of these schemes – interconnection of ports, 

which is derived for each fault separately e.g. in [5] and summarized in Table 1. To clarify the prob-

lem, it is possible to use the equivalent reactance 𝑋Δ between the ports K1 – N1 for shunt faults and 

L1 – M1 for series faults. For stability assessment, it is important to calculate the transfer reactance 

between the machine and infinite bus X1l for 1 line operation, respectively X2l for 2 lines operation. 

Formulas derived from the system representation (Figure 3) are summarized in Table 1. Used indices 

are: g – generator, t – transformer, l – line. 

Fault 
Shunt faults Series faults 

LL 1LG 2LG 1LO 2LO 

Connected 

ports 

K1 – K2, 
N1 – N2 

K1 – N0, N2 – K0, 

K2 – N1 

K1 – K2 – K0,  

N1 – N2 – N0 

L1 – L2 – L0 

M1 – M2 – M0 

L1 – M0, L0 – M2, 

L2 – M1 

Neg. seq. 

reactance 

X(2) 1 line 

(1 − 𝛼)𝑋𝑙(2) ⋅ (𝑋𝑔(2) + 𝑋𝑡(2) + 𝛼𝑋𝑙(2))

𝑋𝑔(2) + 𝑋𝑡(2) + 𝑋𝑙(2)
 𝑋𝑔(2) + 𝑋𝑡(2) + 𝑋𝑙(2) 

Neq. seq. 

reactance 

X(2) 2 lines 

𝛼(1 − 𝛼)

2
𝑋𝑙(2) +

(1 − 𝛼)𝑋𝑙(2) ⋅ (𝑋𝑔(2) + 𝑋𝑡(2) +
𝛼
2
𝑋𝑙(2))

2𝑋𝑔(2) + 2𝑋𝑡(2) + 𝑋𝑙(2)
 𝑋𝑙(2) +

(𝑋𝑔(2) + 𝑋𝑡(2)) ⋅ 𝑋𝑙(2)

𝑋𝑔(2) + 𝑋𝑡(2) + 𝑋𝑙(2)
 

Zero seq. re-

actance X(0) 

1 line 

(1 − 𝛼)𝑋𝑙(0) ⋅ (𝑋𝑡(0) + 𝛼𝑋𝑙(0))

𝑋𝑡(0) + 𝑋𝑙(0)
 𝑋𝑡(0) + 𝑋𝑙(0) 

Zero seq. re-

actance X(0) 

2 lines 

𝛼(1 − 𝛼)

2
𝑋𝑙(0) +

(1 − 𝛼)𝑋𝑙(0) ⋅ (𝑋𝑡(0) +
𝛼
2
𝑋𝑙(0))

2𝑋𝑡(0) + 𝑋𝑙(0)
 𝑋𝑙(0) +

𝑋𝑡(0)𝑋𝑙(0)

𝑋𝑡(0) + 𝑋𝑙(0)
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Fault 
Shunt faults Series faults 

LL 1LG 2LG 1LO 2LO 

Equivalent 

reactance XΔ 
𝑋(2) 𝑋(2) + 𝑋(0) 

𝑋(2)𝑋(0)

𝑋(2) + 𝑋(0)
 

𝑋(2)𝑋(0)

𝑋(2) + 𝑋(0)
 𝑋(2) + 𝑋(0) 

Transfer 

reactance 

1 line X1l 
𝑋𝑔(1) + 𝑋𝑡(1) + 𝑋𝑙(1) +

(1 − 𝛼)𝑋𝑙(1)(𝑋𝑔(1) + 𝑋𝑡(1) + 𝛼𝑋𝑙(1))

𝑋Δ
 𝑋𝑔(1) + 𝑋𝑡(1) + 𝑋𝑙(1) + 𝑋Δ 

Transfer 

reactance 

2 lines X2l 
𝑋𝑔(1) + 𝑋𝑡(1) +

𝑋𝑙(1)

2
+
(1 − 𝛼)𝑋𝑙(1) (𝑋𝑔(1) + 𝑋𝑡(1) +

𝛼
2
𝑋𝑙(1))

𝛼(1 − 𝛼)𝑋𝑙(1) + 2𝑋Δ
 𝑋𝑔(1) + 𝑋𝑡(1) + 𝑋𝑙(1) ⋅

𝑋𝑙(1) + 𝑋Δ

2𝑋𝑙(1) + 𝑋Δ
 

Table 1: Transfer reactance 

3 SENSITIVITY ANALYSIS 

As was shown in Table 1, the value of transfer reactance is dependent on all three components im-

pedances, but its calculation differs for each fault. Transfer reactance X1l (X2l) has significant influ-

ence on transient stability [6]. For TSA using simplified methods, the crucial value is the maximum 

transferable active power from the machine to the grid during the fault, which is, in a simplified way, 

inversely proportional to the transfer reactance. 

To reveal the effect of selected factors on transfer reactance and therefore on transient stability, sen-

sitivity analysis was done. The selected factors were zero sequence impedance, fault location and 

line length. Results accompanied by discussion are in the following subsections 3.1 – 3.3. 

   ZERO SEQUENCE IMPEDANCE 

Negative sequence impedances are generally assumed to be the same as positive sequence imped-

ances. The issue is the value of zero sequence impedance. Regarding power lines, zero sequence 

impedance is mainly influenced by the usage of ground wires. It can be calculated or measured, and 

its common range is 1÷5 times higher than the positive sequence reactance. This range was tested; 

results are shown in Figure 4. In studied case, line length was 100 km and fault location α = 0 %. 

  
a) 1 line operation b) 2 lines operation 

Figure 3: Effect of zero sequence line reactance on transfer reactance. 

From Figure 4, it can be observed that the most significant effect of increasing zero sequence line 

reactance is in case of 2LO (1 line operation; X1l is increasing) and 2LG (X1l and X2l are decreasing). 

For 1LG and 1LO, the effect is small, for LL, there is no influence. 
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   FAULT LOCATION 

For analysis, fault location was tested in range 0÷99 % of the faulted line. Results for line length 

100 km and zero sequence line reactance ratio 1 are shown in Figure 5. Results confirms the assump-

tion the closer a shunt fault is located to the machine, the worse effect on stability it has. The signif-

icant influence is mainly in case of 2 lines operation. Referring to formulas derived in Table 1, there 

is no influence of fault location in case of series faults. 

  
a) 1 line operation b) 2 lines operation 

Figure 4: Effect of fault location on transfer reactance. 

   LINE LENGTH 

The influence of line length on stability is not so straightforward comparing to aforementioned as-

pects. This is harder to explain, but in cases 3.1 and 3.2, the steady state before fault was the same, 

so it was reasonable to study only the transfer reactance. The method in this case was kept, but the 

interpretation must be different: the question in this case is, how much each fault will increase the 

transfer reactance, i.e. how much it will worsen the stability for the specific line length. 

From Figure 6 can be seen that the worst case is the 2LG fault, especially for long line operation. It 

is interesting that the 2LO fault is the second most severe in 1 line operation, but the second lowest 

in 2 lines operation. 

Grouping and ordering the faults regarding the transfer reactance, the order is 1LG – LL – 2LG for 

shunt faults and 1LO – 2LO for series faults. 

  
a) 1 line operation b) 2 lines operation 

Figure 5: Effect of line length on transfer reactance. 

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

0 20 40 60 80 100

tr
an

sf
er

 r
ea

ct
an

ce
 1

 l
in

e 
x 1

l

fault distance α (% of line length)

LL 1LG 2LG 1LO 2LO

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

0 20 40 60 80 100

tr
an

sf
er

 r
ea

ct
an

ce
 2

 l
in

es
 x

2
l

fault distance α (% of line length)

LL 1LG 2LG 1LO 2LO

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

100 200 300 400 500

tr
an

sf
er

 r
ea

ct
an

ce
 1

 l
in

e 
x 1

l

line length (km)

LL 1LG 2LG 1LO 2LO

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

100 200 300 400 500

tr
an

sf
er

 r
ea

ct
an

ce
 2

 l
in

es
 x

2
l

line length (km)

LL 1LG 2LG 1LO 2LO

222



4 CONCLUSION 

The main scope of this paper was the power system representation for TSA for unbalanced faults. 

The simplified model SMIB was extended using symmetrical components method and the formulas 

for transfer reactance used for TSA were derived. The results are useful for simplified TSA methods 

as they allow to easily calculate the transfer reactance for unbalanced faults and do the simplified 

assessment using the SMIB representation of the grid. The symmetrical component representation 

could be also implemented to simulation tools (especially the user created ones e.g. in Matlab) al-

lowing them to extend the simulation possibilities. 

Sensitivity analysis of zero sequence line reactance, fault location and line length was carried out. 

Results show that the most severe unbalanced fault is the 2LG fault, which is also influenced by these 

factors the most. However, zero sequence line reactance has significant impact on 2LO fault. To get 

the accurate results, it is recommended to clearly assess the zero sequence reactance of the line. 

Findings also show that faults located closer to the synchronous generator have worse impact on 

transient stability.  
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Abstract: The main objective of the paper is to compare selected modes of voltage control in medium 

voltage (MV) distribution system (DS) by means of reactive power injection provided by distributed 

power generating plants (DPGPs). At first, rationale for voltage rise compensation and voltage con-

trol in power grids is made in order to select three reactive power control modes of DPGP. The 

control modes are described in terms of ability to autonomous operation and suitability of their use 

in MV DS is examined using parametric simulation.  

Keywords: Distributed Power Generating Plants, Autonomous Control, Reactive Power Control  

1 INTRODUCTION 

In recent years, emphasis on integration of DPGP into low voltage (LV) and MV DSs is recognized 

and distributed generation is perceived as an instrument of transition to carbon neutral energy gen-

eration. On the other hand, in order to incorporate the DPGPs without destabilizing the DS operation 

[1] and in order to ensure the DPGPs operation without interrupting for all players [2], robust concept 

of integration with transparent requirements on the DPGPs in terms of compulsory functionalities 

must be established [3]. Selection of suitable strategy of voltage coordination in DSs, with regards 

to development level of technology being deployed to DPGPs [4], is crucial part of it. This paper is 

focused on comparison of selected voltage control modes implemented in DPGPs operating in MV 

DS with typical parameters. In the theoretical part of the paper, requirements on DPGPs control are 

identified and three approaches of voltage control in MV grid using DPGPs are proposed. Conse-

quently, parametric model of MV grid with multiple DPGPs and realistic parameters in PSCAD is 

presented and individual control modes are compared by simulation. Finally, simulation results are 

discussed and topics for further development are identified. 

2 PROBLEM DEFINITION 

The MV network voltage control, unlike from high voltage (HV) networks monitored in a pilot node 

predominantly [5], employs an on-load tap changer (OLTC) with level voltage regulator (LVR) on 

HV/MV transformer, which controls the voltage of main busbar in substation discretely with time 

and voltage deviation hysteresis. Thus, voltage at the beginning of all branches is set centrally and 

actual voltage profile of individual branches depends on actual load and dimensioning of the com-

ponents. However, serious issue with voltage coordination might occur [6], especially if power flow 

directions and consequently the voltage changes over two branches are in opposite. In order to miti-

gate voltage rise caused by generated active power, reactive power demand might be enforced and 

thus voltage rise might be compensated on a MV line with typical resistance/reactance ratio (R/X=1). 

The principle of the voltage mitigation is depicted in Figure 1, where effect of increasing reactive 

current from Ir
1 to Ir

2 is compared (current is inductive in consumption convention). Furthermore, 

using the geometry, calculation of voltage change scalar value might be simplified to formula 
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Δ𝑉 =̃ 𝑅|𝐼|̅cos𝜑 + 𝑋|𝐼|̅sin𝜑 (1) for small angles resulting in (0.9 < |± cos𝜑| < 1), which shows the 

real-part-current-resistance and reactive-part-current-reactance linkages as well. 

 

 
Figure 1:  1A: Single phase power line model, 1B: principle of voltage rise mitigation. 

 

 Δ𝑉 =̃ 𝑅|𝐼|̅cos𝜑 + 𝑋|𝐼|̅sin𝜑 (1) 

Described principle of voltage magnitude compensation is implemented in [7], where real part of 

current is presented by means of active power P, reactive part by means of reactive power Q and 

limits are recommended by PQ diagram (Figure 2A). Furthermore, the document [7] proposes sev-

eral strategies how to operate in the area, e.g. required cosφ, implementation of Q(U) function, or 

required Q. Nevertheless, actual strategy for operation set point of power sources should be defined 

by DS operators individually, regarding local conditions/circumstances. 

3 VOLTAGE CONTROL STRATEGIES 

In this chapter, link between definition of setpoint in PQ diagram in order to mitigate the voltage 

change and grid voltage control is presented on control modes, which are described by signal 

schemes in Figure 2, where DPGP is considered as single power generating unit (PGU) with unique 

point of connection (PoC) to the DS. All the control modes are intended to control the voltage by 

reactive power (directly or indirectly) and the active power would be limited only if the local voltage 

reaches protection limits.  

 
 

  
Figure 2: Considered control modes and corresponding control and regulation schemes: A) PQ dia-

gram according to [7], B) MOD1, C) MOD2; and D) MOD3. 
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The PGU in Figure 2B (MOD1) maintains requested cosφ using regulator and it is set either as a 

constant or it may be set based on grid steady state analysis in dispatching control system (DCS) 

provided via communication. Thus, information about local voltage and voltage of adjacent nodes 

may be incorporated. On contrary, PGU in Figure 2C (MOD2) implements Q(U) function in order 

to reflect voltage at PoC directly and communication with DCS is used for Q(U) parametrization. 

Both modes are in accordance with [7]. Control mode depicted in Figure 2D (MOD3) is inspired by 

control scheme of PGUs connected to HV level. It contains voltage regulator in order to maintain the 

voltage at PoC on requested value, which is set either as constant or it may be received from DCS 

on similar basis as in the case of MOD1. It is obvious, that emphasis on communication path is 

increased in the case of MOD1 and MOD3. Furthermore, penetration of measurement units in the 

grid should be relatively high in order to perform the steady state analysis correctly and keeping the 

voltage in desired limits in every node.  

4 SIMULATION MODEL 

Behavior of the PGU implementing proposed control modes has been evaluated in a test model of 

MV grid (Figure 3) in PSCAD software, where parametric simulation with fully symmetrical com-

ponents was carried out. The model consists of a HV feeder, HV/MV transformer equipped with 

OLTC controlled by LVR, and of MV grid consisting of one radial branch in view. Rest of the 

branches are represented by means of an equivalent load at the substation busbar. Overall charging 

capacitive current of those branches is modelled using a single capacitor bank with nominal current 

of 200 A (~3 Mvar) and located at the substation busbar. The capacitive current rating is typical for 

rural MV networks with overhead lines. The single radial branch is modelled in details in order to 

examine its voltage profile when three PGUs: PV1, PV2 and PV3, with the same control mode 

(S1/S2/S3/S4 in Table 1) at the time, are connected in nodes N2, N3 and N4, respectively. The PGUs 

nominal power (2 MW) has been tuned together with impedance of the line sections between nodes 

(R=5.25 Ω, XL=5.25 Ω) in order to induce typical performance of the tested control modes. 

 

Figure 3: Scheme of test MV grid model with radial branch depicted in details. 

 

Loads in nodes N2, N3 and N4, together with load in N1, simulate DS consumption and it varied in 

three steps emulating: 1) LOAD1 – moderate consumption, 2) LOAD2 – medium consumption and 

3) LOAD3 – high level of consumption. During LOAD1, load power in N2, N3, N4 (branch loads) 

was set to 0.3 % of the transformer nominal power (SnT) and load in N1 (grid load) was set to 3 % of 

SnT. During LOAD2 branch loads and grid load power is 3 % and 30 % of SnT respectively and during 

LOAD3 the branch loads and grid load power is 6 % and 60 % of SnT respectively. Power factor of 

all loads was set to 0.99.  
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Setting Control mode Characteristic parameters 

S1 MOD1 PGU PV 1 PV 2 PV 3 (- refers to in-

ductive charac-

ter in consump-
tion convention) 

cosφ (-) 1.00 1.00 1.00 

S2 MOD1 PGU PV 1 PV 2 PV 3 

cosφ (-) -0.9 -0.9 -0.9 

S3 MOD2 

  
S4 MOD3 PGU PV 1 PV 2 PV 3 

Uz (kV) 22.8 22.8 22.8 

Table 1: Parameters of control modes of generators. 

 

The varying parameters of the simulation were: 1) available generators power (in % of Pn, from 0 % 

to 100 % with step of 10 %), 2) control mode of generators (S1/S2/S3/S4) and 3) load level 

(LOAD1/LOAD2/LOAD3). Voltage, active power and reactive power were measured when assum-

ing symmetrical loads/generators and they were recorded after reaching quasi steady-state.  

5 SIMULATION RESULTS 

The simulation results are presented in Figure 4 to Figure 6. In the Figure 4, voltage profile of the 

branch can be observed when different generators settings are applied. The setting S0 (red set of 

parameters) indicates the state when no power is generated, the grid purely consumes and the state 

is considered as a reference characterizing the grid performance. According to the voltage profile, 

the MV branch is rather overloaded and LOAD3 forces the LVR to change the tap in all control 

modes. 

 

Figure 4: Voltage in nodes N1, N2, N3 and N4 under various generator settings and grid load, 

available power 100 % of Pn. 

 

Based on Figure 4, S1 and S2 shows that voltage fluctuation, when different consumption levels are 

set, is higher than compared to S3 and S4. Simultaneously, Figure 6 shows that if suitable requested 

power factor is set, the generator PV2 and PV3 active power is not limited due to overvoltage (see 

difference between S1 and S2 in the Figure 6). Therefore, it can be concluded that although the 

voltage rise due to generated active power might be eliminated by reactive power in MOD1, the 

voltage drop caused by change of load is not compensated as in case of S3 and S4.  
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Figure 5: Compensating reactive power among available power of the generators at LOAD1. 

 

Figure 5 shows development of compensating reactive power of each generator over increasing 

available power for LOAD1 (the least favorable case in terms of voltage rise compensation). It is 

obvious that total injection of reactive power is the highest for S4 (MOD3) and it correlates with 

voltage profile in Figure 4 for LOAD1. Furthermore, contributions from each generator cannot be 

coordinated deterministically in MOD3 and the reactive power is limited only by PQ area. On con-

trary, determinism of reactive power increases from MOD2 (S3) to MOD1 (S1/S2), so deployment 

of the generators to potential superior Q coordination algorithm is technically enabled. 

 

Figure 6: Active power among available power of the generators at LOAD1. 

6 CONCLUSION 

Three selected approaches of generators voltage control are proposed in the paper and their imple-

mentation is examined in model of MV grid using parametric simulation. The performance of the 

approaches is evaluated from several aspects: ability to compensate the voltage rise, ability to adapt 

on current local conditions (varying consumption), ability to coordinate reactive power directly and 

ability to adequate and stable autonomous operation when communication with DCS is interrupted. 

It may be concluded, that performance of control with Q(U) function is compromise among all the 

listed aspects and it is worth for future development in terms of, e.g. adapting the Q(U) curve to 

position in the grid and desired voltage profile or parametrization in order to achieve desired coordi-

nation of reactive power injection by each generator. Lastly, parametric model is introduced as a tool 

for analysis of distributed generators incorporation and for evaluation their control modes and set-

tings. 
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Abstract: This paper deals with LV mesh network reconfiguration in order to minimize short circuit 

currents. The reconfiguration rests in switching off selected network elements leading to increase of 

short circuit impedances in LV nodes. For optimal configuration, an algorithm of sequential discon-

necting of elements is proposed, based on load flow and short circuit calculations. The reconfigura-

tion procedure is applied to a model of a mesh MV/LV network. Reduction of short circuit currents 

in this network is presented, capturing impact of each step of the sequence. Based on the presented 

results, deploying other measures and further development of the proposed algorithm are discussed. 

Keywords: Mesh network, optimization, short-circuit, network reconfiguration 

1 INTRODUCTION 

In urban areas, the MV/LV underground cable distribution networks are often structured in mesh 

topology [1]. The advantages of this kind of operation are mainly in high distribution reliability, low 

outage probability, low energy losses and stable voltage in the network [2]. These benefits are com-

pensated by several shortcomings, such as high capital expenditures, poor clarity of network status 

and high level of short circuit (SC) currents. The problem of high short circuit currents is tackled in 

this paper. The objective is to design an algorithm to find possible network configuration with suffi-

ciently low SC currents and, at the same time, fulfil requirements of distribution system operation. 

In this paper, a model of a dense-mesh distribution network is used. The network model data are 

fictious but the topology is based real network data provided by distribution system operator (DSO). 

Nevertheless, the resultant algorithm may be further developed and can be used for real mesh net-

works as well, providing valuable information for the DSO. 

2 MESH NETWORK MODEL 

The network model used for this study represents an urban underground MV/LV network arranged 

in mesh topology. This network is very dense due to a large number of interconnecting lines between 

LV nodes. The network consists of more than 1,000 nodes, more than 1,000 lines and c. 100 MV/LV 

transformers. There are usually two transformers in each transformer station. In the case of two trans-

formers in parallel operation in a station, there is a bus coupler connecting LV buses of both trans-

formers. Another bus couplers are situated in switchgears in some LV nodes, enabling sectionalizing 

the network. The current state of operation is considered with all the bus couplers (c. 50) closed 

(switched on). This configuration results in very high values of SC currents, which is demonstrated 

in section 4. Meshed topology of the network using graph visualization is depicted in Figure 3. 

3 SHORT CIRCUIT CURRENT CALCULATION 

In the case of the LV network, which consists exclusively of three phase cables, single line faults 

mostly escalate to three phase faults. Therefore, only three-phase balanced faults are considered 
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for purposes of this study. The evaluation of three phase SC currents is based on impedance matrix 

principle, which is described e.g., in [3]. Using this method, the bus impedance matrix is created as 

an inverse of the bus admittance matrix, which is straightforwardly constructed for any network con-

figuration according to a well-known principle [3]. The diagonal bus impedances represent Thevenin 

impedances [4] and can be used in calculation of SC currents using equivalent voltage source at the 

SC location. According to IEC standard 60909-0 [5], the initial symmetrical short-circuit current can 

then be calculated as 

 𝐼𝑘
′′ =  

𝑐 ∙ 𝑈𝑛

𝑍𝑘 ∙ √3
 , (1) 

where c is the voltage factor, Un is nominal line to line system voltage and Zk is the Thevenin imped-

ance, derived from bus the impedance matrix [Z̅]. This method can be modified for calculation of 

asymmetrical faults, using separate bus impedance matrices for each positive, negative and zero se-

quence [4]. In this paper, only initial symmetrical short-circuit currents (SC currents) are evaluated 

using formula (1).  

4 CONFIGURATION OPTIMIZATION  

Based on calculations carried out according to (1), it was revealed that, in considered current network 

configuration, the calculated values of SC currents are significantly higher than usual SC current 

rating (SCCR) of LV switchgears. This fact led to proposing of optimizing network configuration 

aiming to reduce the SC currents below the level of existing SCCRs. In reality, the procedure of 

network reconfiguration has to comply with actual possibilities of the DSO and should consider both 

technical and economic aspects. In this paper, two of simply executable operations are considered. 

The easiest way to reconfigure the network is to switch off the bus couplers placed in the LV network 

to weaken the network and hence increase the SC impedances. The other feasible, and therefore 

considered measure is to disconnect some MV/LV transformers, which have significant impact on 

SC impedances. Another measures of network reconfiguration leading to lowering SC currents, such 

as replacing the transformers or sectionizing the network into two or more individual networks, are 

not considered in this study. These possibilities could be taken into account in case that abovemen-

tioned considered measures do not lead to satisfying results.  

 CONDITIONS FOR NETWORK OPERATION 

Each network steady state in the process of reconfiguration has to be checked for limiting operating 

conditions, meaning that selected parameters have to be in compliance with distribution system op-

eration requirements and power quality standards. Several conditions derived from load flow calcu-

lation can be applied, from which some were used in simulation in this paper with following defini-

tion: 

- Voltage condition: Voltages in all nodes have to be within the specified limits (±10% of Vn). 

- Loading condition: Loading of branch elements (lines and transformers) have to be lower 

than specified limit (80%). 

- Reverse active power condition: Active power in all transformers has to flow from MV to 

LV side. 

- Supply interruption condition: All customers have to be connected to the network at all 

times. 

Other criteria can be applied, such as contingency analysis (N-1 criterion), but were not implemented 

in this study. It is important to define a termination condition, which reflects the optimization objec-

tive: 

termination condition (SC condition): SC currents in all nodes have to be lower than short circuit 

current rating of LV switchboards, 𝐼𝑘
′′ ≤ 𝑆𝐶𝐶𝑅. 
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 PROPOSED ALGORITHM 

According to principles described in the beginning of section 4, a simple algorithm for network re-

configuration has been designed. This algorithm is based on sequential disconnecting of elements in 

the network. The order, in which the elements are being disconnected, is based on the impact of those 

elements on the resultant SC currents. Due to the paper page restriction, this principle will be de-

scribed in future publications. As mentioned earlier, the elements in this study represent LV bus 

couplers and MV/LV transformers.  

This sequential approach, when the elements are disconnected one by one, reflects the real operations 

procedure and has following advantages: 

- Every stage of the procedure is calculated, and operating conditions are checked for specified 

limits. This ensures non-problematic network operation during the procedure of elements dis-

connection (if performed in the same order). Impact of each of successive steps can be evaluated. 

- The calculation time is much lower than in the case of calculating all possible network configu-

rations. Considering 150 switchable elements, using a brute-force approach would result in 2150 

≈ 1045 permutations. Contrast to that, in the case of sequential disconnecting, the maximum num-

ber of calculated combinations, given by sum of an arithmetic series, is 151∙150/2 ≈ 104. 

Algorithm procedure is simplistically depicted in Figure 1. The initial network configuration is con-

sidered with all bus couplers and transformers switched on. The loads are derived from usual rated 

currents of fuses in LV network. The algorithm can be further enhanced and supplied with more 

inputs and conditions. Based on conditions mentioned in 4.1 the algorithm is terminated if:  

- any of the limiting operating conditions is not fulfilled (optimization cannot be reached), or 

- the termination condition and operating conditions are fulfilled (optimization reached). 

 

Figure 1: Flowchart of proposed algorithm 

  RESULTS 

The proposed algorithm was applied to mesh network model described in chapter 2. The initial net-

work configuration respects described meshed configuration, meaning that all transformers are in 

operation and all the bus couplers are switched on. Limiting operation conditions specified in chapter 

4.1 were applied. As the LV switchboard short-circuit current rating, one universal value of 40 kA 

was used for all LV nodes. 

For this specific setting, the algorithm was terminated in the 82nd iteration, when the limiting oper-

ation conditions were not fulfilled due to two overloaded lines. The last feasible configuration was 

found in 81st iteration after 81 elements have been disconnected. In this stage, all the bus couplers 

have been switched off and considerable number of transformers have been disconnected. The opti-

mization was not reached – SC currents in some nodes are still higher than the set SC withstand 

current rating. The number of nodes, where the SC condition is not fulfilled, is depicted for each 

iteration in Figure 2. The number was reduced by 75% between the initial configuration and the last 

feasible configuration, following c. linear trend. Actual numbers are normalized to the initial state. 

The difference between the initial and the final configuration is also depicted in Figure 3, where the 
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network topology is visualized. Red squares indicate nodes, where the SC condition is not fulfilled, 

green circles indicate nodes, where SC condition is fulfilled. 

 

Figure 2: Number of nodes unfulfilling SC conditions throughout the procedure simulation 

 

Figure 3: Comparison of fulfilling SC conditions in nodes for initial and final network  

configuration  

The magnitudes of calculated SC currents throughout the reconfiguration procedure simulation are 

hinted via boxplot in Figure 4. The blue box covers values between 1st and 3rd quartiles, the red tick 

inside is the median, and the red points are outliers representing c. maximum 1% of values. The green 

line represents set SCCR value. An interesting phenomenon is to be seen between 11th and 49th 

iteration, where the maximum SC current in the network has not dropped despite 38 elements have 

been disconnected. Otherwise, the distribution of SC currents is quite consistent throughout the sim-

ulation with both the maximum and median values dropping roughly linearly. The values of 𝐼𝑘
′′ are 

normalized its maximum value in the initial configuration. 
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Figure 4: Statistical distribution of SC currents magnitudes in LV nodes throughout the procedure 

simulation 

5 CONCLUSION 

A simple and time-saving algorithm of mesh network reconfiguration leading to minimizing SC cur-

rents was designed and applied to a mesh MV/LV network model. The results show that sequential 

disconnection of selected elements in the network can lead to significant SC currents reduction while 

the operating conditions remain within defined limits. This procedure should be applied to real mesh 

networks providing valuable information for DSOs. Applying the specific procedure setting to the 

model has shown that reached SC current reduction is not sufficient since the SC currents in several 

nodes remain higher than usual SCCR of LV switchboards. That implies consideration of deploying 

further measures and including them into the algorithm. The proposed algorithm will be further en-

hanced, described and tested in future publications. 
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Abstract: This paper introduces comparison of optimization algorithms applied on high-torque
ferrite-assisted synchronous reluctance machine. The comparison is focused not solely on two algo-
rithms within the same multi-objective optimization approach - preference based or ideal, but also on
comparison of these two approaches. The genetic algorithm and self-organizing migrating algorithm
in both approaches are used to find optimal solution. The optimization goal is an optimal parameter
combination to achieve the highest torque and power factor, while developing the lowest torque ripple.
The optimized design will be evaluated by the 2D finite element analysis in steady-state analysis.
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1 INTRODUCTION

The synchronous motor (SM) branch development has taken a big leap during the last 30 years [1],
mainly due to discovery of rare-earth magnets - either neodymium-iron-boron or samarium-cobalt
compounds, but also due to the pressure put on efficiency in area of electric motors (EM) (new more
strict European standards - IEx). Nowadays, the situation in the SM development has reached a
point, where the SMs are working with superior efficiency over other drive types, but also due to the
increased permanent magnet (PM) prices the PM-assisted SMs have become expensive solutions.

The low-cost SMs have thus become attractive research topic aiming to develop cheaper SM competi-
tor to low-cost induction machines. The low-cost machines suitable for traction applications, the topic
of this paper, taking cost effective point of view into account are synchronous reluctance machines,
while only PM-assisted synchronous reluctance machines are usually considered due to the higher
torque, thus higher power density ratio. The price of the PMs is affected by multiple factors, the
main being the geopolitical factor, majority of rare-earth ores is located in a few countries. Therefore,
the solution of this price reduction approach lays in a use of cheaper PM material - ferrite magnet.
The price of ferrites seems to be not affected by the price fluctuations of other PM ores and its cost
remains just a portion of rare-earth competitors.

The topology choice, regardless of its undisputed importance is just a starting point of the whole
design process. The next step in the machine design process is to provide reasonably chosen set of
geometry parameters and their optimal values. The simplest way of optimization could be performed
by trial and error approach - parametric analyses or manual testing. The optimal design could be
found also by optimization algorithms (OA), which is commonly used technique resulting usually
in better and efficiently found solutions. The commonly used algorithms in EM optimization design
are the evolutionary algorithms. The best known algorithm in this group is the genetic algorithm
(GA), that is found in many variations and also in both preference based and ideal multi-objective
optimization (MOO) versions. The other OA that is considered in this paper, that is also found in
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both MOO variations is self-organizing migrating algorithm (SOMA).

This paper considers high-torque ferrite-assisted synchronous reluctance (FASR) machine used in
ship propulsion application for an MOO algorithm comparison using three objectives as an aim for
optimization. These objectives, that are evaluated by 2D finite element analysis, are as follows -
electromagnetic torque, torque ripple and power factor.

2 OPTIMIZED MACHINE

The investigated machine is the FASR machine has ten poles and is equipped with the integral slot
winding distributed in 60 slots. The machine dimensions are listed in Table 1 and the parametric
geometry is depicted in Figure 1. The optimized machine has three flux barriers, that was found
optimal for this machine type within the limited machine dimensions.

Parameter Symbol Value
Rated output torque TN 3100 Nm

Rated speed n 150 min−1

Stator out. diam. Dout 584 mm
Stator inner diameter Din 470 mm

Stack length Lstk 306 mm

Table 1: Key machine parameters

Rotor_outer_radius

Shaft_radius

Bottom_radius

MThick_ratio

MWidth_ratio

SThick_ratio

Barrier_angle

b_gap

Barrier_offset

Figure 1: Parametric optimized geometry

The parameters MThick_ratio and SThick_ratio are related to the rotor space volume. A barrier
width parameterized by the MWidth_ratio is related to the pole-width. Other parameters are used
to distort the equidistant barrier placement Barrier_offset or barrier end angle Barrier_angle. Both
outer and inner rotor radius defined Rotor_outer_radius, Shaft_radius respectively are fixed during
the optimization. The bridge between the barrier end and air gap b_gap is fixed as well to 0.5 mm.
The number of optimized parameters is therefore 15 (5 parameters for each barrier) plus parameter
Bottom_radius defining the bottom barrier placement.

3 OPTIMIZATION ALGORITHMS

The OA is according to [2] is a programmable process or function, that takes some sort of input param-
eter or value that modify characteristics of the device or function to find the minimum or maximum
value of a result or a output. The evolutionary algorithms works on repeating certain algorithm pro-
cedures, when each repeated procedures combination, i.e. generation in GA or migration in SOMA,
starts where the previous ended. By this repetition is supposed to find better design each iteration
and therefore ideally result in an globally (best result in a investigated space) optimal solution. The
preference based MOO (PB-MOO) works on a principle of combining the normalized (dimension-
less) objective values with their weight factors, increasing or decreasing aim of the optimization into
single value, which is then minimized. To this combination of weight coefficients and normalized
objectives is usually referred to as a “Cost function” or a “Fitness function”. Algorithms working on
this principle are usually less sophisticated and less efficient in the global optimum search. The ideal
MOO (I-MOO) is on the other hand programmed to optimize the objectives equally, without influ-
encing the algorithm objectives aims. This kind of algorithm is easier to initialize, since no weight
coefficients nor desired values are required. I-MOO algorithms are more sophisticated and the result
of optimization is easier to interpret, since each individual carries direct objective information not
only cost function value. Also instead of single optimal solution, whole set of optimal solutions is
delivered, this set is called Pareto optimal set of solutions.
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3.1 GENETIC ALGORITHM

This algorithm is based on the Darwinian theory of evolution. The principle is based on combination
of following principles - survival of the fittest, reproduction and the occasional positive mutation
[2]. The repetition of these procedures ideally results in a optimal solutions. The whole process of
GA is depicted in Figure 2(a). The I-MOO is following the same principle, but instead of sorting
the population based solely on the cost function are the individuals sorted by non-dominant sorting
process. This procedure is sorting individuals in Pareto fronts. In each front are individuals, where
improvement of one objective leads to a decay of a second or other objective and also according to
the distance between the solutions within the same Pareto set. Many I-MOO versions of GA were
applied in EM design, but the most popular version, that is also used in this paper, is non dominated
sorting genetic algorithm (NSGA-II).

(a) (b)

Figure 2: (a) Principle of GA (b) Principle of SOMA

3.2 SELF-ORGANIZING MIGRATING ALGORITHM

The principle of SOMA is based on the predator-prey situation, where is a herd of predators searching
for a prey in a specific area. The original author is in [3] presenting the behavior on a pack of wolves
searching for a food. An assumption is, that one member of predator herd is always closest to the
prey, the member becomes a herd leader, and other members are traveling toward him. Seldom occur
a situation, where one predator become even closer to the prey comparing to the original leader and
other members changes traveling trajectories toward the new leader. This procedure, called migration,
is repeated multiple times until the prey is found. The prey is in optimization terminology representing
the global optimum and the herd of predators is the optimized population. In PB-MOO the global
solution has the lowest cost function value. In I-MOO is the “prey” represented by the Pareto set of
optimal solutions toward the population is migrating to. The SOMA principle is depicted in 2(b).

3.3 OPTIMIZED PARAMETER RANGES AND ALGORITHMS SETTING

The geom. parameters defined are varied during the optimization within the ranges listed in Table 3.
The optimization algorithms have specific set of parameters that allow the user to influence the op-
timization processes. All the parameter values in Table 4 are chosen based on OA founders recom-
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Parameter Flux-barrier 1 Flux-barrier 2 Flux-barrier 3
MWidth_ratio, - 0.2÷0.85 0.2÷0.85 0.2÷0.85
MThick_ratio, - 0.2÷0.85 0.2÷0.85 0.2÷0.85
SThick_ratio, - 0.2÷0.85 0.2÷0.85 0.2÷0.85
Barrier_offset, (mm) −2÷2 −2÷2 −2÷2
Barrier_angle, (deg) 10÷22 −3÷3 −3÷3
Bottom_radius, (mm) 165÷180

Table 3: Boundaries of the optimized parameters.

mended values or the authors good experience in EM optimization. The common parameter across
the algorithm is the fitness function evaluation (FFE), that set the same boundaries in terms of algo-
rithm time demands to all OA. Therefore 20,000 FFE evaluations were supposed to be done by each
OA. Weight coefficients in both PB-MOO algorithms were chosen to equally optimize all objectives.

OA/Parameter SOMA MOSOMA
Initial population 50 50
Mig. agents (SOMA-all) - 15
Number of mig. steps 20 10
Mig. path length 2.1 1.7
Perturbation 0.3 0.1

OA/Parameter GA NSGA-II
Initial population 50 50
Crossover 3 0.5
Mutation rate 0.2 0.2

Table 4: OA parameters initialization

4 OPTIMIZATION RESULTS

The optimized results from PB-MOO are depicted as a development of the cost function value over the
individual count, whereas the I-MOO algorithms figure depict distributed solutions in the objective
space. Optimal solutions are highliged in all figures with the corresponding objectives value.

All algorithms except the SOMA algorithm evaluated 20,000 FFE, the SOMA algorithm met the con-
vergence criteria sooner, therefore the algorithm finished. The results clearly shows the advantage of
the I-MOO optimization procedures over PB-MOO approach. Both I-MOO algorithms sufficiently
found solutions, that meet the desired objectives listed in Table 1, while the NSGA-II algorithm de-
livers evenly distributed solutions on and between the Pareto fronts. The PB-MOO algorithms failed
to find a optimal solution in this application, the reason could be the high number of optimized pa-
rameters, that favors the I-MOO solvers. Chosen NSGA-II optimized result (highlighted by a star in
Figure 3(d)) flux-density surface plot is depicted in Figure 4.

5 CONCLUSION

This article presents the comparison of four optimization algorithms in both I-MOO and PB-MOO
approaches applied to the ferrite-assisted synchronous reluctance machine. The selected OAs that
exist in both versions are GA and SOMA. The I-MOO approach of both algorithms resulted to be su-
perior over their PB-MOO counterparts, while GA in both MOO approaches dominated over SOMA.
This could be caused by relatively high amount of optimized parameters within the decision space.
The optimization goal was reached by both I-MOO algorithms with higher torque ripple in case MO-
SOMA.
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(a) (b)

(c) (d)

Figure 3: a) Principle of GA b) Population sorting in I-MOO version of GA

Figure 4: Flux-density surface plot in optimized machine
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1 INTRODUCTION 

High speed electrical machines are the current state-of-the-art in the electric motor and drives de-

partment. With the growing demand on drives with higher rotational speeds, it is also going with 

growing demands on the mechanical design of such machines additionally on their bearings. The 

conventional mechanical bearings are insufficient at high rotational speeds. There are basically two 

possible substitutions of a mechanical bearing. First of them are hydrodynamic bearings having dis-

advantages such as low dynamics and damping capability. The second type is magnetic bearings. In 

magnetic bearing systems, the rotor desired position is kept by a type of electromagnetic force. In 

this article is proposed a concept of active magnetic bearing system. The system is still being devel-

oped, its current control capability is only one radial bearing but thanks to its modular concept it will 

be extended to control the whole high-speed rotational machine with two radial and one axial bearing. 

 

Figure 1: test rig overview 

Two power modules 

One control module 

Interconnection bus 

One radial bearing 

test rig 

DC link module 
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2 DEFINITION OF A PROBLEM 

Active magnetic bearing is a complex electromechanical system performing a task with five degrees 

of freedom position control. As apparent from Figure 2 the rotor position could be defined in Carte-

sian system by five axes: x1, y1 controlled by radial bearing 1; x2, y2 controlled radial bearing 2, and 

finally z controlled by the axial so-called thrust magnetic bearing. The system complexity becomes 

higher when realized that control of the position in one axis is done by so-called differential actuators. 

The differential actuators are two opposite electromagnets, see Figure 3, biased together producing 

the desired forces used to adjust the position of the rotor in the respective axis. The principle and 

advantages of a differential actuator are explained in [1] and [2]. Substantial fact for design of the 

control system is that the differential actuator contains two coils energized by two different currents. 

That means to control the rotor position in five axis with five differential actuators, literally it is 

required to control ten different electrical currents. By recommendation from experienced colleagues 

from other universities, the bandwidth of the position control should be at least 10 kHz. To guarantee 

the proper performance and dynamics of the position control loops, the subsequent current control 

loops have to be at least by one order faster than the position loop. Those requirements define the 

performance of the system, which has to be able to control ten currents in the 10 µs window and five 

positions in the 100 µs window. 

 

 

 

 

Figure 2: AMB system radial section view Figure 3: radial bearing, axial section view 

3 SYSTEM CONCEPT 

Regarding to the system complexity mentioned in Chapter 2, it was a big issue how to design such a 

large system. Respecting the low experience with AMB systems, the most familiar concept is ex-

posed to be a modular system. In that way, there are two main types of modules in the system, see 

Figure 4. First of them is the power module. Each power module is capable to drive one differential 

actuator, so the final count of these modules is five. The second module type is a control board. At 

the first iteration, one control board is designed to be capable to drive two differential actuators of 

one radial bearing. All control system modules are connected using an interconnection bus, which is 

a bare PCB attached by PCIe connectors, so the control and power modules are tightly interconnected 

between each other to ensure the robustness of the whole system.  

The interconnection bus arranges three auxiliary power supply buses. The 24 V power supplying bus 

is designed to supply the SKF eddy current sensors, whose detailed description is introduced in the 

next chapter. The 5 V power supply is for MCUs power supply and current sensing. The separate 

power supply 12 V is for the power MOSFETs driving circuit, because it is expected to be burdened 

by electromagnetic interference. There is also no common ground between the modules to avoid 

electromagnetic interference. The switching and analogue signals are guided differentially, which is 
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a cheaper way than, for example, optically as proposed here [3]. The main power supply was calcu-

lated to be approximately 50 VDC and is connected separately from the DC link module. 

 

Figure 4: Overall system conception block schematic 

   CONTROL UNIT 

There are several options which control unit to choose for such a complex system. The goal of this 

project is to make a stand-alone embedded system, which is compact and ready for practical use. 

Therefore, there are probably three options – PLC, FPGA, or Microcontroller. PLC control system 

for such application is not applicable in general because the majority of PLCs on the market haven’t 

got such fast sampling periods as is desired for this application and moreover the programming lan-

guages of PLCs are not suitable for performing complex sequential algorithms. The FPGAs are more 

powerful, but the implementation of a sequential algorithm is complicated and finally it is not a cheap 

way by means of HW costs. Therefore, the most possible option for choosing a control unit is a 

microcontroller. As proposed in Chapter 2, AMB system has the character of fast digital signal pro-

cessing tasks. The market offers for these applications so-called digital signal processors, such as 

Texas Instruments DSPs with C2000 cores used for example here [3]. However, it is commonly 

known that DSPs with Harvard architecture are going to be outdated in the near future which is 

proven, for example by NXP’s (Freescale) termination these microcontrollers production. The DSP 

product lines are being substituted by a new architecture ARM Cortex-M core designed also for 

digital signal processing. Therefore, this kind of microcontroller was chosen, specifically STM32G4 

product family. This microcontroller offers similar power of the floating-point core with a set of DSP 

instructions, peripherals with similar parameters, e.g. High-Resolution Timer (HRTIM) for generat-

ing up to 12 PWM signals, with maximal resolution 184 ps, 5×12-bit AD sigma-delta convertors or 

specific DSP peripherals - CORDIC for trigonometric functions acceleration and FMAC filter math-

ematical accelerator for implementation of digital HW filters. 

   POWER STAGE 

There are plenty of articles describing advanced topologies of AMB power stages, such as shared-

bridge convertors published at [4], [5] or [6]. This topology saves the count of the switching compo-

nents but increases the drive algorithm complexity and brings challenges on the current caring ca-

pacity of the shared-phase leg which can be easily broken due to high current stress. Furthermore, 

this topology doesn’t respect the selected modular conception, because all switching components 

need to be close together. Therefore, the traditional topology of power convertor has been chosen to 

feed every single coil by a half-bridge. 

242



 
 

Figure 5: topology of a single converter Figure 6: two power modules (2 half bridges in each) 

By means of the high frequency bandwidth of the current loop, also high PWM frequency needs to 

be introduced. To decrease the switching power losses and electromagnetic interference, novel sem-

iconductor technology SiC power switches are employed, see Figure 5. 

    SENSING OF PHYSICAL VARIABLES IN THE SYSTEM 

To enable high stiffness and damping of the bearings the axis position has to be sampled very pre-

cisely. The traditional inductive position sensors are insufficient for this job, because of its low band-

width around 1 kHz. As proposed in Chapter 2, the position sensor optimal bandwidth is 10 kHz. 

A little research has been done to select proper position sensors. The following sensor covers our 

technical requirements: Micro-Epsilon offering capacitive sensors capaNCDT series and SKF offer-

ing CMSS eddy current position sensors. However, only SKF sensor fulfil also our financial budget 

requirements. The force of the actuators is strongly dependant on the coil currents, so the current also 

has to be sampled at comparatively high resolution and high bandwidth 100 kHz at least. Finally the 

following sensors are employed in the system (Table 1). 

Current sensor Position sensor 

LEM Current Transducer LTSR 15-NP SKF CMSS 75-LM1 

Hall effect Eddy currents 

Nominal RMS current 15 A 

Frequency bandwidth 200 kHz 

Output voltage 2.5 ± (0.625 × Ip/Ipn) 

Measurement range 0.25 to 2.25 mm 

Scale factor 7.87 V/mm 

Frequency response DC to 10 kHz 

Linear characteristic ±25µm for 5 m cable length 

 

 
Table 1: presentation of selected physical sensors 

4 EXPERIMENTAL RESULTS 

For verification of the designed system functionality and robustness following experiment was per-

formed. Two different actuators were energized in different instants approximately to 12 A, which 

is the full current capacity and mutual interference was observed. Experiment result very well, as 

apparent from Figure 7, there is no recognizable interference in the instant energizing second coil by 

full current step (time 10 ms). The data was acquired from the microcontroller by specialized routine 

via serial port and visualized in MATLAB. 
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Figure 7: experimental result, current loop interreference robustness 

5 CONCLUSION 

In this article was presented the concept and design of the active magnetic bearings control system 

and several issues were discussed and explained. As a verification of system functionality an exper-

iment was performed and shown its results. The project is in stage that hardware layer can be con-

sidered as finalized and tested. Actual work is software development, which can be divided into two 

main layers. First of them is low level layer covering peripheral configuration and using of hardware 

abilities of the MCU together with PWM generation and PID current control loop design. This part 

could be also considered as finalized. Second high-level software layer will be about the position 

sensing and control, which will be definitely covered in future work and publications 
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1 INRODUCTION 

There are worldwide efforts for a reduction in energy consumption within the framework of sustain-

able development. The electrical rotating machines are one of the biggest consumers of electricity. 

Thus, the efficiency requirements for electrical rotating machines is raised considerably by the effi-

ciency classification standard IEC 60034-30. Presented research deals with the line-start synchronous 

reluctance machines (LSSynRM) due to the promising performances of this type of machine [3]. 

Although LSSynRM can reach the high-efficiency requirements of the efficiency classification 

standard, there is a demand for further improvements. The improvements of LSSynRM are done by 

the means of topology optimization (TO) based on the normalized Gaussian network (NGnet).  Com-

prehensive electromagnetic analysis of LSSynRM optimized through the described methodology is 

the main goal of this paper and it can be found in the following sections.  

The paper is organized as follows: Section 2 presents the TO based on NGnet in the general and 

developed method for its application to LSSynRM. Moreover, it contains the results of TO performed 

in [2] and it presents one individual geometry selected from the Pareto front for the more extensive 

electromagnetic analysis because the electromagnetic analysis was not the main goal of [2]. So the 

electromagnetic analysis is presented in Section 3. The analysis is divided into three parts: 3.1 Start-

ing performances, 3.2 Steady-state analysis and 3.3 Synchronization capability. Section 4 concludes 

the paper. 

2 TOPOLOGY OPTIMIZATION BASED ON THE NGNET OF LINE-START SYNCHRO-

NOUS MACHINES 

TO is an approach when the geometry of the optimized part of an electrical machine is changed 

directly without any previous expectations or limitations for topology. This is the main advantage of 

TO compared to parametric optimization, which works with predefined geometry such as number of 

flux barriers, bars etc. The authors of [1] explains this matter in more detail. They also discuss the 

disadvantages of TO such as a high number of optimized parameters and the possibility of achieving 
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unfeasible geometries. These disadvantages can be partly solved by TO based on NGnet, which is 

described in [2] and [3] in more detail. The principle of the TO is shown in Fig. 1. The geometry of 

the rotor is fully determined by the assignment of pixels in the rotor to the predefined material such 

as iron or aluminum depending on the values of NGnet. 

 
Figure 1: The NGnet defines geometry of LSSynRM rotor. 

The TO considering NGnet was firstly presented by authors in [4]-[6] and it was used for permanent 

magnet and reluctance synchronous machines optimization. Although there are notable complica-

tions of application TO to line-start synchronous machines, the author of this paper developed the 

methodology for TO. The methodology includes a developed algorithm for the evaluation of a single 

individual, which leads to a significant reduction of the computational part. The comprehensive de-

scription of this algorithm can be found in [2] and [3] as it is out of the scope of this paper. The 

software tools used for TO are SyMSpace [7], Ansys Maxwell Electronics Desktop and Python.  

The LSSynRM was selected as the type of machine for the optimization. LSSynRM is based on a 

conventional induction motor with a rated power of 2.2 kW and a rated speed of 1500 rpm. The main 

objectives of the optimization were: efficiency, power factor and torque ripple in the steady-state. 

The running time of TO was approximately one and half month and nearly 15 000 individuals were 

evaluated. The obtained Pareto front with roughly forty individuals is shown in Fig. 2. Although the 

results of the Pareto front were already presented in [2], this paper deals with the more extensive 

electromagnetic analysis of the selected individual. The individual selected for comprehensive elec-

tromagnetic analysis is highlighted in Fig. 2 and its topology is shown in Fig. 3, where a grey part is 

an iron sheet and orange parts are aluminum. The electromagnetic analysis is performed in the soft-

ware Ansys Maxwell Electronics Desktop and it is presented in the following section. 

  
Figure 2: Pareto front [2]. Figure 3: The selected geometry for com-

prehensive analysis. 

 

3 COMPREHENSIVE ELECTROMAGNETIS ANALYSIS OF SELECTED INDIVIUAL 

The geometry of the selected individual strongly depends on the shape of NGnet, which is changed 

by the genetic algorithm DECMO2 [8] in SyMSpace during TO. It can be seen in Fig. 3, that the 

main flux barrier and main flux guide are rather thick. The thickness is caused by the low number of 

Gaussian functions used in NGnet. The low number of Gaussian functions, and thus a small number 

of optimized parameters, was necessary to ensure the reasonable time of optimization. This produces 
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not ideal geometry with only one main flux barrier. Three bars are located near to surface of the rotor. 

Their functionality is the same as in an induction motor. Besides, two more bars are located in the 

inner area of the rotor, which do not serve as squirrel cage due to their location too far from the 

surface of the rotor. Also, the whole geometry seems insufficient from the mechanical point of view 

because of the thin iron bridge between the shaft and the main flux barrier. Even though the men-

tioned deficiencies in geometry, an electromagnetic analysis was performed to evaluate the perfor-

mance of obtained LSSynRM as well as the performed topological optimization. 

    STARTING PERFORMANCES 

The analyzed machine is a line-start synchronous reluctance machine. Thus, the supply source is set 

as a voltage source with a nominal voltage of 230 V. The stator winding connection is a star. The 

step time of transient analysis is set to 0.1 ms and the final time is 300 ms. The fan load with nominal 

load torque 14 Nm at 1500 rpm is connected to the shaft and the load moment of inertia is equal to 

the moment of inertia of the rotor. The starting process of the motor is quite dynamic and it is shown 

in Fig. 4. The speed gradually rises and it stabilizes at 1500 rpm in 180 ms. The torque during the 

starting process is shown in Fig. 5. The torque dependency on the speed is shown in Fig. 6, where 

the point of synchronization can be seen. The starting current is ten-times bigger compared to the 

nominal rated current at steady-state and it is shown in Fig. 7. 

  
Figure 4: The speed during the starting 

process. 

Figure 5: The torque during the starting 

process. 

  
Figure 6: The torque dependency on the 

speed. 

Figure 7: The currents during the starting 

process. 
 

Rated power kW 2.2 

Rated speed rpm 1500 

Rated torque Nm 14.1 

Rated line-to-line voltage V 400 

Rated phase current A 5.52 

Efficiency - 0.862 

Power factor - 0.629 

Fundamental harmonic of flux density T 0.761 

Torque ripple % 25.45 

Table 1: Main parameters of selected individual at steady-state. 
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    STEADY-STATE ANALYSIS 

The last two periods of the starting process analysis described before are used for steady-state anal-

ysis. The main parameters of steady-state analysis are shown in Tab. 1. The motor has a power factor 

0.629 and an efficiency of 86.2 %, thus this machine, unfortunately, does not reach even IE3. The 

magnetic flux density distribution is shown in Fig. 8 and the magnetic flux density in the middle of 

the air-gap is shown in Fig. 9. It can be seen that flux is forced to go also through the inner area of 

the rotor and the shaft. The flux density in this area is almost 2 T. On the one hand, the saturation in 

this area can be lowered if there were not two inner bars that decrease permeance in this area. On the 

other hand, the saliency ratio could also decrease due to the absence of these inner bars.  

  
Figure 8: Flux density distribution in 

steady-state. 

Figure 9: Magnetic flux density in the middle 

of the air-gap. 

The torque ripple is shown in Fig. 10 and its value is 25. 6 % of the nominal torque. Fig. 11 shows 

the distribution of the losses in the motor at the steady-state. The resistive losses in stator represent 

almost 60 % of all losses. It is caused by a quite low power factor. The core losses are multiplied by 

the correction coefficient which considers the manufacturing effect on the material. The waveform 

of the current is shown in Fig. 12. The torque dependency on the load angle is shown in Fig. 13, but 

as this machine is supplied from the grid it stabilizes at a load angle of 21° corresponding to 14.1 

Nm. The nominal load torque on the grid voltage supply is highlighted in Fig. 13. 

 
 

Figure 10: The torque behaviour in 

steady-state. 

Figure 11: The distribution of the losses in 

steady-state. 

  
Figure 12: The currents behaviour in 

steady-state. 

Figure 13: The torque dependency on the 

load angle. 
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    SYNCHRONIZATION CAPABILITY 

The synchronization capability is crucial for the application of LSSynRM. It is determined by critical 

inertia, which can be synchronized corresponding to the given statical load torque. The critical inertia 

decreases with bigger load torque. The synchronization capability of selected individual is shown in 

Fig. 14. 

 
Figure 14: The synchronization capability. 

4 CONCLUSION 

The presented paper deals with the electromagnetic analysis of LSSynRM optimized by means of 

TO based on NGnet. The result of the analysis shows that the LSSynRM optimized by such an ap-

proach has the potential to reach considerably good performance. Thus, the TO based on NGnet is 

suitable for the improvement of LSSynRM, but there have to be done further development of this 

methodology for achieving the best results. 
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1 INTRODUCTION

We discuss the asymptotic behaviour of a solution of Emden-Fowler type difference equation

∆
2u(k)± kαum(k) = 0, (1)

where k ∈N(k0) := {k0,k0+1, ...}, k0 ∈N, k0 > 0, u : N(k0)→R, ∆u(k) = u(k+1)−u(k) is the first
and ∆2u(k) the second difference with α,m ∈ R, m > 0, m 6= 1. When the + sign is assumed in (1),
the below result holds only if m = p/q where p and q are integer numbers such that p− q is odd.
Equation (1) is a difference analogue of the Emden-Fowler differential second-order equation, known
from the theory of ordinary differential equations (we refer to [4]), being significant in astrophysics,
cosmology, atomic physics, and other areas.

2 MAIN RESULT

We will prove that there exists a solution u = u(k) of (1) such that

u(k) = ak−s +bk−(s+1)+O(k−(s+γ+1)) (2)

when k→ ∞ where

a = [∓s(s+1)]1/(m−1), b = as(s+2)/(s+2−ms) , s = (α +2)/(m−1) , (3)

γ ∈ (0,1) is a fixed number and O is the Landau order symbol big “O”. The equation (1) was inves-
tigated in [3] where the existence of a solution with asymptotic behaviour determined by formula (2)
was proved under the assumption that s ∈ (−2,−1) and m < 0. Our main result below establishes the
validity of formula (2) under a different set of conditions.

Theorem 1. Let s > 0. If

m <
(s+2)(s+3)

s(s+1)
(4)

then there exists a solution u = u(k) of equation (1) defined on N(k0), where k0 is sufficiently large,
with asymptotic behaviour determined by the formula (2).
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Proof. In the proof we will refer to some parts of the paper [3]. Let

u(k) = a/ks +b/(ks+1)(1+Y0(k)), (5)

∆u(k) = ∆(a/ks)+∆
(
b/ks+1)(1+Y1(k)),

∆
2u(k) = ∆

2 (a/ks)+∆
2 (b/ks+1)(1+Y2(k))

where Yi : N(k0)→ R, i = 0,1,2 are new unknown functions. Then, equation (1) can be converted
(for details we refer to [3, Part 3]) into a system

∆Y0(k) = F1(k,Y0,Y1) := (−(s+1)k−1 +O(k−2))(−Y0(k)+Y1(k)), (6)

∆Y1(k) = F2(k,Y0,Y1) := (−(s+2)k−1 +O(k−2))(ms(s+2)−1Y0(k)−Y1(k)+O(k−1)). (7)

This will allow us to use [3, Lemma 2] (being a modification of [1, Theorem 8]) to prove Theorem 1.
As the scheme of the proof is the same as that of Theorem 1 in [3], we will only emphasize in detail
the parts that are different, referring the remaining parts to this source. Let εi > 0, i = 1, . . . ,4, γ > 0
and β > 0 be fixed. Define, as in [3, Part 4], auxiliary functions b1(k) := −ε1/kγ , c1(k) := ε2/kγ ,
b2(k) :=−ε3/kβ and c2(k) := ε4/kβ . To apply [3, Lemma 2], the following inequalities

F1(k,b1(k),Y1)< b1(k+1)−b1(k), (8)

F1(k,c1(k),Y1)> c1(k+1)− c1(k), (9)

F2(k,Y0,b2(k))< b2(k+1)−b2(k), (10)

F2(k,Y0,c2(k))> c2(k+1)− c2(k) (11)

must hold whenever −ε3k−β ≤ Y1 ≤ ε4k−β in (8), (9) and −ε1k−γ ≤ Y0 ≤ ε2k−γ in (10), (11). Let us
find the conditions for validity of inequalities (8) – (11). As we assume m > 0 and s > 0, we have
ms > 0, s+1 > 0 obtaining:

F1(k,b1(k),Y1) =

(
−s+1

k
+O

(
1
k2

))
·
(

ε1

kγ
+Y1(k)

)
<

(
−s+1

k
+O

(
1
k2

))
·
(

ε1

kγ
− ε3

kβ

)
< b1(k+1)−b1(k) =−

ε1

(k+1)γ
+

ε1

kγ
=

ε1γ

kγ+1

(
1+O

(
1
k

))
.

Then we have the following

−s+1
kγ+1 ε1 +

s+1
kβ+1 ε3 +O

(
1

kβ+2

)
<

ε1γ

kγ+1 +O
(

1
kγ+2

)
or, after simplifying,

s+1
kβ+1 ε3 +O

(
1

kβ+2

)
<

ε1(γ + s+1)
kγ+1 +O

(
1

kγ+2

)
.

If k→ ∞, then the last inequality hold either if γ < β , or if γ = β and ε3 < ε1(γ + s+1)/(s+1).
Similarly, inequality

F1(k,c1(k),Y1) =

(
−s+1

k
+O

(
1
k2

))
·
(
−ε2

kγ
+Y1(k)

)
>

(
−s+1

k
+O

(
1
k2

))
·
(
−ε2

kγ
+

ε4

kβ

)
> c1(k+1)− c1(k) =

ε2

(k+1)γ
− ε2

kγ
=− ε2γ

kγ+1

(
1+O

(
1
k

))
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implies either γ < β , or γ = β and ε4 < ε2(γ + s+1)/(s+1). Hence, both the above inequalities hold
if either γ < β , or if

γ = β , ε3 < ε1
γ + s+1

s+1
, ε4 < ε2

γ + s+1
s+1

.

In much the same way we estimate (recall that ms > 0):

F2(k,Y0,b2(k)) =
(
−s+2

k
+O

(
1
k2

))
·
(

ms
s+2

Y0(k)+
ε3

kβ
+O

(
1
k

))
<

ms
k
· ε1

kγ
− s+2

k
· ε3

kβ

+O
(

1
kγ+2

)
+O

(
1

kβ+2

)
+O

(
1
k2

)
< b2(k+1)−b2(k) =

ε3β

kβ+1

(
1+O

(
1
k

))
.

Then, inequality

ms
kγ+1 ε1−

s+2
kβ+1 ε3 +O

(
1

kγ+2

)
+O

(
1
k2

)
<

ε3

kβ+1 β +O
(

1
kβ+2

)
holds if either γ > β (but this contradicts to above restrictions), or if γ = β < 1 and ε1 < ε3(γ + s+2)/ms.
Finally, we estimate

F2(k,Y0,c2(k)) =
(
−s+2

k
+O

(
1
k2

))
·
(

ms
s+2

Y0(k)−
ε4

kβ
+O

(
1
k

))
>−ms

k
· ε2

kγ
+

s+2
k
· ε4

kβ

+O
(

1
kγ+2

)
+O

(
1

kβ+2

)
+O

(
1
k2

)
> c2(k+1)− c2(k) =−

ε4β

kβ+1

(
1+O

(
1
k

))
.

Then, inequality

− ms
kγ+1 ε2 +

s+2
kβ+1 ε4 +O

(
1

kγ+2

)
+O

(
1
k2

)
>− ε4β

kβ+1 +O
(

1
kβ+2

)
holds if either γ > β (this case is excluded), or if γ = β < 1 and ε2 < ε4(γ + s+2)/ms. Summing up
all the conditions, we get (except for m > 0, s > 0) the system of inequalities

0 < γ = β < 1, ε3 < ε1
γ + s+1

s+1
, ε4 < ε2

γ + s+1
s+1

, ε1 < ε3
γ + s+2

ms
, ε2 < ε4

γ + s+2
ms

. (12)

Then, the necessary conditions for the solvability of this system are expressed by the below inequali-
ties

0 < γ = β < 1, 1 <
(γ + s+1)(γ + s+2)

ms(s+1)
. (13)

As ms(s+1)> 0, it is easy to see that the last inequality is equivalent to the following one

γ
2 + γ(2s+3)+(s+1)(s+2−ms)> 0. (14)

Consider the equation
γ

2 + γ(2s+3)+(s+1)(s+2−ms) = 0. (15)

Its discriminant D is positive since D = (2s+3)2−4(s+1)(s+2−ms) = 4ms(s+1)+1 > 0 and the
roots γ± of (15) are

γ± =
1
2

[
−(2s+3)±

√
4ms(s+1)+1

]
.

Obviously γ− < 0 and

γ+ < 1 =⇒
√

4ms(s+1)+1 < 2s+5 =⇒ m <
(s+2)(s+3)

s(s+1)
.

The last inequality guarantees the existence of a γ ∈ (0,1) such that inequalities (13) hold. Moreover,
if a γ ∈ (0,1) is fixed, then it is easy to show that there exist an εi > 0, i = 1, . . . ,4 such that the
system of inequalities (12) is satisfied. Then, by the above-mentioned results, system (6), (7) has a
solution (k,Y1(k),Y2(k)), k ∈N(k0), where k0 is sufficiently large, such that −ε1k−γ ≤Y0(k)≤ ε2k−γ ,
−ε3k−γ ≤ Y1(k)≤ ε4k−γ . Formula (2) follows from (5).
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3 COROLLARY TO MAIN RESULT

In the following corollary, values of α and m are specified such that Theorem 1 holds.

Corollary 1. If s > 0 and either
i) 0 < m < 1 and α <−2
or
ii) m > 1 and

−2 < α <
1
2

[
−(m−1)+

√
(m−1)2 +16m

]
,

then the conclusion of Theorem 1 holds.

Proof. Assumption (4) of Theorem 1 holds if

ms(s+1)< s2 +5s+6.

According to formula (3), this inequality will be valid if

m(α +2)(α +m+1)< (α +2)2 +5(α +2)(m−1)+6(m−1)2.

This inequality, after some computations, turns into

(m−1)
[
α

2 +α(m−1)−4m
]
< 0. (16)

As m > 0, inequality (16) will hold if either

0 < m < 1, α
2 +α(m−1)−4m > 0 (17)

or
m > 1, α

2 +α(m−1)−4m < 0. (18)

First, analyze the inequality (17). Since s > 0, (3) implies α <−2 and

α
2 +α(m−1)−4m = (α−m)(α +2m)+2(m−1)2− (2+α)> 0.

That is, in the case i), inequality (16) holds and, consequently, assumption (4) of Theorem 1 is valid.

Next, analyze the inequality (18). In this case, m > 1 and (3) implies α > −2. Considering the
equation

α
2 +α(m−1)−4m = 0

we find its roots

α± =
1
2

[
−(m−1)±

√
(m−1)2 +16m

]
.

Let us show that α− <−2. Obviously, (m−1)2 +16m > 16 and

−
√
(m−1)2 +16m <−4.

Therefore,

α− =
1
2

[
−(m−1)−

√
(m−1)2 +16m

]
<−2.

Now, show that α+ >−2. This inequality is equivalent with√
(m−1)2 +16m > (m−1)−4,

which holds for 1 < m≤ 5 and, taking the second power, for m > 5, is equivalent with

(m−1)2 +16m > (m−1)2−8(m−1)+16,

which obviously holds as well. We conclude that the second inequality in (18) holds if−2 < α < α+.
Thus, the case ii) holds as well.
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4 EXAMPLE

Let m = 2, α = 1. Then, equation (1) takes the form

∆
2u(k)± ku2(k) = 0. (19)

By (3), we obtain s = 3, a =∓12, b =±80. Condition (4) is satisfied since

m < (s+2)(s+3)/s(s+1) = 2.5

and Theorem 1 is applicable. Therefore, by formula (2), there exist two solutions to equation (1) with
the asymptotic behaviour

u(k) =∓12k−3±80k−4 +O(k−(4+γ))

when k→ ∞ where γ ∈ (0,1) is a fixed number.

5 CONCLUSION

The results obtained generalize those published in [2] where only one case of equation (19) with the
term −ku2(k) was considered. The method used seems to be efficient for further investigation of the
behaviour of solutions to Emden-Fowler types of discrete equations. For example, it can be expected
that new results will be achieved if the constants α and m satisfy sets of assumptions different from
those described by Theorem 1. Another challenge for further investigation is the following one. Using
a discretization suggested by the forward difference formula

∆ f (k) =
f (k+h)− f (k)

h
,

where f is a well-defined function and h is a step of discretization, the Emden-Fowler differential
second-order equation can be transformed into a difference one. Analyze the asymptotic behaviour
of the solutions to a derived difference equation and show that, for h→ 0, formulas describing the
asymptotic behaviour give formulas known for differential Emden-Fowler equation.
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Abstract: This paper deals with the concentration of a near non-radiative magnetic field using two 

coils excited with opposite polarity and offset to each other. This allows variability in the location of 

the receiving coil of the charging element off-center of the transmitting coil. The magnetic induction 

radiation was simulated in Maxwell using the eddy current simulation. Therefore, it is only an induc-

tive power transfer (IPT). 
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1 INTRODUCTION 

Thanks to wireless power transmission, today's small electronics and sensors are experiencing a great 

boom. A big advantage of the device is the possibility to seal hermetically, and thus the possibility 

to meet the requirements for dust tightness and resistance to fluid pressure and other adverse envi-

ronmental conditions. The disadvantage of the complexity of the wireless transmission topology is 

compensated by the integration of the transmitter and receiver on the chip [1]. With the support of 

several discrete components, the wireless charging chips can act as an inverter on the transmitting 

side along with the communication protocol. Thus, even on the receiving side, it ensures stable res-

onance, rectification and setting of the output voltage by means of a converter. As a result, the device 

can also be embedded in various types of material, which must not absorb a magnetic non-radiation 

close field. 

Serial topologies are used for power transfers in units of watts. These topologies achieve the effi-

ciency of the whole system (η≤0.7). Hybrid topologies composed of a combination of capacitor and 

coil connections are used to transmit higher powers, especially in automobiles. These topologies 

achieve high efficiency (η≤0.95) even with a large misalignment of the receiving and transmitting 

coils [2, 3]. Frequency switching solutions or duty cycle control adjustments improve the magnetic 

coupling coefficient problem but are still limited to a small value [4]. Recently, multi-coil WPT 

systems have become increasingly popular, especially in applications with free placement features. 

Key benefits of a multi-coil system include improvements in working area and system efficiency 

compared to conventional dual-coil systems [5]. It is stated that by means of identical coils they 

extend the possibility of the receiving coil deflection. In [8] they propose a multicoil induction line 

field based on resonance. In contrast, in [9] they solve a similar principle of supply in the opposite 

direction in order to orient the radiated magnetic field. 

In order to concentrate the magnetic field, where the receiving coil is located, I present this article 

with helical coils designed on a common FR-4 PCB substrate. The proposed method makes it possi-

ble to improve the concentration of the magnetic field and to improve the range and efficiency of 

wireless WPT transmission. 
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2 PROPOSED DESIGN AND CONFIGURATION  

Due to the involvement of the opposite polarity of the coils, a higher concentration of the magnetic 

field is expected at the point where the threads are rotated by the angle. The proposed coils are de-

signed with the same inductance. Therefore, the magnetic field of the coils is evenly affected by the 

angle of rotation. The inner coil Lin is inside the outer coil Lout. The inner coil is placed on the pivot, 

so it can change the angle α and the direction s with respect to the static coil Lout. Both coils are 

excited from the same AC voltage source with opposite winding polarity (Figure 1). 

 

Figure 1: Connection of coils with opposite polarity of the winding. 

𝐿V = 𝐿out + 𝐿in − 2𝑀 (H)           (1) 

In Equation 1, a minus sign applies if the windings are connected to each other (the end of the coil 

Lout with the end of the coil Lin, the terminals are the beginning of the coil winding Lout and the 

beginning of the coil Lin). where Lv is the resulting inductance, Lout is the outer coil, Lin is the inner 

coil and M is the mutual inductance. 

𝐿 = 𝐾1𝜇0
𝑁2𝐷𝑎𝑣

1+𝐾2𝜑
 (nH)      (2) 

The calculation of the inductance of each of the coils is based on the empirical equation 2 according 

to [6]. Where the coefficient K1 and K2 depend on the type of the layout. For octagonal layout, K1 = 

2.25 and K2 = 3.35. [7]. N is the number of turns, µ - magnetic constant, Dav - average diameter of 

coil calculed from equation 3 from parameter on figure 3:  

𝐷𝑎𝑣 =
𝐷𝑜+𝐷𝑖

2
 (µm)          (3) 

𝜑 =
𝐷𝑜−𝐷𝑖

𝐷𝑜+𝐷𝑖
 (-)     (4) 

Using eq. 4, we get the fill factor needed to calculate the total induction in eq. 2. 

 

Figure 2: Parameters for calculating inductance of coil. 

Table 1 compares the dimensions of the outer and inner coils for shaping the magnetic field.  

Table 1: Dimensions of Lin and Lout on substrate FR-4. 

 Inductance  
Number of 

turns (N) 

Inside 

diameter (Di) 

Outside 

diameter (Do) 
Space (s) 

Inner coil (Lin) 4 µH 21 5 mm 19 mm 0.15 mm 

Outer coil (Lout) 4 µH 10 23 mm 29.3 mm 0.15 mm 
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Figure 3: a) Layout of coils in Altium designer (grid 1 mm). b) Pivot with cilinder for inner coil Lin.  

Figure 3a shows the design of a coil with 360° marking for possible measurements with multiple 

pairs of coils used in the matrix. The perforations are within the production limit of 0.2 mm and are 

sufficient for supply with enamelled wire. The design is adapted to the production requirements of 

the manufacturer. In Figure 3b, the support pivot for the Lin coil is modelled and printed using a 3D 

printer. Thus, the coil can be offset in all directions relative to the coil Lout and at the same time 

rotated by an angle α. 

3 RESULTS 

The simulation was performed in ANSYS solver, which uses the finite element method (FEM). Using 

harmonic analysis called magnetic: eddy current. Simulation was set with a current of 1 A and a 

frequency of 250 kHz with the opposite direction of excitation in Lin according to the connection in 

Figure 1. Solving was setup to maximum number of passes 5 and percent error 0.2. Convergence 

standard was set as: refinement per pass 10% and minimum number of passes on 2. Figure 4a shows, 

as expected, a uniform radiated magnetic field from the flat helical coils in the z-axis.  

 

            a) α= 0°      b) α= 15° 

 

c) α= 45°      d) α= 90° 

Figure 4: Dependence of magnetical inductance in z-axis in air space on angle α on inner coil Lin. 

a)                                                b) 
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For Figures 4b and 4c, the maximum concentration of the magnetic field perpendicular to the turns 

of the coil Lin can be seen. Figure 4d shows that when α = 90 ° the magnetic field of the coils will 

have sharp maxima in x, y, z axes, which is undesirable and visible from the graph in Figure 5. 

 

 

Figure 5: Depence magnetic induductance on angle of inner coil in 3 points in z-axis 

Here, the magnetic induction is measured at three points in Euclidean space, which are named by 

using coordinates in millimeters. It can be seen from the graph, that at the point Mag_B (0, 0, 10), 

the magnetic induction increases exponentially and reaches a maximum, when the point touches 

almost the edge of the coil Lin. The graph shows, that the coil Lin should be rotated to an angle 

α = 60 °, when the magnetic induction reaches  332 µT at the point Mag_B (-10, 0, 10) while the 

other two points Mag_B (0, 0, 10) and Mag_B ( 10, 0, 10) of the magnetic field are kept at the half 

of the magnetic induction value of the Mag_B (-10, 0, 10). 

4 DISCUSSION 

In this article, the misalignment and rotation of one coil winding is used, which results in the con-

centration of the magnetic near non-radiation field. By constructing a matrix of this coil type, precise 

shaping of the magnetic field, can be achieved for different sizes and positions of the receiving coil. 

5 CONCLUSION 

This article describes a new arrangement of two coils on a FR-4 substrate, whereby the inner coil can 

be offset relative to the other in all directions thanks to the pivot. In addition, the inner coil is fed in 

the opposite direction. The simulation results show, that when the inner coil is rotated by 35 °, the 

magnetic induction concentration is doubled at the focus point. At the same time, it is effective not 

to exceed an angle of 60 °, when it begins to exceed the radiation in the x and y axes. 
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Abstract: This paper deals with the design and validation of the birdcage coil and with the pro-

posal of its implementation into the Atmosphere-Breathing Electric Propulsion Engine (ABEP). 

The coil was designed, analysed, and tuned using ANSYS HFSS software and the results were 

evaluated against the measurement of the prepared prototype. The difference between the measured 

and required frequency was approximately 2.7 %. Although the coil needs to be further optimized, 

the ability to achieve the desired frequency was demonstrated.  

Keywords: MRI, birdcage, RF coil, ABEP, electric propulsion, numerical analysis 

1 INTRODUCTION 

Utilization of Very Low Earth Orbits (VLEO) for satellite operations would bring a wide range of 

benefits. The observation of Earth through the reduced thickness of the atmosphere leads to im-

proved resolution, signal-to-noise ratio (SNR), and is enabling novel technologies and approaches. 

Moreover, thanks to the constant drag of the atmosphere, the satellites cannot become space debris, 

they will quickly fall after the end of their lifetime. [1] 

However, the presence of the atmosphere brings several challenges as well. The constant friction 

makes a demand for a source of a continuous thrust, which will compensate it. If the standard con-

cept of propulsion engines was used, there would be a need for an enormous amount of propellant, 

or the lifetime of such a device would be significantly reduced. This problem is addressed by the 

utilization of atmospheric particles. Then, there is an infinite source of the propellant, which only 

must be properly ionized and accelerated to produce the thrust.  

The mentioned conditions pose strict requirements on such an engine. At VLEO, there is a low 

density of atmospheric particles, moreover, they are composed mainly of oxygen and nitrogen. 

While the first condition requests high ionization efficiency, the later one requires the corrosion re-

sistance of the whole system, even to the oxygen ions and radicals. In the ideal case, the electrodes 

should be placed outside the discharge channel to prolong the operation time. [1][2] 

Among many attempts to address these challenges, the solution proposed by Romano et al. is one 

of the most promising. Their approach consists of employing the birdcage coil for ionization of the 

atmosphere particles and their acceleration by the variable electromagnetic field of the birdcage 

coil, in addition to an external static magnetic field. The frequency 40.68 MHz for driving the bird-

cage was used. [3] 

The combination of the variable electromagnetic field, together with the static magnetic field leads 

to the formation of helicon waves and acceleration of both ions and electrons together. [3],[4] 
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2 BIRDCAGE COIL THEORY 

Birdcage coils generally consist of two end rings, connected by equally spaced legs and capacitors. 

There are a few different ways of birdcage coil construction. The two most used are low-pass reso-

nator, where the capacitors are placed in the middle of the coil legs, and high-pass design (shown in 

Figure 1), where the capacitors are placed in the end rings, between the legs. 

The concept of Birdcage coils was originally developed for use in Magnetic Resonance Imaging 

(MRI). The main advantages are the great signal-to-noise ratio and excellent rf field homogeneity 

in the whole volume of the coil. Since the resonant frequency depends on several mutually inde-

pendent variables (coil diameter, length and width of the legs, capacitor values, etc.), the frequency 

can be broadly tuned to different values for a single set of its dimensions. [5]  

Every birdcage coil has N/2 resonance modes (where N is the number of its legs), for high-pass de-

sign, there is one extra, so-called antiresonance (AR) mode. Each mode has a different distribution 

of electromagnetic field inside the coil, only the first resonance mode provides the homogeneous 

magnetic field. For low-pass design, the first mode corresponds to the lowest frequency, while for 

the high-pass coils, the frequency of the first mode is the second highest (after the AR peak). [3],[5] 

 

Figure 1: A high-pass birdcage coil with its electric (E1) and magnetic (B1) fields. The static mag-

netic field B0 is externally applied to accelerate the charged particles. Adapted from [3]. 

3 EXPERIMENTAL  

We decide to base our ABEP system on the widely used frequency 13.56 MHz, due to the availa-

bility of signal generators, amplifiers, and other high-frequency parts.  

The Birdcage Builder software [6] was used for the first estimation of the coil parameters. The coil 

diameter, as well as the width of the endrings and the legs, were fixed to the desired values (which 

were derived from the diameter of the ABEP discharge channel and the available copper tape width 

respectively). Other parameters, the type (High-pass vs. Low-pass), coil length, and the value of the 

capacitors were roughly tuned to meet the desired frequency of 13.56 MHz. The first concept con-

sisted of an eight-leg high-pass coil with a diameter of 5 cm and length 6.2 cm, with the legs and 

endrings 1.2 cm wide, and the capacity of the capacitors 6.8 nF. 

These values were subsequently used for building the model in ANSYS HFSS software. The ca-

pacitors were modelled using Lumped RLC boundary condition. Since there are only a few discrete 

capacity values of the capacitors widely available on the market, the capacity was fixed to 6.8 nF 

and the only remaining degree of freedom consists of the length of the coil. Using finite element 

method (FEM) analysis, the accurate value of the length was found. The length was corresponding 

to the first resonance peak at the frequency 13.56 MHz, and it was determined to be 8.75 cm (see 

the difference compared to the results of the Birdcage Builder app).  
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To confirm the model’s fidelity, the birdcage coil with calculated parameters was built. Polyvi-

nylchloride (PVC) tube was used as a supporting structure. The tube was covered with the self-

adhesive copper tape, following the layout of the model (see Figure 2). The endrings were thor-

oughly soldered to the individual legs to ensure good conductivity even at high frequencies. In the 

endrings gaps, the SMD capacitors in the 1206 housing of capacity 6.8 nF were used.  

Finally, the coil was equipped with a BNC connector and its parameters were measured using the 

vector network analyser Rohde & Schwarz ZVL 9 kHz – 6 GHz.  

 

Figure 2: Left: the model of the coil created in ANSYS HFSS; right: prototype of the coil.  

4 RESULTS AND DISCUSSION  

Figure 3 shows the results of the numerical analysis of the coil and the values obtained from the 

real measurement of the prepared prototype. In both spectra, there are clearly visible the first reso-

nance peak at a frequency of around 13.5 MHz, the second peak located around 11.5 MHz, and the 

anti-resonant peak at the frequency around 20.5 MHz. The other peaks are clearly visible in the 

simulation only. In the measured data, the two highest peaks are broadened and overlapped.  

Using the FEM, the frequency of the first peak was determined at 13.56 MHz, while the measured 

data shows the peak located at 13.93 MHz. The difference is 2.73 %. The major deviation between 

the numerical analysis results and the measured values lies in the return loss at the resonance fre-

quencies. The difference can be explained as the capacitors were considered ideal in the simulation. 

Moreover, the impedance of the coil was not matched to 50 Ω. The impedance matching, as well as 

the fine-tuning of the frequency, is the next task in the development of the high-frequency part of 

the propulsion engine. The task will not be trivial, because of the need for an auto-matching net-

work since the plasma ignition will strongly alter the impedance of the whole system.  

 

Figure 3: Simulated and Measured S11 parameters of the Birdcage coil.  
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To support our assumption, the peak at 13.56 MHz corresponds to the right resonance mode, the 

magnetic field magnitude and direction were plotted for this frequency. The results, shown in Fig-

ure 4 were plotted perpendicularly to the coil axis, in the middle of the coil length. There is clearly 

visible uniformity of the magnetic field inside the volume of the coil.  

 

Figure 4: First resonance mode; left: the magnitude of the magnetic field; right: Magnetic field di-

rection. Top view (XY plane). Plots were obtained using ANSYS HFSS. 

To confirm the findings, the magnetic field amplitudes were also plotted for frequencies corre-

sponding to other resonance modes. As it is clearly visible in Figure 5, the other resonance modes, 

located at a) 10.33 MHz, b) 10.57 MHz and c) 11.52 MHz for the higher resonance modes and at d) 

20.02 MHz for the anti-resonant mode, do not provide homogeneous magnetic field across the coil.  

 

b) a) 

c) d) 

 

Figure 5: Distribution of magnetic field magnitude for a) 4th, b) 3rd, c) 2nd resonance and d) anti-

resonance modes. Top view (XY plane). Plots were obtained using ANSYS HFSS. 
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5 CONCLUSION AND OUTLOOK 

To sum up, within this work the Birdcage coil operating at 13.56 MHz was designed and created. 

Its parameters were measured and compared with the results of the numerical analysis results. The 

first resonance mode lies at the frequency of 13.93 MHz, which makes the difference 2.73 % com-

pared to the results of the analysis and the desired frequency. The birdcage coil will be subsequent-

ly tuned, matched, and employed in the atmosphere-breathing electric propulsion engine. This may 

require an automatic matching network since the impedance of the low-pressure gas and plasma 

case might differ strongly.  
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Abstract: Beat tracking systems capture time positions of beats within digital recordings. They
are used, for example, in streaming portals, but applications in the musicological analysis are often
neglected. In this article, two different methods of beat tracking systems are tested—conventional
and the state-of-the-art—on the specific motif of a string quartet music, which is one of the most
complex tasks for beat detectors in general. The aim here is to determine which system is better for
musicology purposes. This often involves determining not only the position of individual beats and
estimating the tempo but also the accuracy of determining their number. Evaluation analysis may
be suitable for comparing the accuracy of detectors, but may not necessarily reflect the requirements
of musicological analysis. The results of selected detectors show that a system based on a recurrent
neural network seems to be the most suitable.

Keywords: beat tracking, musicology, music analysis, music information retrieval, tempo estimation

1 INTRODUCTION

Beat tracking and rhythmic analysis are one of the key and most developed problems in the field
of Music Information Retrieval (MIR). Algorithms determine the rhythmic or metric structure of a
digital recording by specifically manipulating the audio signal and extracting valid information from
it. Previously, the problem was grasped in various ways—the most successful algorithms were based
mainly on the calculation of periodicity and the distribution of onsets over time. With the development
and availability of artificial neural networks, virtually all MIR topics have been transformed and state-
of-the-art algorithms have been replaced. Musicological analysis can deal, among other things, with
the comparison of different interpretations or performances of the same composition. Here is the
advantage of the MIR field, which provides the possibility of extracting the required information
by machine, i.e. in much larger quantities, unified, faster and perhaps even more objectively. The
well-known cases of cooperation between MIR researchers and musicologists include [1] and [2].
In addition to the UK, Austria and Germany, for example, also participate in the cooperation [3].
Although these are two theoretically very different fields, they have many challenges in common.
Estimation of rhythmic structure and tempo by automatic methods provides the possibility of complex
musical analysis. But are conventional detection systems really suitable for musicological analysis?

2 METHODS

The analysis consists of comparing and possibly modifying several beat tracking methods in an ap-
plication for musicological analysis. This is specific for the type of music on which detection systems
are usually not trained and tested and also for their focus on the same recordings, but different inter-
pretations. As part of the development of new methods and the improvement of existing systems, for
example at the MIREX competition [4], it is very rare to see testing exclusively on classical music
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or the same composition using different interpretations. The most commonly used datasets contain a
large number of recordings of various genres and musical instruments. The system may then be able
to generalize better, but its specialized application may fall behind.

2.1 BEAT TRACKING

Earlier detection systems used periodicity in the onset strength envelope by modifying the spectral
difference or spectral flux. An example of an advanced system is the beat tracking included in the
librosa module [5] for the Python language. Figure 1 describes the signal flow in a conventional
system and a neural network system. The left part of the image corresponds to librosa processing. The
system is hereinafter referred to as lib. The problem with the detector is generally the inability to adapt
to a rapidly changing tempo. Leap changes of tempo and meter are not expected. In the basic setting,
an average tempo of 120 beats per minute (bpm) is assumed, from which the adjustable tolerance is
determined. Therefore, it is a question of to what extent systems with a similar architecture can adapt
to the agogic and complex rhythmic structure of string quartets.

Audio sample

Feature extraction

Periodicity
estimation

Phase detection,
probability computation

Beats 

Audio sample

Multiple STFT &
Differences

BLSTM NN

Peak detection

librosa madmom

Figure 1: Signal flow of beat tracking systems [5, 6].

The second tested system is from the madmom module [6]. It uses a bidirectional recurrent neural
network with Long Short-Term Memory (LSTM) cells, which are based on the determination of beat
times according to a modified spectral envelope. The type of architecture is chosen deliberately here.
By adding LSTM cells to the network, it is possible to store the time information that is theoretically
necessary to determine the longer-term rhythmic structure, and thus the correct detection of musi-
cal beats. Finally, a dynamic Bayesian network (DBN) approximated by a Hidden Markov Model
(HMM) to compute a probability of a beat within given frames (the neural network is trained on 100
frames per second resolution) is used. However, the question is how well the system can handle string
quartets, as the network has not been trained for this style of music.
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2.2 GLOBAL TEMPO

How can we compute the average tempo of recordings? Is it necessary to have a beat tracking system?
For many applications of these algorithms (music recommendations, classification, genre recognition)
within streaming portals, this is more or less the only available option. This procedure may not be
necessary for musicological analysis. In a musicological analysis, we often work with one selected
composition—then, the acquisition of recordings from different performers (i.e. different interpreta-
tions) takes place and the analysis is conducted. The advantage of comparing the same composition,
but different musical performances, lies in the possibility of using music notation. Obtaining a no-
tation of a given composition in the .pdf and .xml formats is typically not a problem (musicologists
are usually familiar with notation software such as Sibelius or the open-source variant, MuseScore).
Information about the number and absolute positions of the beat times (concerning the melodic and
harmonic sequence) can be obtained from the notation. Thus, the global (average) tempo (GT) of a
musical motif can simply be calculated as GT = 60 ·N/d, where N = the number of beats and d = time
duration of the motif. In this way, however, we do not obtain information about the time position of
individual beats, but only about the average tempo of the analyzed section.

2.3 DATASET

For the analysis, a first motif (bars 4–10) of the String Quartet No. 1 e minor “From My Life” by
Bedrich Smetana was used. Together with prof. Spurny from Masaryk University, we have collected
33 different interpretations. This motif contains a total of 12 beats, which were manually annotated
using Sonic Visualiser software to obtain ground truth data. In addition to GT, GTT (Ground Truth
Tempo) is introduced. Manual ground truth annotations can be used to obtain GTT. First, the time
difference d between successive beats was calculated, which was then averaged (ad) and the relation-
ship GTT = 60/ad was used. This value should theoretically be equal to GT, in fact, it will be slightly
different, as manual annotation and also segmentation of digital recordings is not absolutely accurate.
Accuracy can be determined by the difference between GT and GTT.

2.4 APPROACH

First, the motif was segmented from all available recordings of the database. GT, GTT, and their
difference were calculated. Then, all recordings were analyzed by detection systems lib and madmom.
The parameters were first left in the default settings (lib), then other parameterizations were tested:

• lib_t (t stands for tuned): the original sampling frequency fs = 44,100 Hz was not changed and
a different Mel spectrogram setting (138 mels), length of FFT (2048 samples), and hop factor
(512 samples) was used.

• lib_avgGT (average Global Tempo): a specific parameter was selected that affects the expected
start tempo (start_bpm). Thus, the system does not calculate the predominant tempo from the
most frequently used value of 120 bpm but automatically calculates the position of the beats
according to the most suitable candidate based on the selected tempo, including the adjustable
tolerance (tightness).

The advantage of lib_avgGT is mainly the elimination of so-called octave tempos (120 bpm is the
octave tempo of 60 bpm and so on). However, this parameter cannot be set separately in many cases,
as we do not know the expected tempo. In a musicological analysis, however, we can know GT in
advance, as we have recordings and sheet music available. Therefore, lib_avgGT uses the average GT
of the entire tested database, 88 bpm. The last system is a detector using the previously mentioned
bidirectional recurrent neural network.
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3 RESULTS

The results are attached in Table 1. All the mentioned detectors were used for the musical motif, GT
was calculated from the notation and GTT from the ground truth annotation. The mean, median and
standard deviation were computed for all items. The absolute difference between GT and GTT is on
average 0.318 bpm, which shows the high accuracy of manual segmentation and annotation of beats
positions. The standard deviation, in this case, is 0.261. The lib and lib_t system show very inaccurate
tempo detection, the average tempo value according to lib_avgGT is closest to GTT (the difference is
4.783 bpm, which can be considered a promising result). Madmom differs by 8.977 bpm.

Table 1: Tempo estimation of the string quartet motif.

Track GT GTT ∆ lib lib_t lib_avgGT madmom

CD01 100.000 100.660 0.660 117.454 123.047 95.703 99.548
CD02 93.506 93.576 0.070 78.303 143.555 86.133 72.398
CD03 88.615 88.877 0.261 234.908 90.666 89.103 88.829
·
·
·

·
·
·

·
·
·

·
·
·

·
·
·

·
·
·

·
·
·

·
·
·

CD33 98.630 100.660 2.030 56.174 139.675 99.384 100.457

Mean 88.129 88.447 0.778 130.943 119.298 93.230 79.470
Median 87.681 88.539 0.487 93.994 120.185 92.285 80.932

Std 7.592 7.853 0.751 79.510 13.101 7.717 15.721

Table 2 shows the mean and median number of beats determined for all tracks and systems. Here
we can see the advantage of the madmom system. Even though the average tempo determined by
lib_avgGT is closest to the reference, the median number of detected beats is 12 (11 for lib_avgGT).
Besides, the number of tracks in which exactly 12 beats were detected is 25 for madmom and only 3
for lib_avgGT (out of a total of 33 recordings).

Table 2: Number of beats detected for each track from the dataset.

Track lib lib_t lib_avgGT madmom

CD01 13 14 11 12
CD02 7 18 10 9
CD03 28 12 11 12
·
·
·

·
·
·

·
·
·

·
·
·

·
·
·

CD33 5 18 11 12

Avg 15.788 16.212 11.636 11.152
Median 11 16 11 12
12 beats 1 2 3 25

4 DISCUSSION

Although lib_avgGT is the best system chosen according to the results of average tempo detection,
the most suitable system for musicological analysis of the rhythmic structure and tempo estimation
is madmom (RNN based). The accuracy of detectors is usually compared by f-score (f-measure)
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metrics, however, this is not the most important factor for application in music analysis. Until the
systems reach an f-score of about 0.95 and higher, a manual correction will always be needed for the
analysis to be truly meaningful. The key factor here is the minimization of the researcher’s time in
correcting the actual time positions of the beats in the individual recordings. Of course, this article
is limited to comparing only a few detectors, but librosa is considered a conventional system and
madmom a state-of-the-art [4]. It is also a question of whether neural network-based systems should
not be considered conventional today. Sonic Visualiser uses the BeatRoot system, which is similar
to librosa but older and less accurate. Detectors based on neural networks are not accessible in this
software, as they remain as testing tools in the development environment (Sonic Visualiser uses Vamp
plugins), although they offer high potential for the musicological analysis. Until they are implemented
in a user-friendly environment, musicologists will not use them and their application will depend on
the cooperation of musicologists and researchers in the field of MIR.

5 CONCLUSION

This article deals with the application of beat tracking systems for musicological analysis. It tests
selected systems on recordings of string quartets, which are generally very challenging for detectors.
The test dataset of recordings is well segmented and annotated, which is also confirmed by the ad-
ditional calculation of the difference between GT and GTT. Madmom seems to be the most suitable
system (of the selected detection systems), as it provides relatively high accuracy in determining the
average tempo and also estimated the correct number of beats in 25 cases out of 33. The detector
from the librosa module, despite the preset start tempo, was able to identify precisely 12 beats in only
3 cases. It should be noted that the system missed only once (i.e. detected 11 or 13 beats) in 21
cases. From a technical point of view, musicological analysis requires minimizing the time spent on
manually editing the annotation and ground truth. Accurate determination of tempo, time positions
of beats, but also their number is an important factor for testing the validity of detection systems for
the musicology analysis and their future use in analysis software.
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Abstract: Sleep disorders are early markers of various serious diseases that can be treated more
effectively when diagnosed in their prodromal stage. Actigraphy is a noninvasive sleep monitoring
method for the detection of sleep patterns and determination of sleep parameters that could support the
diagnosis of these disorders. This study aims to compare a newly proposed actigraphy-based method
of sleep/wake detection with a conventional one in terms of consistency with a polysomnography
(PSG) reference. 55 recordings (acquired in 28 subjects) of actigraphy and PSG were modelled by a
heuristics-based method and by a new approach utilising a gradient boosting algorithm. In addition,
another database (22 subjects, 150 recordings) was used to compare scores of the new method with
data reported in sleep diaries. The proposed method achieves 89% accuracy and Mathews correlation
coefficient equal to 0.75 when compared to the polysomnography reference. Such results outperform
the ones provided by the heuristic technique. The newly proposed method has good consistency with
the PSG reference, thus being a good alternative to the golden standard in sleep disorders assessment,
especially in decentralised clinical trials.

Keywords: actigraphy, machine learning, polysomnography, sleep, sleep diary

1 INTRODUCTION

Quality of sleep is an essential aspect of a healthy life. Sleep disorders are early indicators of various
diseases (e.g. Parkinson’s disease, dementia with Lewy bodies [1]) that can be treated much more
effectively if they are diagnosed in the prodromal stage, i.e. the stage wherein early symptoms or
signs of the disease are present, but a classic clinical diagnosis is not yet possible. The group of sleep
disorders includes, for example, insomnia, restless legs syndrome, idiopathic rapid eye movement
sleep behaviour disorder (iRBD), parasomnia, or sleep apnoe [1, 2].

Sleep monitoring via actigraphy is a noninvasive monitoring method that records the occurrence and
the degree of limb movement. Actigraph is a bracelet mostly worn on the wrist, ankle, or waist.
Despite the movement, some actigraph devices additionally track modalities such as temperature,
blood pressure, light intensity, etc. The actigraphy data, expressed in the form of time series, are
consequently processed using statistical or machine learning methods for the sake of detection of
sleep patterns and determination of sleep parameters. Such measures could be digital biomarkers of
the sleep disorders mentioned above [3, 4, 5].

Nowadays, polysomnography (PSG) is considered a gold standard measure of sleep. PSG is a sys-
tematic procedure that utilizes electroencephalogram (EEG), electrooculogram (EOG), electrocardio-
gram (EKG), pulse oximetry, and pulse and respiratory effort [2]. The results of polysomnography
are precise and reliable, but they depend on the use of expensive specialized equipment, which is not
comfortable for a subject. Moreover, the subject’s sleep might be affected by an unusual laboratory
environment [4, 6]. Actigraphy is not a replacement for PSG, but it could be a valuable complement
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that finds its place in decentralised clinical trials. Nevertheless, the outcomes of this technology highly
depend on correctly detected time windows, where the subject is asleep/awake. For this purpose, sev-
eral approaches have been proposed [3]. This study aims to compare a newly proposed method of
sleep/wake detection with a conventional one in terms of consistency with a PSG reference.

2 MATERIALS AND METHODS

2.1 DATABASE

For this study, we used the Newcastle polysomnography and accelerometer dataset that contains 28
adult patients who were scheduled for a one night PSG assessment while wearing the GENEActiv
actigraph (Activinsights Ltd, Kimbolton, UK) with a tri-axial accelerometer (sampling frequency
fs = 87.5 Hz) on both wrists [7, 8]. In total, 55 recordings are available (data from the right wrist of
one participant are missing).

In addition, the newly proposed method was validated in a database consisting of 22 subjects, where
each one wore the actigraph on the non-dominant wrist for 6–7 nights (the database contains 150
recordings). Besides, the participants filled in sleep diaries. They were enrolled at the St. Annes
University Hospital Brno. All of them signed the informed consent. The study was approved by the
local ethics committee.

2.2 METHOD 1

Method 1 (M1) is a numeric method based on an estimation of the arm angle relative to the horizontal
plane. The arm angle was estimated using equation:

angle =

tan−1 az√
a2

x +a2
y

 · 180
π

, (1)

where ax, ay and az are the median values of the orthogonally positioned raw acceleration sensors in
g-unit derived based on a rolling five-second time window. In the next step, the algorithm identifies
periods larger than 5 minutes with the angle change smaller than 10° – these intervals are marked as
sleep periods [7]. Results were replicated with 3-minute and 10-minute time windows and with 3°
and 5° threshold, respectively.

M1 was precisely validated by V. T. van Hees et al. in [7] on a big Whitehall II study dataset (27981
nights from 4094 participants). In addition, M1 was validated against the Newcastle polysomnogra-
phy and accelerometer dataset as well [7, 8]. Therefore, we will use M1 as a benchmark for our newly
proposed method M2 [7].

2.3 METHOD 2

Method 2 (M2) is our novel method based on a supervised machine learning algorithm. In comparison
to M1, besides the accelerometer time series, the proposed method uses data from the temperature
sensor as well. M2 consists of several steps. Firstly, the signals are decimated to fs = 28.5 Hz
and divided into 30-second segments. Next, the data from the accelerometer are converted into a
magnitude representation:

magnitude =
√

x2 + y2 + z2. (2)

Consequently, 45 features are extracted from each segment of the acceleration and temperature series,
i.e., in total 90 measures per each 30 s time window. To see the whole set of features, we refer to [4,
pp. 73–74].
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Finally, the features are modelled by XGBoost, which is a state-of-the-art scalable tree boosting
classifier. It is a sparsity aware algorithm, theoretically justifying the weighted quantile sketch for
approximate learning [9]. The Newcastle polysomnography and accelerometer dataset is significantly
smaller than the Whitehall II study database ([8]), therefore the model was trained and its hyper-
parameters were optimised employing k-fold cross-validation (k = 10). The PSG data were used as
targets. In addition, 60% of the total number of data entries were used for training/validation and 40%
for testing.

2.4 EVALUATION METRICS

Both methods were evaluated in terms of accuracy, sensitivity, specificity, F1 score, and the Mathews
correlation coefficient (MCC) (positive cases were used for sleep and negative cases for wake). To
evaluate consistency with subject-reported data, the second method was also validated with respect to
the information reported in the sleep diaries of the second database.

3 RESULTS

Results based on M1 differ from those reported in [7]. The most balanced results, where F1 = 73%,
were achieved using a 5-minute time window and 10° threshold. The highest accuracy (83%) was
based on a 3-minute time window and 10° threshold1.

During the optimisation phase in M2, we identified the following hyperparameters of the model: the
number of gradient boosted trees = 1000, boosting learning rate = 0.1, minimum loss reduction =
0.1, maximum tree depth for base learners = 15, subsample ratio of columns for each level = 0.8,
subsample ratio of columns when constructing each tree = 0.5. Some other experiments (there were
an attempt to balance the dataset with synthetic data and train the model on a balanced dataset to
achieve better results, however, the results were worse [4, pp. 55]) could be found in the original
work [4, pp. 49].

As could be seen in figure 1, the learning procedure was stopped after approximately 60 epochs.
Figure 1 also displays the ten most important features for the task. The 5th percentile of temperature
was identified as the most important measure.

Table 1: Results on the test set
M1 M1 M2

5 min, 10° 3 min, 10°
accuracy [%] 75 77 89
sensitivity [%] 76 83 97
specificity [%] 70 61 73
F1 0.73 0.70 0.93
MCC 0.40 0.40 0.75

The overall results for each method are shown in table 1. As can be observed, our newly proposed
method significantly outperforms the conventional one. Especially the Mathews correlation coef-
ficient, which measures a trade-off between sensitivity and specificity, reaches much higher values
(0.40 vs. 0.75).

Finally, the results where we compared the classification of M2 with subject-reported data are sum-
marised in table 2. Although the method has good sensitivity (73%), it turns out that the specificity is
much lower (23%).

1The results and the code of the pipeline are accessible via https://github.com/xsigmu06/actigraphy-processing.
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Figure 1: Left part – AUC (area under curve) during the learning process; right part – 10 most
important features

Table 2: Evaluation of M2 based on the sleep diaries
accuracy [%] sensitivity [%] specificity [%] F1 MCC

67 73 23 0.34 -0.03

4 DISCUSSION

In comparison to the statistical method M1, which is based on simple heuristics, our newly proposed
approach employing machine learning provides better results in terms of all metrics. Nevertheless,
M1 was validated on the big Whitehall II dataset, where it proved to be reliable. Thus, to be fair and
before claiming strong conclusions, we are going to apply for the database as well and make further
comparisons.

Although our method provided a very good performance on the Newcastle polysomnography and
accelerometer dataset, it was much worse when comparing its scores with the self-reported data. Vice
versa, V. T. van Hess et al. stated in [7], that M1 has a strong correlation with sleep diary outcomes but
a weaker correlation with the PSG data. In other words, M2 seems to be complementary to M1, thus
its combination (e.g., inputting M1 scores in the model of M2) could probably enhance the results in
both scenarios.

The most important features in M2 are mainly temperature-based. Significant correlations between
core-body temperature and sleep/wake patterns were mentioned in previous studies [10]. In the first
dataset, the information about the temperature is reliable, because it was recorded in a laboratory
environment. However, in the case of the second dataset, we measured the temperature of the wrist
which could be easily affected by an environment condition, e.g. by covering the wrist with a duvet.
This could be the reason we observed a poor correlation with the subject-reported outcomes.
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5 CONCLUSION

We proposed a new method of sleep/wake identification, which is based on actigraphy data with
consequent modelling by a gradient boosting algorithm. The method achieves 89% accuracy and
Mathews correlation coefficient equal to 0.75 when compared to the polysomnography reference. The
new approach outperforms the heuristic method proposed by V. T. van Hess et al. [7], nevertheless, it
has a lower correlation with subject-reported outcomes.
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Abstract: Research in the field of automatic detection of road surface defects has been relatively
widespread in recent years. Most of the existing works solve this issue by processing the image
acquired by camera technology. The contribution of this study is the proposal of the LRS-CNN al-
gorithm for the detection of defects on road surfaces based on their laser scans. The advantage of
LRS-CNN is the ability to detect so-called microcracks, which can not be recognized from camera
recordings. We have also found that transfer learning methods are not suitable for the use of road de-
fect detection from their laser scans. Our LRS-CNN algorithm has been trained on unique nonpublic
data and is able to achieve up to 99.33 % of success depending on the type of task.

Keywords: road damage detection, road surface laser scan, deep learning

1 INTRODUCTION

The density and quality of the road network is one of the driving forces of the world’s advanced
economies. Therefore, there must be an effort to create quality transport infrastructure in countries
that aim to grow economically. These countries include the Czech Republic and, with a 55 000 km
long road network, it is one of the top 25 countries with the densest road network [1, 2]. However,
this also entails certain risks, such as environmental and people living in the neighborhood impact,
the relatively high financial costs required to build new roads or to repair existing roads to maintain
the required quality.

The most serious problems that cause a reduction in road life include excessive traffic congestion or
adverse weather conditions. This causes the formation of microcracks. Subsequently, water may flow
into them and in the event of a drop in temperature below freezing, the defect gradually increases. One
of the possible ways to achieve higher quality roads and at the same time reduce their maintenance
costs is the early detection of incipient defects in the road surface, such as microcracks. This can be
achieved under 2 basic conditions, the first is a technology capable of scanning the surface of roads
and an algorithm for automatic processing of acquired data. Scanning of road surfaces in the required
quality is already performed, however, the data are evaluated manually. The aim of this study is to
create a basic concept of an algorithm for evaluating the quality of road surfaces from data acquired
by laser technology. The result is an LRS-CNN algorithm capable of evaluating road surface defects.

2 RELATED WORKS

In recent years, several papers have been published that deal with the issue of road defect detection.
The presented approaches are primarily based on image processing techniques using artificial intelli-
gence algorithms. The study [3] deals with the task of detecting more extensive road damage caused
by earthquakes from satellite images using the SVM algorithm. At first glance, it may seem relatively
distant from the topic of our work, however, the only difference is the point of view on the extent
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of road damage. Efforts to use laser sensors to detect road damage resulted in the development of a
mobile robotic device in 2013. In this case, the data have been evaluated using the proposed threshold
algorithm [4].

In the following years, works using deep learning techniques [5, 6] have been published. Another
study [7] deals with the detection of road defects by a mobile phone. Subsequently, several studies
have been published in which approaches based on transferred learning methods have been used
[8, 9, 10, 11]. The [12] study published this year presents a GAN-based approach to generating
pseudo-real road surface defects to solve the problem of insufficient training data.

3 EXPERIMENT

The data set used in this study is composed of nonpublic unique data acquired by laser technology.
Specifically, these are the scanned surfaces of the Czech concrete-cement motorways D0, D1 and
D11. The high quality of the data is evidenced by the fact that they were scanned with a resolution of
1 mm.

In order to determine the feasibility, areas of 600 x 600 px size containing various severe defects were
selected from the original images. Another assumption was the selection of areas without joints or
curbs that could have a negative effect on the result of the experiment due to the limited amount of
data. Examples of data samples can be seen in figure 1. In this way, 60 samples were generated from
each of the monitored classes. The ratio of the distribution of the training to the test set is 9 : 1.

(a) Road surface - the
perfect state.

(b) Initial state of mi-
crocracks.

(c) The cracks are more
extensive.

(d) Significant cracks or
potholes

Figure 1: The perfect state is denoted as value 0, whereas the worst as 3.

3.1 PROPOSED NEURAL NETWORKS MODELS

Since we are aware of the benefits provided by the so-called transfer learning methods, we have
also experimented with this approach. Unfortunately, the expected result has not been achieved.
Therefore, it has been necessary to propose own neural network. The result is a basic design of an
architecture called Laser Road Surface - Convolutional Neural Networks (LRS-CNN). In figure 2
is depicted the architecture with settings of layers. The proposed model use only ReLU activation
functions. It also includes a number of regularization techniques to minimize overtraining. Namely,
a dropout layers, L1 and L2 kernel or activity regularization of the appropriate convolution or fully
interconnected layers. Specific setting values vary and are listed for each experiment.

4 RESULTS

The aim of this preliminary study is to determine the feasibility of automatic categorization of laser
scans of road surfaces. However, as can be seen from the above examples, the adjacent defect classes
are very similar. Thus, several types of experiments have been demonstrated. They mainly differ in
the number of distinguished classes.

276



Hidden layersInput Output

600 x 600 x 3 600 x 600 x 128
Kernel 5 x 5

150 x 150 x 64
Kernel 5 x 5

MaxPooling
4 x 4

MaxPooling
4 x 4

Flatten
Dense

128
Dense

128

Dense
Softmax

2/3/4
Dropout Dropout

Figure 2: Proposed architecture of the LRS-CNN for the road surface defect detection.

In order to reproduce the results, the TensorFlow and Keras seed variables have been set. Furthermore,
due to the amount of available data, we have used cross-validation method. This experiment has been
performed on a PC with Windows OS, Intel i7-8700k, 32 GB RAM and Nvidia 1080 Ti using high-
level API Keras 2.4.1 and TensorFlow 2.2.0.

The learning rate has been set to 6.67×10−5. In all experiments, Adam optimization algorithm have
been used. Based on the monitoring of the loss metric, the callbacks Early Stopping (patient 20) and
Reduce Learning Rate (patient 10, factor 0.667) have been set.

4.1 ROAD SURFACE DETECTION TASKS

The basic experiment aims at the simplest task, namely to distinguish a surface on which no defects
occur and which contains the most serious defects. The motivation is that in case of failure, it is not
necessary to train LRS-CNN in order to have a finer classification.

In practically all groups of cross-validation except the best, overtraining is evident, despite the setting
of the regularization setting. We have added to the first convolutional layer kernel regularization
L1 = 0.01, to the first dense layer kernel regularization L1 = 0.001,L2 = 0.001 and dropout rate 0.4.
By this settings, our approach has reached up to 93.33 % classification accuracy (the best k-group).
The average is 77.03 %. Figure 3 depicts graphical course of the training processes of all three sub-
experiments, the binary classification training process is marked in blue. For the sake of clarity, the
value of the loss function in the graph is limited to a maximum of 5. Relatively high values of the
loss function were achieved precisely thanks to the use of L1 and L2 regularization techniques.

Based on the results obtained in the previous experiment, it has been decided to increase the num-
ber of detected classes. Due to the extremely small difference between the fault-free state and the
beginning microcracks, we decided to omit class 1 from the detection. Therefore, the data set has
been extended by class 2. The detection success has been expected to be lower than in the previous
case. Nevertheless, with 66.55 % average classification accuracy (the best k-group 77.77 %) the LRS-
CNN algorithm exceeded our expectations. Unfortunately, the model also struggles with overfitting
despite all the settings. We have increase the L1 kernel regularization of the first dense layer to the
value L1 = 0.01. Again, as in the previous experiment, satisfactory results have not been obtained via
ResNet model.

In the last experiment, the aim has been to verify the success of the detection of all 4 monitored
classes. Unfortunately, the last experiment showed more significant overtraining despite all efforts
to tune the LRS-CNN hyperparameters. This phenomenon is most likely the result of very subtle
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differences between the individual classes and the limited number of training samples. The LRS-
CNN have reached up to 70.83 % accuracy in the best k-group. Unfortunately, the average is much
lower - 55.41 %. Detailed results can be found in table 1. As mentioned several times, the ResNet
model has not been able to learn to solve the problem of laser scans.

Table 1: Achieved results all experiments. The proposed approach is marked in bold.

Task
LRS-CNN ResNet 50

k-group Train acc. Test acc. Test loss Train acc. Test acc. Test loss
- - - - - - -

Binary
detection

The best 0.9629 0.9333 0.9702 0.5200 0.5000 2.2380
The worst 0.8981 0.5333 1.3768 0.5000 0.5000 2.8324
Average 0.9444 0.7703 1.2089 0.5033 0.5000 2.5879

Leave the
value 1

The best 0.8333 0.7777 0.9916 0.3457 0.3333 2.3409
The worst 0.7777 0.5000 1.9366 0.2901 0.2222 3.1639
Average 0.8125 0.6555 1.3624 0.3086 0.2989 2.6879

All
classes

The best 0.8395 0.7083 1.3130 0.2639 0.2500 3.2113
The worst 0.7530 0.3750 1.9633 0.2901 0.2500 4.0100
Average 0.7967 0.5541 1.5853 0.2407 0.2500 3.8336
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Figure 3: Graphical dependence of the course of the training process on iterations.

5 CONCLUSION

In this study, we have laid the foundation for the research of an automatic system for detecting the
state of the road surface from their high-resolution laser scans. We have presented a different view of
the issue than studies focused on the same topic. We have designed the LRS-CNN architecture, which
has been trained in several experiments on a unique non-public dataset. In the basic experiment, it
has achieved 93.33 % (77.07 % average) accuracy in binary classification task. With a finer division
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of the surface defects, the LRS-CNN has achieved 77.77 % (65.55 % average) accuracy. In the last
experiment, where microcrack samples have been included, the lowest accuracy has been achieved
70.83 % (55.41 % average).

We believe that as part of further research, we can improve the LRS-CNN algorithm and thus con-
tribute to the automation of the evaluation of defects occurring on the road surface.
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