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MPPT CONTROLLER FOR UAV 
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Abstract: This paper describes a prototype design of a maximum power peak tracking controller 

for a solar cell array embedded on a wing of UAV. Solar cells are used to both cover part of the 

UAV power consumption and (at suitable conditions) to charge onboard battery. As the UAV 

changes its position and attitude to the sun relatively fast, the lighting conditions on the solar cells 

change rapidly. Thus, it is necessary to implement a fast maximum power peak tracking controller 

to ensure maximum efficiency of the system. The proposed design is based on commercial 

off-the-shelf components. The implemented DC/DC converter, which represents the core of the 

regulator, is a combination of a step‑ up and a step‑ down converter. Weight, dimensions end 

overall efficiency were the key optimization parameters of the design. 

Keywords: MPPT controller, solar cells, H-bridge, UAV 

1 INTRODUCTION 

Goal of this paper is to design a prototype of a controller, that tracks Maximum Power Point 

(MPPT; Maximum Power Point Tracking) of solar cells for use in UAV (Unmanned Aerial Vehi-

cle) to cover power consumption of onboard electronics, or at suitable conditions, for charging 

onboard batteries during flight. Due to relatively rapid changes in the UAV position, it is necessary 

to have a rapid tracking of maximum power point with response time less than 1 second. Maximum 

power point of solar cells changes its position depending on the current lightning conditions on the 

solar cell. Equally important is also the overall size, weight and efficiency of the final solution, be-

cause the available space in the UAV is quite limited. 

2 SOLAR CELLS 

The V-I characteristics is used to define the properties of solar cells. It is a graphical interpretation 

of the load characteristics of the solar cell. There are important points, which characterize each so-

lar cell under certain working conditions. When the V-I characteristics is displayed with the V-P 

characteristics in one plot, it shows Maximum Power Point (MPP), at the point of breaking in the 

V-I curve [1]. 

 

Figure 1: V-I and V-P characteristics of the solar cell 
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Characteristic points of the solar cell 

ISC  Short circuit current at zero output voltage 

IMPP  Current in MPP 

VMPP Voltage in MPP 

VOC  Open circuit voltage at zero output current 

PMAX Maximal output power in MPP 

3 DESIGN OF MPPT CONTROLLER 

Currently, Li-Ion SONY VTC6 onboard batteries in 4S5P configuration are used in the UAV. 

Those batteries comes in the 18650 size with maximum output voltage of 4.2 V/cell with maximum 

charging current of 4 A [2]. So maximum output voltage of 4-cell battery pack is 16.8 V. After im-

plementation of solar cells into wing, the battery pack will shrink down to 4S3P configuration. This 

change saves 400 grams of weight, which will be divided into weight of solar cells in the wing, 

weight of cables and weight of the MPPT controller. Final weight of the MPPT controller is re-

quired to be lower than 50 g, with dimension limits 67x67x37 mm, which corresponds to the di-

mensions of saved Li-Ion battery pack in 4S1P configuration. 

 

Figure 2: Block diagram of the MPPT controller 

3.1 MPPT CONTROLLER SM72442 

This integrated circuit (IC) made by Texas Instruments controls switching of MOSFET transistors 

connected in H-bridge configuration via H-bridge driver through 4 PWM signals. Response time of 

its MPPT algorithm is 10 ms. This IC contains 8-channel 12-bits AD converter used for sensing in-

put, output and configuration parameters. SM72442 also includes I2C communication interface to 

enable reading of current input and output currents and voltages and change its configured parame-

ters [3]. 

3.2 H-BRIDGE DRIVER SM72295 

This IC is also made by Texas Instruments. Its main function is to drive 4 N-channel MOSFET 

transistors connected in the H-bridge configuration. It provides up to 3 A of peak gate drive current 

for fast switching of the transistors. It also contains 2 integrated amplifiers with configurable gain 

for sensing voltage drops on the current sense resistors. Amplifier outputs are connected to voltage 

buffers and then connected to the output pins, to provide information about input and output cur-

rents to the control IC SM72442 [4]. 
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3.3 H-BRIDGE 

Four N-channel MOSFET transistors in an H-bridge configuration of a DC-DC converter allows 

lower or higher output voltage than input voltage (buck-boost). The total ripple of the output volt-

age depends on the combination of the input and the output capacitances and the inductance of the 

inductor in the middle of the H-bridge [5]. 

 

Figure 3: Basic H-bridge configuration 

Overall efficiency of the whole controller depends mainly on the used inductor and switching tran-

sistors. Therefore, those components should feature the lowest possible resistance in the on-state 

and the transistors should feature the lowest possible total charge required to charge junction be-

tween gate and source (QG). The total charge QG affects the dynamic losses during switching of the 

transistor. The selected inductor SRP1265-6R0 has a winding resistance of 10 mΩ, switching tran-

sistors NTMFS4955NT3G have a channel resistance of 5.6 mΩ and a total gate charge QG 10.8 nC. 

The input and output capacitances are composed of ceramic capacitor banks, to reach very low 

equivalent series resistance (ESR). In total 26 discrete 22 µF capacitor chips are used as the output 

capacitor to meet the required output voltage ripple of 50 mV. The large number of capacitors is 

required due to expected large DC-bias induced capacity drop typical for ceramic capacitors of this 

class. 

3.4 MICROCONTROLLER 

The AVR ATmega48A from Microchip in TQFP32 package was chosen as a monitoring microcon-

troller. It is based on 8-bit architecture with maximum internal oscillator frequency of 8 MHz. The 

required features for its selection were the master I2C communication interface, UART interface for 

easier communication with computer during firmware debugging and an internal AD converter. 

The microcontroller also reads temperature from TC74 digital thermometer made by Microchip via 

I2C. If MPPT controllers temperature or input voltage operating limits are exceeded, the microcon-

troller will limit maximum output current or suspend function of the MPPT controller via a reset 

signal. The input voltage is sensed by the microcontrollers internal AD converter. 

3.5 POWER SUPPLY 

Linear regulators are used to supply all the regulator components. Namely the LP2985 linear regu-

lator with fixed output voltage of 10 V, which is required by the switching part of the H-bridge 

driver SM72295. Also, a 5 V variant of the same linear regulator is used for powering the MPPT 

controller SM72442, the logic part of the SM72295 and the microcontroller. Finally, there is also 

LT6654 0.1 % voltage reference which is shared between the MPPT controller and the microcon-

troller (as a reference for its internal AD converter). 
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4 DESIGN OF PROTOTYPE 

Prototype printed circuit (PCB) board of the MPPT controller is designed in Autodesk Eagle with 

dimensions of 72x43 mm. To minimize area, a 4-layer PCB was selected, outer layers are used for 

signal traces while the inner ones are used for power distribution. The final version of the controller 

(with required dimensions of 67x37 mm) will be designed after functional tests of the prototype. 

  

Figure 4: 3D visualization of the controller prototype 

5 CONCLUSION 

This paper deals with design of a fast MPPT controller prototype. The result is finalized schematic 

circuit and printed circuit board for the UAV meeting required functional parameters. The designed 

controller will operate in boost mode. The selected integrated circuit, which takes care of monitor-

ing maximum power point of solar cells with latency of 10 ms, cooperates with the driver of 

H-bridge, which forms the power part of the entire controller. The selected microcontroller is used 

to monitor the operational parameters of the entire controller and in case of unfavorable conditions, 

it has ability to suspend the function of the entire device, which is important safety feature for in-

stallation in the UAV. After construction and functional validation of the prototype, a final minia-

turized version of the controller will be designed. 
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Abstract: This paper deals with a proposal of 3rd-order single-ended and fully-differential frequency
filters based on the follow-the-leader-feedback topology with the output summation (FLF-OS) work-
ing in the current mode. The main feature of both of these filtering structures is an ability of the
electronic reconfiguration of their transfer functions. Active elements used for the filter design are
implemented by transconductance amplifiers, current amplifiers and current followers. Simulation
results of available transfer functions, their tunability and comparison of both circuits are presented.

Keywords: frequency filter, electronic reconfiguration, single-ended filter, fully-differential filter

1 INTRODUCTION

The electronical reconfiguration allows a synthesis of the multifunctional reconnection-less SISO cir-
cuits. Active elements with electronically controllable parametrs, which allow a reconfiguration of
the transfer function, are necessary parts of this type of active filters. Elimination of undesirable fre-
quency components and distortions in the processed signal (switching distortion) and quick response
are main advantages of this realization. [1][2] One of the many topologies which is suitable for syn-
thesis of the high order filters is the follow-the-leader-feedback topology (FLF). It is one of the general
multi-loop-structure (MLS) and it is well known for its easy modular synthesis. However, there is a
problem when the processed signal is differential (for example differential amplifiers or differential
AD converters). It is necessary to use the fully-differential filters in the mentioned applications. High
common mode rejection ratio and dynamic range are advantages of fully-differential realizations. [3]

2 SYNTHESIS OF THE SINGLE-ENDED FILTER

There are two main types of FLF topology: with input distribution into nodes of the cascade and with
output summation. [4] I chose realization of the FLF filter with output summation (FLF-OS). There is
essential advantage due to the current mode realization – summation of the output current is realized
only by the node. Unfortunately, a higher number of output pins of the active elements is needed to
collect current for feedback, next block of the cascade and output independently. [5]

I determined a form of the denominator of the general transfer function (1) from Figure 1a) with help
of SNAP software. Coefficients b for polynom I determined with help of program NAF. Parameters
of filter zone tolerance are: characteristics frequency f0 = 100 kHz, maximal band-pass attenuation
Kmax =−3 dB, band-stop frequency fatt = 1 MHz, band-stop attenuation Kmin =−57 dB and Butter-
worth approximation. Coefficients b are given in (2).

D(s) = s3 + s2 gm1

C1
+ s

gm1gm2

C1C2
+

gm1gm2gm3

C1C2C3
= s3b3 + s2b2 + sb1 +b0 (1)

b0 = 2.4846 ·1017 b1 = 7.9128 ·1011 b2 = 1.2600 ·106 b3 = 1 (2)
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The designed FLF structure consists of three lossless integrator OTA-C (1st-order) with transfer
Ti =

1
s . Therefore, only all-pole filters can be realized. All-pole filters has a constant in the nu-

merator and polynom in the denominator of the transfer function (without zeros), so the band-reject
function is not available. Nominal value of all capacitors was chosen (with respect to the magnitude
of the parasitic impedance) C =C1 =C2 =C3 = 1 nF.

3 TRANSFORMATION INTO FULLY-DIFFERENTIAL STRUCTURE

The easiest way how create a fully-differential structure is a transformation which consists in mirror-
ing of the single-ended realization. After this transformation, active elements have twice the number
of outputs and same transconductance gm (Figure 1b). [3] Due to on-chip implementation each float-
ing capacitor was replaced by a pair of the grounded capacitors (Figure 1b).

Figure 1: Designed FLF-OS 3rd-order filter in a) single-ended, b) fully-differential form

Multiple output operational transconductance amplifiers (MOTA), adjustable current amplifiers (ACA)
and differential adjustable current amplifiers (FD-CA) were used in both filters. Electronic controlla-
bility of their parametrs (transconductances gm1 −gm3 of MOTA and current gains B1 −B4 of ACA)
is essential feature for implementation into the tunable filters. [1][2]

Both realizations are reciprocal, thus their transfer functions are identical. Tunability of characteristic
frequency is possible by changing the transconductances of all MOTA elements simultaneously (must
be in proportion). Control of the transfer function is realized by current gains B1 −B4, whereas for
F-D version current gains are halved. The proposed 3rd-order S-E and F-D filter offers low-pass (LP),
high-pass (HP), two asymmetric band-pass filters (BP) and 2nd-order symmetric band-pass.

Table 1: Available transfer functions and their controllability (for F-D realization in bracket)
filter transfer function B1 B2 B3 B4

LP 3rd-order KI(LP) = (gm1gm2gm3)/D 0 0 0 1 (0.5)
HP 3rd-order KI(HP) = (s3[C1C2C3])/D 1 (0.5) 1 (0.5) 1 (0.5) 1 (0.5)
BP 3rd-order A KI(BP−A) = (s2[gm1C2C3])/D 0 1 (0.5) 0 0
BP 3rd-order B KI(BP−B) = (s[gm1gm2C3])/D 0 0 1 (0.5) 0
BP 2nd-order KI(BP) = (s2[gm1C2C3]+ s[gm1gm2C3])/D 0 1 (0.5) 1 (0.5) 0

4 SIMULATIONS

Designed filters were simulated in OrCAD Pspice. Transistor models of transconductor (MOTA),
current follower (CF) and current amplifier (ACA) in CMOS TSMC 0.18 µm technology were used.
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Transconductances of appropriate MOTA (gm1 = 1.26 mS, gm2 = 628 µS and gm3 = 314 µS), which
are identical for both of this circuits, I calculated from denominator coefficients by expressing from
(1). In default configuration, the characteristic frequency is f0 = 100 kHz and quality factor Q= 0.92.

Figure 2: Module characteristics of availbale transfer functions FLF filter

5 CONCLUSION

In this paper, the electronically reconfigurable multifunctional 3rd-order FLF filter in sigle-ended and
fully-differential form was proposed. Control of characteristics frequency is possible by changing the
transconductances of all MOTA elements simultaneously. The proposed SISO filters have electron-
ically controllable transfer function. It is clear, that fully-differential filter has better attenuation in
band-stop area. Both circuits are suitable for on-chip implementation.
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Abstract: This paper deals with design and realization of control system and power part in application
for micro hydropower plant consisting of non-regulation turbine and asynchronous generator working
in isolated network. The micro hydropower plant is intended to serve as a substitute for gasoline
generators at appropriate locations, thus reducing environmental impact and increasing electricity
coverage in remote locations. The main goal was to design its own control system, which will be
more cost-effective than using a PLC. The next part deals with the design of the power part needed to
control the water turbine. An integral part was also the assembly, commissioning and programming
of its own control system.

Keywords: water microsupply, control system, PLC,asynchronous generator, isolated network, ARM

1 INTRODUCTION

Today, electricity is part of everyday life and we cannot imagine life without it. Few people also
know what is behind the production of electricity and the only thing that is important for consumers
is its final price (cost of technology, fuel price, maintenance and other factors). Less emphasis is
then placed on the impact of the environment. The nation’s goal is to strive to produce energy from
renewable sources as much as possible so as to minimize the burden on the environment.

The main idea of the work is to replace the portable gasoline generator in places without access to the
public network. Although these generators are affordable, they are expensive to operate and produce
emissions.

This paper deals with the design and implementation of a control system and power part of the con-
trol for a water micro source consisting of a non-regulating turbine and an asynchronous generator
operating in an isolated network. The project is developed in cooperation with the company ELZACO
spol. s r.o..

2 REQUIREMENTS FOR IMPLEMENTATION

The aim was to design and implement a control system for a water micro source at an affordable
price, as the final product should be exported to third world countries. Another requirement was the
simplicity of operation due to the designation for operation without special qualifications. The task is
to create the electrical part of the generator control, where in the development phase I will replace the
turbine with the generator with a pair of directly mechanically connected asynchronous motors. One
asynchronous motor will have the function of a turbine with a torque curve similar to a turbine, which
will be realized by a frequency converter. The frequency converter will provide protection against
possible conditions to which the turbine may enter and will be more resistant to control deficiencies
during initial tests. The next phase will be testing the control at the site connected to the turbine.
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The use of a self-excited asynchronous generator [1] [2] with one output phase was one requirement
in order to reduce the purchase price. However, this requirement places increased demands on control.

2.1 PRINCIPLE OF IMPLEMENTATION

The control principle used is based on the fact that the turbine power is approximately constant around
the rated speed at a constant flow and gradient (non-regulating turbine). Constant speed is achieved
with the help of a constant load on the generator. Thus, the so-called ballast (artificial) load will be
used, with the help of which it is possible to achieve a constant load of the generator even if no load
is connected to the source output. When the payload changes (connection of an external device), the
power balance is balanced and the speed is changed. However, for operational reasons, the turbine
may change its power over time (change of slope and flow) and mere regulation to constant power
is not sufficient to maintain the operating parameters of the isolated network. Another control factor
is the output voltage, which in a self-excited asynchronous generator depends on the size of the
excitation capacity and the load impedance. Improper design of excitation capacities will prevent
speed control due to the behavior of the generator as a soft voltage source and the turbine can then
reach continuous speed, which is not suitable for long life of the micro source.

The control parameters should meet the standard for petrol generators ČSN ISO 8528-5. For the
transient and in terms of steady state, the output of the source will be compared with the parameters
of the normal network specified in the standard ČSN EN 50160 ed. 3.

3 CABINET

The figure 1 shows a block diagram of the overall system connection. The connection for testing will
be different for the turbine, which will be replaced by a motor-generator (described in the chapter
2.1) and the control system will be located in a different switchboard than the power section. The
connection between the power switchboard and the control switchboard will be made using cables
with heavy connectors. This solution was chosen due to the possibility of simple replacement of
the control system. During the final design, the switchboard will be optimized to the most compact
dimensions.

Figure 1: Block diagram of the switchboard of the power section of the water micro-source
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4 CONTROL SYSTEM

Given the requirement to minimize cost, an alternative to a PLC control system was considered. The
analysis revealed that with the proposed control system, the price could be a quarter compared to a
solution with a PLC. The savings do not only lie in the price of the control system, but also in the
implementation of the network analyzer as a peripheral into the control system itself.

(a) Assembled own control system (b) Power control cabinet

Figure 2: Own control system and power control cabinet

4.1 PERIPHERALS OF THE CONTROL SYSTEM

I/O peripherals have been designed according to industrial requirements (similar to PLC). Thus, dig-
ital I/Os are designed with levels of 24 V and analog I/Os have ranges 0...10 V or 0...20 mA.

The control system contains the following peripherals:

• 16 digital inputs with 24V V logic level, they are galvanically separated to 5 kV .

• 4 fast digital inputs differ from normal digital inputs only in speed, higher impedance, com-
parator, the possibility of measuring time events and counter functions.

• 20 digital outputs, which are solved as an open collector using the circuit VN340. Subse-
quently, the outputs are equipped with a fuse on the power input and are galvanically isolated
to 2.5 kV .

• 4 analog inputs are switchable between voltage and current. Voltage inputs are possible as
0...10 V and current inputs in the range 0...20 mA, where it is possible to set the range 4...20 mA.

• 4 analog outputs are current in the range 0...20 mA with software option to select range
4...20 mA.

• Display displaying the measured data using a 4-digit alphanumeric display and in combination
with an encoder allows setting of basic parameters.

• USB will allow setting advanced parameters using a PC application.

• Memory - the control system includes the possibility of inserting a micro-SD memory card.
There is also an external EEPROM and RAM memory.

• Power meter supports voltage measurement in the range ±500 V DC and current measurement
0...5 A AC, which requires a current measuring transformer, the conversion of which determines
the maximum measured current.
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4.2 REALIZATION

The control system (figure 2a) was designed as one four-layer printed circuit board. An ARM proces-
sor from Atmel ATSAM4E16 [3] was chosen as the main processor. The first implemented version
of the control system showed shortcomings in the accuracy of current measurement. The cause of
the inaccuracy was the circuit used using Hall probes. This circuit had a very unstable signal at its
output, which led to unsatisfactory measurement accuracy. In another version of the prototype, the
principle for measuring current was changed using a measuring current transformer, the output cur-
rent of which causes a voltage drop across the measuring resistor. This voltage drop is then amplified
and measured by an AD transducer.

The programming environment Atmel Studio 7 was used for the development of the SW. The control
system contains a program for the operation of peripherals and currently only the implementation of
the control algorithm for the micro source remains.

The HW was installed, revived, tested and SW equipment was created to operate all peripherals of
the control system.

5 CONCLUSION

I managed to design, revive and test our own control system for a water micro source with other own
peripherals. The implementation of a network analyzer proved to be particularly challenging. One of
the advantages is the start-up time in terms of control and safety at start-up, as the battery for starting
the control system does not have to be implemented before the water supply is opened and thus the
control system will switch on when the generator starts.

It is estimated that the cost of the proposed control system could be a quarter compared to using a
PLC solution. In the next phase of control system development, the design of the control system for
industrial use will be reworked. The main change will be the partition into several sub-boards and
their placement in a box on a DIN-rail to save space and pass EMC tests. The use of the control
system does not have to be limited to a water micro source, as it has been designed universally.
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Abstract: The aim of this work is to design the architecture of a manipulator that takes the finished 

product out of the 3D printer. This article deals with the whole concept of the machine, its design in 

the CAD program Siemens NX12, selection of parts, software development, and real prototype as-

sembling. The manipulator is driven by LinuxCNC ecosystem installed on a single-board computer 

Beaglebone Black. To control the machine, a client PC application was developed. The manipula-

tor movements are achieved using the tooth rail gearing and closed loop stepper motors Nema23. 

Keywords: Manipulator, 3D Printer, CAD, LinuxCNC, Beaglebone Black. 

1 INTRODUCTION 

Nowadays 3D printers are commonly used for manufacturing, prototyping or hobby. The main dis-

advantage of traditional 3D printers is the impossibility of printing a large number of elements 

without human intervention. To start a new printing, it is necessary for the operator to pull out the 

printed part and start another print. 

An analysis of the current situation in this area has revealed that there are several solutions to this 

problem. The first one is printing on a belt conveyor, which rotates after printing finishes. This 

frees space for further printing. The second solution is to use a 6-axis robotic manipulator for re-

moving printed parts. Each of these solutions has its disadvantages. The disadvantage of the first 

solution is the unstable printing surface which can cause printing problems. For the second solu-

tion, it is the high cost and limited manipulating range. [1] 

This work deals with the design of a machine that solves this problem in a different way. During 

the work, a manipulator will be designed. This manipulator removes the printing surface with the 

printed parts from the printer and places a new one for further printing. All the manipulations are 

based on the signals from the printers. 

2 DESIGN OF THE MANIPULATOR 

A prototype of the manipulator is designed to operate with up to four printers. This gives a working 

area of 1 x 1 m. In case of a larger number of printers, the design allows extension of the working 

area by another 1 m in each direction. 

2.1 MECHANICS  

The manipulator is designed as a 3-axis CNC machine, where X is a horizontal axis, Y - vertical, 

and Z axis is presented as the mechanism for taking the printing surface from the printer. The ma-

chine is mounted to the front side of the printers, so it has access to each one of them. 

Figure 1 shows a model of the manipulator that was created in the program Siemens NX12. For the 

construction of the manipulator, modular aluminum profiles 30 x 30 mm are used. These profiles 

give good strength and simplicity of manipulator assembling. 
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Linear motion is provided by a Hiwin HGR15 linear guideway and rack and pinion. Using these 

components, it is possible to achieve high speed and accuracy of movement over long distances. 

Another advantage is the possibility of expanding the working area of the machine. [2] 

The printing surface pick-up mechanism designed as a carriage which can move 100 mm in both 

directions from the zero position. This makes it possible to work with printers from both sides of 

the manipulator. The movement of the printing surface on the carriage is implemented using a belt 

conveyor which is designed as two belts, one on each side of the carriage. When the manipulator 

reaches the printer coordinates, Z axis carriage moves inside of the printer and uses a belt conveyor 

to remove or place the printing surface. 

  

Figure 1: Manipulator and Z axis carriage 

2.2 MOTORS 

For the design of the manipulator, closed loop stepper motors with a torque of 0.9 N.m from the 

company Makerbase are used. These motors have drivers mounted on the back side of the motor 

and have a built-in position sensor to provide feedback. 

In this case, the feedback is implemented using a magnet located on the shaft and magnetic angle 

sensors. Based on the output of these sensors, the driver evaluates whether the required movement 

has occurred. If it is not, driver will try to compensate the difference or change its state to an error. 

 

Figure 2: Closed loop stepper motor principle 

The advantage of magnetic encoder against optical, that are typically installed on these motors, is 

smaller size, better reliability, and better accuracy (2048 pulses per revolution versus 1000 pulses 

per revolution) [3]. 

Communication between the control unit and this driver can be implemented using standard STEP / 

DIR signals or using the serial interface SPI or UART. Communication of this type makes it possi-

ble not only to control the movement of the motor, but also to read or change the settings of the 

driver. 
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2.3 ELECTRONICS 

Figure 3 shows a schematic arrangement of the electronic components of the machine. The ma-

chine control is divided into main and secondary control components. The main component con-

trols the movements in X and Y axes while the secondary controls Z-axis mechanism. 

The main control component is Beaglebone Black. The single-board computer was chosen because 

of the possibility of implementing more complex service modules such as industrial I/O modules or 

a motor driver with industrial communication protocols support (EtherCAT, Powerlink etc.). 

 

Figure 3: Electronic component arrangement 

Arduino Nano was chosen as a secondary control component. Based on a command from the Bea-

glebone and the values from the sensors, Arduino will control the movements of the Z-axis carriage 

and the belt conveyor. Two inductive sensors are used for detection of the carriage limit positions. 

Capacitive sensors are used for detection of the printing surface on a belt conveyor, which allows 

using not only metal surfaces but also glass. 

For the Arduino, a printed circuit board was designed, which makes it possible to connect up to 5 

sensors using optocouplers and two stepper motors. 

2.4 SOFTWARE 

For controlling the manipulator, a client computer application was developed. Interface of this pro-

gram is shown in Figure 4. The program is designed to work with four printers, each of which ha 

preset coordinates. Using the buttons, we can choose whether the machine must remove the printed 

part, place a new printing surface or just move to the printer. From the client app, commands are 

sent to the Beaglebone Black single board computer using the TCP/IP protocol in a structure for-

mat (X, Y, direction), where X and Y are coordinates and the direction determines whether the 

printing surface will be removed or placed. 

LinuxCNC was installed on the Beaglebone, which is controlled by a Python script. The script 

needs a few more files for proper functionality. The overall structure of the Beaglebone software is 

shown in Figure 4. The first file is a .bbio file. This file defines functions of the individual pins of 

the Beaglebone. Next one used is an .ini file, in this file the parameters for LinuxCNC are set, such 

as the number of machine axes, maximum speed and acceleration of movements, etc. The last one 

is the .hal file, which serves as a layer between software and hardware and allows the script to 

work with various hardware types.  

After running the script, first of all, all the required settings are set and then LinuxCNC is started. 

At the beginning of each movement, the possibility of starting the machine is checked (the Estop 

button is not pressed and machine is not in fault state). If all conditions are good, the manipulator 

starts moving to the specified coordinates. After reaching the position, Beaglebone sends a com-

mand for Arduino subsystem using the RS-485 bus [4]. 
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Figure 4: Client user interface and software structure 

Based on the command from the Beaglebone, Arduino turns on the motor to move the carriage into 

the printer to a precise, predetermined location. Then it starts the sequence of removing the printing 

surface with the printed part, i.e. starts the movement of the belt conveyor and will wait until it re-

ceives a signal that the target position of the pad has been reached. When a pad is detected on the 

cart, the Arduino will send a confirmation to the Beaglebone that the command has been properly 

performed and the machine will continue to move. In case the pad is not detected within a certain 

time, an error message will be sent and the whole machine will be stopped. 

3 CONCLUSION 

During the work, the mechanical principle of the manipulator was designed. Based on the calcula-

tions, the necessary components were selected. Using selected components, a 3D model of the ma-

nipulator was created. According to this model a prototype of the machine will be assembled. As 

the next step, a client application for the computer, software for Beaglebone and Arduino, and 

communication between them were developed. The next step will be to build and test a physical 

prototype of the machine.  

The developed machine makes it possible to automatically collect printed parts and start next print-

ing. Using this machine instead of human operator, some benefits arises, such as time efficiency 

and cost reduction. Since the components are chosen from the hobby and semiprofessional domain, 

it is not yet possible to quantify the financial benefit. A distinct advantage of this manipulator is the 

possibility to extend a working area for more printers. 
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Abstract: This work deals with the design of a laboratory power supply with a modular number of 

additional modules for individual inputs, outputs or monitoring circuits. Design of individual parts 

of control circuits, circuits for monitoring of output parameters and their control by the user is solved. 
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1 INTRODUCTION 

Laboratory supply is integral part of every laboratory or home electrical workshop. Most of the ex-

periments used with laboratory power supply is powered by single ended supply. There are also some 

special applications, like audio amplifiers, which needs symmetrical power supply. This type of 

power supply also needs quite solid accuracy and low output noise and adequate power. This work 

is about construction and hardware design of such a power supply. There is also a description of 

software, hardware design and realization. The power supply is a modular type, which means that is 

possible to connect up to 127 modules such as another power supplies, monitoring circuits or con-

trolling circuits. Modules are galvanic isolated from themselves and from the mains. There is also 

variant of grounding them with build-in relays. All of the modules, of the power supply, can be 

controlled from any connected control module or remote device, such as computer. There are two 

build-in modules, which can operate in voltage range 0-24 VDC and with current range 0-5 ADC. These 

modules are easily changeable to voltage ranges up to 100 VDC. For the change, you only needed to 

change main transformer, voltage divider and software description (identification) of module. Reg-

ulators and other parts are already ready. 

2 CONTROLL AND DEVICE DRIVE PART 

The control part of the power supply is implemented as separate PCB (module). That module con-

tains I2C [3] bus for communication with the individual modules of power supply, individual I2C 

bus for temperature sensors and other elements in basic part power supply. Whole power supply is 

divided into 2 modules of power supply and one control module. Control module also contains 

RS232 for communication with remote control such as PC. That external control part can be also 

connected with I2C. All of the functions are controlled by MCU STM32F103[1]. That microcontrol-

ler provide driving of cooling system, user input control of power part, communication with other 

modules / PC, etc. 

As a user interface is used LCD display about size 3,95“, with resolution of 480x320 px. That reso-

lution is enough for organized representation of individual parameters and simple control by using 

touch surface. On the LCD is displayed all of the necessary data of power supply. 

Control module communicate with other modules on a frequency about 400 kHz. This frequency is 

enough fast for communication with all the 127 modules till 300 ms including elaboration accepted 
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or sent data. Because of this, most of the communication is performer by using DMA requirements 

and the core is taking care only about screen redrawing and user control interface.  

User control of the power supply is mostly managed by using display by touchscreen. There is also 

rotary encoder for variable settings such as setting of voltage or current amplitude. This type of input, 

specifically for this type of data, is more comfortable. Main on/off the power supply to the stand-by 

regime is provided by using separate button on the main panel. The power supply is also possible to 

shut down by mains switch, which is placed on the back side of the device.  

External modules are connected on the I2C bus, which work on 400 kHz frequency. The I2C bus has 

big limitations on load capacity and because of this is not possible to connect the external devices 

with the long power cord or connecting the external devices at all. Due to extension of the I2C bus 

and elimination the problem with capacity, there was used converter P82B96 [2]. This driver moves 

the voltage on the bus up to 12 V and ensure greater line-capacity loads. 

 

Picture 1: Device home screen with shown main values 

3 POWER SUPPLY MODULE 

Module of the power supply is main part of the device. Its function is step regulation of output pa-

rameters (voltage, current or even frequency or signal shape) and their measurement. Each module 

has its own galvanically isolated power supply and own power input. The two main power supply 

modules have the possibility of regulating the output voltage in the range of 0-24 V and the current 

in the range of 0-5 A. These parameters are determined only by the used transformer. Transformers 

are the industrial older type with an output voltage of 24 V and a power of 120 VA. The basic mod-

ules do not have the possibility to regulate the output current waveform or its frequency. Connectable 

external power supply modules, which are not part of this work, could control these signal properties, 

respectively, the main control unit is ready for this control. 

The power supply is starting the search for modules automatically every time the power supply is 

started. There is also an option of manual searching in the menu. This feature allows automatic map-

ping of external modules connected to the power supply. Each module (each I2C address) is asked 

for identification using a special data package. The power supply works with packages with a size of 

28 bytes and for this reason this size has been preserved for the identification data package. If no 

response is received at the given address (NACK), the address is skipped. If the response arrives 

(ACK), an identification request is sent, the response is decoded and stored in the database in the 
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control module and then the module is accessible to the user for switching it in the menu or control 

from remote controller such as PC. The identification packet is described in Table 1. If the module 

has other options that did not fit into the basic identification packet, the appropriate value is set to 

the 24th byte ("Module status"), which the control module evaluates and sends a request for closer 

identification (e.g. signal output shape, shift control, etc.). The modules are then included in the 

memory. If they are selected by the user (the given module of the power supply is switched on), they 

are regularly asked for start of measuring values, as well as entering new values. The communication 

timestamp is set to 300 ms when an 8 bit address is used. Control module and basic power supply 

modules are software-ready to change to a 10-bit address for connecting up to 1023 devices, but this 

option is not preset in the user settings and must be activated in the software itself. During commu-

nication, each module has approximately 30 ms in response to the control module. The module must 

process the desired data into a communication protocol and calculate a checksum during that time. 

Full communication transfer takes about 80 ms. The measurement of individual values in the power 

supply modules takes place based on DMA transfer from peripheral to memory. Meanwhile software 

part only checks for possible errors when there isn’t any calculation needed (checksum, temperature, 

etc.). 

Table 1: Communication identification packet 

Size SLAVE action use MASTER action use 

32 bits - Maximal input voltage 

32 bits - Input voltage ½ 

32 bits - Input voltage 2/2 

32 bits - Maximal output current 

32 bits - Maximal output frequency 

8 bits Identification command byte 1 DAC resolution [bit] 

8 bits Identification command byte 2 ADC resolution [bit] 

8 bits - Additional module parts (relay etc.) 

8 bits - Module state (Error, OK etc.) 

32 bits CRC CRC 

 

Picture 2: Two of basic modules on common heatsink 
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4 REMOTE CONTROL 

Remote control of the power supply is possible via the RS232 bus or by connecting the control device 

to the external I2C bus. Control via the RS232 bus is provided using ASCII characters and it is 

therefore possible to control it clearly from any console that allows communication via RS232. The 

communication contains several commands listed after sending the character "?". When control mod-

ule receives invalid command, that command table is also printed. Communication via the I2C inter-

face is a bit more complicated. That I2C bus must follow special protocol described earlier. It’s 

necessary to use special program or device for that reason. This communication has two control 

options, one is reading data from modules and writing data directly to the modules in the same form 

as the control module. The control module reads this data in the same way as the controlled module 

and writes the data to the display as if it were entered directly there. 

The second possibility of communication via I2C is the connection as a slave device. When this 

variant is selected, that device appears as new slave device and need identical ID (address). When 

the control module selected this device, it is needed to transfer needed data such as new values of 

voltage amplitude etc. In the case of a request for reading rather than writing to these modules, the 

desired information is sent during the next communication cycle. 

5 CONCLUSION 

The result of the work is a fully functional adjustable power supply with two basic power supply 

modules, cooling, and other blocks necessary for full-fledged operation. The power supply is tested 

and gradually measured, which provides the necessary data for the design and development of other 

modules with higher quality. That new modules will be still connectable to this basic source, which 

can easily manage their work. The measured parameters of the power supply are sufficient for all the 

work that is expected from the power supply. 

The first of the other modules is almost done. It is an AC power supply module with the possibility 

of sampling a signal with triangle, sine or rectangle shape. There will be also space for customized 

signal. Signal can be sampled with frequency up to 50 kHz with a resolution of 360 samples per 

period. The output range of this power supply module is still only in range of -50 V to +50 V with 

maximum current 2 A (current and voltage adjustable). Next version of that module is prepared for 

voltages up to 350 V to allow sampling fully separated output like island photovoltaic system. 
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1 INTRODUCTION 

RC vehicle models are an important part of hobbies and military and space technology today. This 

time allows construction of different types of RC models for specific applications. In this text, there 

is design of a remotely controlled cross-country four-wheeler suitable for the BUT FEKT 

interactive room with the ability to overcome larger obstacles with solid speed. 

2 CHASSIS 

Great demands were placed on the chassis, including space for electronics, good suspension and 

durability. The original variant has been a chassis printed on a 3D printer. Due to lack of time, this 

concept was rejected and a commercially available variant was decided. The most advantageous 

variants were damaged RC vehicles due to very low price. These broken RC vehicles usually have 

only damaged electronics and the chassis is intact. The RC Truggy in 1/16 scale in aluminum-

plastic design with 4x4 drive was therefore chosen as the chassis. This chassis comes from the 

leading manufacturer of RC models HIMOTO with the possibility of replacing individual parts 

(Fig. 1). 

 

Figure 1: Chassis of RC Truggy 1/16 HIMOTO 
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3 CONCEPT OF CONTROL ELECTRONICS 

The concept of the control electronics is shown in a functional block diagram (Fig. 2). The heart of 

the whole control is the AVR ATMEGA 328P microcontroller, which receives data from the 

Bluetooth module, processes it and sends it in the form of a PWM signal to the BLDC motor 

controller, turn servomotor and sets the lights switched on and off. The communication module 

takes information via Bluetooth from a mobile phone with the installed application. The controller 

is directly powered by the battery and disconnects these batteries in the event of a discharged 

battery. For this reason, all electronics are powered by the controller. 

 

 

Figure 2: Block diagram of control Electronics 

4 BLDC MOTOR, CONTROLLER AND SERVOMOTOR 

In the past, DC motors were very often used. However, these motors do not have good efficiency 

and over time the commutator carbons wear out. The BLDC motor (Brushless DC) is a 

synchronous type of motor. Therefore, there is no slip. It means, that control frequency is 

synchronous with the speed. It is clear from the name that the motor does not contain a 

commutator. The problem of this commutation is solved in modern BLDC motors by electronic 

commutation. This is not a solution of classical commutation by electronic systems, but an integral 

part of the BLDC motor is an electronic unit, best integrated into the motor structure, which 

controls the supply of individual stator windings. [1] In this case, the electronic commutation is 

solved by a controller, which regulates the motor speed by PWM control signal with a changing 

duty between 1 and 2 ms (500 and 1000 Hz). The advantage of these motors is high endurance due 

to the absence of a commutator and the possibility of precise regulation. For the needs of a four-

wheeled vehicle, a combo (combination of motor and controller) without sensors motor BH 

POWER 2430 and controller 25 A was chosen. This controller also includes a programming card 

for the initial settings of the speed control and braking. The already integrated servo in the chassis 

was chosen for turning. This servo is also from HIMOTO with a force of 6 Kg/cm for a sufficiently 

smooth turn. 
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Figure 3: Selected BLDC motor with regulator and servomotor 

5 BATTERY SYSTEM AND CHARGING 

The vehicle is powered by one two-cell battery of Li-Pol technology. The battery has a capacity of 

5500 mAh. This ensures high endurance of the vehicle with time up to 30 minutes. Li-Pol batteries 

have very high discharge currents and very good capacity stability. The battery is protected against 

complete discharge by a protective function of the regulator, which disconnects it in case of low 

voltage. Charging is realized by an external Li-Pol charger, which ensures balancing of individual 

cells in real time. The user must interfere with the vehicle electronics to recharge the battery. 

6 PROGRAM SECTION 

The main part of the program section is the already mentioned ATMEGA 328P microcontroller. It 

ensures communication between the Bluetooth module HC-05 and the controller with the 

servomotor. The Bluetooth module is connected via the USART serial interface and always sends 

8-bit application status information in series. The received data in the 8-bit register looks as shown 

in Table 1 (the individual sections are color-coded). 

value of bit 128 64 32 16 8 4 2 1

significance of bit
LIGHTS 

ON/OFF

DRIVE 

ON/OFF

DRIVE 

DIRECTION

TURN 

DIRECTION
SPEED TURN POSITION

 

Table 1: 8-bit communication with significance of each bit 

Four bits were reserved for the needs of smooth driving, where two bits show whether the car 

should go and where and the other two at what speed (4 speeds). The speed can be adjusted in the 

application described below. A space of a total size of three bits was reserved for turning. One bit 

determines the direction of turning and the other two determine how much the wheels should be 

turned. The bit with the highest value (128) is reserved for information on whether the user wishes 

to switch on the lights. 

The microcontroller only functions as a serial data receiver. It converts 8-bit information and 

converts it into a PWM signal for the controller and servomotor. The PWM signal is implemented 

by a counter / timer integrated in the microcontroller. Microcontroller also switches transistors to 

turn on the lights as needed. The micro-controller also operates the function of checking the 

connection between the mobile device and the Bluetooth module. This is done by another counter / 

timer, where it is monitored in the interrupt loop if data is still coming. If no data arrives for a 

while. The microcontroller switches off all controlled devices (controller and servomotor) to 

prevent the vehicle from escaping spontaneously. 

7 APP FOR ANDROID OS 

The RC four-wheel drive control application was created in the MIT APP INVENTOR 2 

development environment. This environment offers intuitive work with mobile device peripherals. 
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Using the application, turning was tilted by the device. A gyroscope is used for this and the 

application directly recalculates the tilt values for 2-bit information (Table 1). The layout of the 

application is shown in Fig. 4. The buttons for the direction of ride are located on the sides of the 

application screen. It is ensured that both buttons are not pressed at the same time. There are two 

buttons in the middle of the application. One opens a list of Bluetooth devices to connect to. The 

user selects the Bluetooth module and the application automatically connects it with a text message 

above the button: Connected. It is necessary to have the module already paired in settings of the 

device. With the second button, the user switches the lights of the RC vehicle on and off. In the 

lower part of the center of the application, there is a slider which can be used to set the already 

mentioned 4 speeds. This status will be shown in the text box above the slider. The application 

sends data every 0.5 s to detect microcontroller disconnection and for low power consumption. The 

whole application is created to dark mode. This ensures low power consumption for today's smart 

device displays without disturbing the brightness. 

 

Figure 4: APP for Android OS 

8 CONCLUSION 

In this text, a remote-controlled cross-country four-wheeler was largely implemented for the needs 

of the BUT FEEC Elektrikarium. The model is in a state of complete completion now. As part of 

the assignment, all conditions for the completion of this work were met. A complete application for 

the Android OS with communication via Bluetooth was created, a sufficiently durable off-road 

chassis was ensured and high battery life compared to commercially available RC models. In the 

program part, all undesirable conditions (disconnection, etc.) were treated. In the future 

continuation of the work, it is necessary to optimize all parts (app, control electronics). 
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Abstract: This project aims to improve the first version of an electrical impedance tomography 
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form - STM32, implementation of voltage and phase shift measurements, and error correction in 

the first version. The main reason for moving from Raspberry Pi to STM32 is speed, power con-

sumption and ease of use for the end user. 
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1 INTRODUCTION 

EIT (Electrical Impedance Tomography) EIT is a noninvasive diagnostic method for the recon-

struction of impedance distribution in the measured environment. This method is based on the 

switching current source and voltage measurement. At the same time, the phase shift between volt-

age and current is measured for the individual measuring combinations. Most EIT studies only deal 

with the measurement of the real part of the impedance, the resistance without measuring the phase 

shift - the imaginary part of the impedance. For certain materials, the phase shift itself can range 

from 1 to 600 mrad depending on the input frequency. For this reason, it was necessary to select the 

correct components and at the same time guarantee their calibration. The first version of the meas-

urement card for the EIT only included the possibility to control the switching of the current source 

and the voltage measurement, while the remaining measurements had to be performed on external 

measuring devices. To limit errors due to cable lengths and subsequent interference it was neces-

sary to design and implement a new version of EIT measuring card, which directly involves phase 

shift and voltage measurement as well as calibration. The main control board of the measuring card 

contains the STM32 microcontroller, which ensures communication with the PC via the USB inter-

face. This microcontroller also contains precise 12 bit ADC converters and comparators.  

 

Figure 1: EIT [4] 

2 REALISATION OF MEASURING CARD 

The main control board provides communication with the PC, control of switching cards and 

measurement of voltage and phase shift. Each switching board contains 2 shift registers and 64 

opto MOSFETs together with a signaling LED and 16. IO points. Individual switching boards can 

be chained - additional measuring layers can be added. The measuring card is powered by 12V due 
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to type of the shift registers used. The functionality of the measuring card is described in more de-

tail in the following subchapters. 

   SWITCHING AC CURRENT WITH MOSFETS AND INTERNAL WIRING OF SSR 2.1

To switch AC current, it is necessary to use a combination of two MOSFETs of type N controlled 

optoelectronically - fig. no. 2.  The TLP3545A was used in this solution, which proved to be suc-

cessful in the first version of the measuring card, as its transition area was minimal, fully galvani-

cally separated and did not distort the switched signal. To simplify the PCB design, 12V is applied 

to each anode via a resistor. The cathode is connected to the shift register. 

 

Figure 2: Solution of SSR[1] 

   SHIFT REGISTER AND SWITCHING OPTO MOSFETS 2.2

In order to switch a larger number of opto MOSFETs, it was necessary to select a shift register that 

allows chaining. In this solution, the HV5530 is used, which allows switching 32 outputs to 

ground. This shift register has proven successful in several projects. In total, it needs only 3 control 

signals for control (data in, latch enable and clock). It contains data IN and data OUT for chaining 

more shift registers. One of the other advantages is the low consumption of 15 mA and max. clock 

speed 8MHz. The block of the internal connection is shown in fig. no.3. 

 

Figure 3: Internal wiring of HV5530. [3] 

   MEASURING PHASE SHIFT AND VOLTAGE. 2.3

This is important information for measurements in the EIT. This connection makes it possible to 

measure both the real and the imaginary part of the impedance. Fig. no. 4. For measuring real com-

ponent of impedance are used 12bit ADC converters in combination with a digitally controlled am-

plifier with adjustable gain in the range of 45dB. Comparators are used to measure the imaginary 

part of the impedance. For measuring voltage, it is necessary to take into note the AC voltage and 

its large range. In fig. no. 5. voltage and phase measurements are shown in block form. 

 

Figure 4: Display of measurement of imaginary and real part of impedance. [2] 
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Figure 5: Measuring of phase shift and voltage. 

The connection consists of the measuring branch of the current source and the output voltage. The 

input from the current branch is isolated from the rest of the circuit using an isolated operational 

amplifier. Subsequently, an operational amplifier with adjustable gain is used. A ½ reference volt-

age divider connected to the non-inverted input, to the inverted input of the measured voltage and 

output to the input of the ADC and the comparator. This connection makes it possible to shift the 

transition point of the 0V measured voltage to half the value of the reference source. For more ac-

curate voltage measurement and maintenance within the ADC range, the microcontroller adjusts 

the required voltage gain. To detect a zero crossing, the comparator compares the measured voltage 

with ½ of the reference source; if it exceeds this voltage, the comparator starts the trigger. To cal-

culate the phase shift, the microcontroller records the time from the trigger at the output voltage 

and current source and at the same time from the start of the measurement of the given combination 

of IO points. The system allows automatic calibration - when connecting a current source and out-

put voltage to one pair of IO points and connecting a calibration resistor. 

   CONTROL BOARD AND COMMUNICATION WITH PC 2.4

Unlike the original control board, the STM32 microcontroller with the ARM Cortex M7 core is 

used in this case. It allows communication via CAN, I2C, SPI, USART and USB. Serial communi-

cation via USB is used in this application. It allows to communicate in both directions with a PC. 

The control system application currently works on the principle that the user selects a layer and 2 

out of 16 points, which will be used to connect the current power supply, and 2 out of 16 for volt-

age measurement. Subsequently, the user confirms the selection and the program on the PC sends 

the data to the control board, which sets the switching card to the user selected IO pins. The control 

board will measure the value of the measured voltage and the phase against the current source. This 

measured data is sent back via USB to a PC, where the user can read the values. 

 

Figure 6: Block diagram of communication, control and measurement. 
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   PARTIAL WIRING DIAGRAM. 2.5

This part of the diagram contains the connection of 16 opto MOSFETs, one shift register and 4 IO 

points. The overall scheme has 16 IO points, 64 opto MOSFETs and two shift registers with con-

nections for cascading the boards and the input of the current source and voltage measurement. 

 

Figure 7: Partial diagram of the switching card. 

3 CONCLUSION 

The new version of the EIT measuring card adds the possibility to directly measure the real and 

imaginary part of the impedance in the measured environment, without the need to use external in-

struments and thus increase the comfort of measurement. At the same time, the device can be ex-

panded as needed with additional layers - modularity. 
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Abstract: Human prostate cancer PC-3 cell line is widely used in cancer research. Previously, Zinc-
Resistant variant was described characteristically by higher dry cellular mass determined by quantita-
tive phase imaging. This work aims to classify these 2 cell types into corresponding categories using
machine learning methods. We have achieved 97.5% accuracy with the correct preprocessing using
Res-Net network.
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1 INTRODUCTION

Classification of two variants of PC-3 metastatic prostate cancer cell line, being wild-type and Zinc
resistant, plays a crucial role in correctly assessing possible diagnosis and afterward an eligible treat-
ment. Additionally, a zinc resistant variant is characterized by increased migration rate, increased
cell stiffness and increased cell dry mass, as shown by quantitative phase imaging. With this regard,
the aim here was to classify the wild-type and zinc-resistant counterparts based on quantitative phase
imaging [3]. During the past decade, we have seen a significant “boom” in the use of machine learn-
ing to take over originally human executed tasks. Many fields could start to take advantage of this
possibility, such as medicine or many different applications. Our goal was to develop an algorithm
that would distinguish between PC-3-WT and PC-3-Zinc-resistant correctly. We approached this task
using deep learning methods.

2 METHODS

2.1 CELL CULTIVATION

PC-3 cells were cultivated at Department of Pathological Physiology, Faculty of Medicine, Masaryk
University. Cells were cultured in Ham’s F12 medium with 10% FBS. This medium was supple-
mented with antibiotics (penicillin 100 µ/ml and streptomycin 0.1 mg/ml). Cells were maintained at
37◦C in a humidified (60%) incubator with 5% CO2 (Sanyo, Japan). The passages of the PC-3 cell
line ranged from 15 to 25 [4].

2.2 CELL IMAGING AND DATA GATHERING

Here we performed microscopic acquisitions of the data and subsequent analysis. Imaging was per-
formed using Nanolive holotomographic 3D Cell Explorer microscope with 60x/0.8 objective which
provides quantitative information (refractive index tomography) of living cells. Refractive index of
Ham’s F12 mounting medium was measured as 1.34. Both types of PC3 cells were cultivated in sep-
arate ibidi µ-Slide Luer 0.8 chambers. Thus when imaging, 2 unique data-sets have been created. For
both categories, there were 200 images taken. Every image consists of 96 slices and was labeled with
a slice in which we could see the different cell structures the best. We made use of Steve, microscopy
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software, provided by Nanolive. The size of FOV was 94x94x35µm. The result was 400 tiff-files in
total, containing roughly 700 cells. For example images, please see Figure 1.

Figure 1: Example of typical PC-3 WT and PC-3 Zinc Resistant cells, quantitative phase imaging,
max projection, scale bar indicates 10 µm.

2.3 IMAGE ANNOTATION AND PREPROCESSING

Every image was labeled with a corresponding type and a number representing the slice, in which we
could see the cellular structures the best. We needed to simplify the 512x512x96 3D tiff image to a
2D image so it could be used easier in a neural network. Three different types of 2D image formats
were tested: (1) use of manually selected slices, (2) maximum intensity projection over all slices, (3)
use of slices with the largest entropy values.

2.4 DEEP LEARNING, CELL CLASSIFICATION

Considering that our data-set is not large enough, developing our own neural network would not bear
any success. We implemented image augmentation in a form of rotating and changing sizes of individ-
ual images to expand our data-set but still believed that using an algorithm that is already pretrained
would be more beneficial. Hence, ResNet-50 neural network [2] pretrained on ImageNet database
[1] was used for our purposes. This neural network was retrained on images of PC-3 cells. Figure 2
represents a neural network architecture diagram. We split or data in a 4:1 ratio, thus 80% was used
for training and 20% for testing the network. While training on images acquired in 3 different ways,
validation accuracies had been measured. Please see the Table 1 for the exact accuracy values. In our
algorithm, we used a batch size of 32. Number of iterations was set to 2700. Data optimization was
performed by SGD (stochastic gradient descent) optimizing algorithm with a learning rate of 0.001.
Computational time was measured as approximately 31 minutes while running on following computer
specifications: Intel Core i7-7700HQ CPU, 8GB DDR4 RAM, 6GB GDDR5 NVIDIA GeForce GTX
1060 GPU. Learning progress is shown in the Figure 3.

Detailed structure and functionals of ResNet-50 neural network can be found in article [2].

3 RESULTS

In this project, we managed to classify PC-3 cell cell types in 3 different ways. One of our goals
was to find the classification with the best accuracy. All 3 approaches attained an accuracy greater
than 90%, however, from 2D image format methods that were tested, the best accuracy of 97.5% was
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Figure 2: Scheme of a ResNet-50 neural network with our data. Arrows represent skip connections,
where the value from previous layer. Every color change corresponds to pooling.

Table 1: Classification accuracy for different 2D image formation.

Manually selected Maximum intensity Maximum entropy
slice projection slice

Accuracy [%] 92.19 93.75 97.5
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Figure 3: Learning progress while training on slices with the largest entropy value (best result
achieved).

Table 2: Confusion matrix of network applied on slices with the largest entropy value.

WT predicted Zinc resistant predicted
True WT 78 2

True Zinc resistant 2 78

achieved by the method which made use of the largest entropy slice, see in Table 1. The performance
of our algorithm was also measured through a confusion matrix displayed in Table 2.

4 CONCLUSION

Our work was focused on automatic recognition of 2 variants of a PC-3 prostate cancer cell line.
Results have shown that deep learning methods are able to recognize between these 2 types of cells,
allowing for future experiments, such as measurement in a single sample. We hope that in the future,
we will proceed and be able to quantify these differences. We would also like to test a 3D neural
network, try analysis methods that would show how exactly are these cells different.
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Abstract: This work deals with estimation of the human heart rate (HR) using a mobile phone cam-
era. The goal was to create a functional application for a smartphone with a real-time HR detection.
A preliminary functional algorithm was tested on a sample of 10 independent subjects and a mean de-
viation of 8.3 beats per minute (BPM), relative to an ECG reference record, was reached. Considering
only visibly calm subjects, the mean deviation was 1.5 BPM.
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1 INTRODUCTION

The modern age can be characterized by the rise of information technology, which is also related to
the expansion of mobile devices usage. The daily use of smart devices is becoming more and more
common. One often can no longer imagine everyday life without their help. Phones as personal
helpers penetrate into many spheres of human life including healthcare. The problem with mobile
applications, however, is that they are only minimally tested and their accuracy is often unknown. [1]

The estimation of heart rate (HR) can be performed in many ways. The main conventional techniques
include palpation of the palpable arteries with stopwatches, or taking the electrocardiogram (ECG)
record, which is the gold standard for other human HR measurement techniques. Using a mobile
phone one can get an acoustic expression of heart activity (phonocardiogram, FCG), a video recording
of blood flow in the fingertip using a flashlight and a camera (photoplethysmogram, PPG), or one can
use an accelerometer to record chest movements (mechnical activity of the heart). [2, 3, 4]

2 ONLINE DETECTION ALGORITHM

Due to the computational complexity and nature of the detector itself (a real-time, online detector),
the acquired PPG signal from the camera is processed in the time domain, and the algorithm is sim-
plified to reduce computational and energy demands. Swift 5 programming language was used for
the implementation; a block diagram of the algorithm is shown in the Figure 1.

The algorithm starts by acquiring a scene, which is provided by a built-in rear camera. By default,
the camera sampling frequency is set to 30 Hz (Frames per second, FPS). After converting such
scene into the Swift image class UIImage, the red channel is extracted, because it carries the largest
amount of information neccessary for HR estimation [4]. Then, the PPG signal sample is calculated
as an average of one frame of the red channel, and the first difference signal dPPG sample can be
obtained by (according to [5]):

dPPG(n) = ∆PPG(n) = PPG(n)−PPG(n−1) (1)
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len(PPG)

frame n

UIImage
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channel average

PPG(n) sample

dPPG(n) = PPG(n)−PPG(n−1)

> 50
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−
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len(PPG)
> 600

−

+

stop

display HR

start

display PPG and dPPG

hit(end +1) = n
dFrame = hit(end)−hit(end−1)

Figure 1: Block diagram of the algorithm for obtaining an instantaneous HR by proposed
application, pseudocode.

Furthermore, the dPPG is used for the calculation of the instantaneous HR value. In the sliding
window of 80 samples length the maximum and minimum are found and based on these two values,
the threshold T is set. By thresholding the differential signal, a vector of passes (PPG peak positions)
hit is created. The distance of PPG peaks dFrame is calculated and further used according to [4] to
calculate the instantaneous HR value (in beats per minute, BPM):

HR =
FPS

dFrame
×60 (2)

The instantaneous HR value is displayed in the lower left corner of the application prototype, and the
average HR value is displayed after the acquisition (shown in Figure 2). The algorithm ends by press-
ing the Stop button, or after collecting 600 samples of the PPG signal (approximately 20 seconds).

3 MEASURING PROTOCOL AND DATA ACQUISITION

To determine accuracy of the algorithm and to test the functionality of the smartphone application,
measurements were performed on ten human subjects. The Bittium Faros 360 ECG recorder with
a 5-electrode lead system and silver chloride (Ag/AgCl) electrodes were used for the measurement
together with Apple iPhone 5s and 6 and stopwatches.

Each subject was asked not to drink coffee and alcohol, and not to smoke or exercise 2 hours prior to
the measurement. The person placed the index finger of the right hand on the rear camera of Apple
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iPhone 6 and the index finger of the left hand on the rear camera of Apple iPhone 5s, ensuring that the
fingers were also illuminated by the integrated LED flashlight. The electrodes of the ECG recorder
were loaded on the person’s chest. Then the 2–minute simultaneous acquisition was made. A note
was taken, if any apparent restlessness (e.g. tremor, Stress) was present during.

The average HR values from the application prototype and measurement examples of the PPG and
dPPG signals can be seen in the Figures 2a and 2b. A special case is the record No. 3 (Figure 2b),
which was very weak. The subject was not compliant with the protocol (smoking). The vasoconstric-
tive effect of nicotine then probably caused a short-term poor blood flow to the fingertips [2].

(a) Subject No. 5. (b) Subject No. 3.

Figure 2: Examples of two waveforms – the PPG signal (red), and the differential signal dPPG
(green) from the application prototype.

4 RESULTS AND DISCUSSION

For each subject, the average HR values were estimated from the application, and from the reference
ECG record, which was processed using the Matlab R2019b environment. The values, together with
the assessed restlessness of the person, are shown in the Table 1. To determine the accuracy, the total
average absolute deviation δ (in BPM) was calculated:

δ =
1
n

n

∑
i=1
|ECGi−Appi|=

1
10

(|74−70|+ |80−84|+ . . .+ |52−52|)≈±8.3 (3)
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Table 1: Average HR values from the application (App), and from the ECG recorder (ECG). Also,
each subject is labeled with their stress level during the acquisition.

Subject No. [–] App [BPM] ECG [BPM] Stress [–]
01 70 74 No
02 84 80 Yes
03 101 107 Yes
04 70 71 No
05 70 69 No
06 80 68 Yes
07 80 76 Yes
08 94 59 Yes
09 87 71 Yes
10 52 52 No

From the calculated total deviation of the measurement (Equation 3) one can easily tell that the
currently proposed algorithm for getting the instantaneous, and the average human HR value us-
ing a smartphone is burdened with a big mistake. However, if the deviation is calculated over the
restful subject only (Stress No), we obtain the following deviation (in BPM):

δNo =
1
4
(|74−70|+ . . .+ |52−52|)≈±1.5 (4)

The difference between the Equations 3 and 4 shows a significant effect of false positive detections
(motion artifacts) to the average HR value estimated by the app. Therefore, the addition of a motion
detector prior to HR calculation, or the image color control using an RGB score are considered as
optimization elements of the algorithm.

5 CONCLUSION

The presented application prototype was tested on a sample of ten independent human subjects with
a simultaneous recording of ECG. The average deviation of the online detector, relative to the ECG
record, was 8.5 BPM. Considering only stressless subjects, the deviation was only 1.5 BPM. The
presented application prototype could be considered as usable for a quick on-the-spot HR estimation.
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Abstract: This paper is based on the comparison of real and virtual native images obtained from 

spectral computed tomography (CT). Both types of images are compared by the signal-to-noise ratio 

(SNR), HU/HU* ratio and in the relation of used contrast medium. Parametric and non-parametric 

tests were used for statistical analysis of the measurements. The main purpose of this study is to 

contribute on the wider issue which is radiation dose reduction on the patient. This problem has not 

been fully researched yet but it has been proposed that the virtual images could be computed 

mathematically from the images acquired by the conventional scanning protocol for spectral CT and 

used instead of the real images.  

Keywords: Spectral CT, virtual non-contrast imaging, true non-contrast imaging, dual energy 

1 INTRODUCTION 

Considering heavy use of CT scanning in clinical medicine, it is necessary to reduce applied radiation 

dose on the patient during diagnostics or, therapy. Frequent scanning increases radiation dose that 

leads to a higher risk of malignant tumours and negative effects on gonads. Reduction of the radiation 

dose can be performed in several ways e.g. by using shielding technique, reducing scanning coverage 

or by the iterative reconstruction technique.  The CT image reconstruction is fast-growing area of 

medical imaging. In general, there is an effort to develop accurate and effective methods for image 

reconstruction with a minimal dose of the x-ray on the patients [1].  

Spectral CT uses dual energy (DECT) which improves accuracy and reduces the effects of metal 

artefacts. There are several types of images acquired by the spectral CT. One type is the true non-

contrast images (TNC). TNC are created without contrast agent and weighted by HU. In multiphase 

imaging, TNC are always acquired before the application of contrast agent. The pathology can be 

detected by the difference in values before and after the administration of contrast agent. Another 

type of images from the spectral CT are virtual non-contrast images (VNC) quantified in HU* units. 

VNC are computed by the deconvolution method from the first post-contrast image. The application 

of the deconvolution is further described in the reference [2]. The idea is to calculate the VNC that 

would be equal to the TNC, however, the effort has not been entirely successful. Therefore, the aim 

of this article is to compare TNC and VNC by determining their dependency. In the best scenario, it 

would be possible to save the patient from the first CT scan and the TNC would be replaced by the 

VNC. 

2 METHODOLOGY 

2.1 POPULATION 

This is a retrospective study to determine the relation between TNC and VNC. The study included 

10 men (36 - 75, mean 59.8 years ± 13.6) and 10 women (43 - 72, mean 58.7 ± 10). All scans were 
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performed for diagnostic purposes only. It was a single center study at the University Hospital Brno 

at the Clinic of Radiology and Nuclear Medicine. The data were collected from May 2019 to 

November 2019.  

2.2 IMAGE ACQUISITION 

Philips IQon Spectral CT scanner was used for image acquisition. This CT scanner has two layers of 

detectors - the lower layer absorbs high-energy photons and the upper layer absorbs low-energy 

photons providing two different energies. Patients were scanned lying on their backs and during 

exhalation to prevent compression of the organs. 

2.3 AIM OF STUDY AND IMAGE ANALYSIS 

The main purpose of the research is to compare two types of images, TNC and VNC, obtained by 

spectral CT. The examined objects were the upper arch of the aorta, the left lung, the hepatic segment 

S7, and the right kidney at the entrance of the renal artery. Regions of interest (ROIs) were selected 

manually. To obtain valid data, there was an effort to place symmetric ROI in the TNC and VNC. 

The size of the ROI was set to 300 mm2, except for the fat where the ROI was represented by the 

size of 100 mm2. ROI of fat was used as a background. The total of 200 ROIs were defined (5 tissues, 

2 reconstructions, 20 patients). The axial slice thickness was 1.5 mm and it was reconstructed from 

the available sections. Selected data were analysed statistically [3]. 

3 EVALUATION 

Statistical analysis and evaluation of the results were performed in Statistica 13.5 and Microsoft 

Excel 2018.  

The first evaluation focused on the p-value and confirmation or rejection of the null hypothesis, 

according to the statement in the reference [3]. The null hypothesis assumed zero difference of paired 

values. The significance level α was set to α = 0.05 in all tested variables. Firstly, the data were tested 

for Gaussian distribution using histograms. A paired t-test was only used for the aorta and whose p-

value resulted in p = 0.222. A non-parametric an alternative to the paired t-test, the Wilcoxon test, 

was used for the remaining tissues; kidney tissue p = 0.5755, lung tissue p = 0.8227. The p-value in 

the liver was p = 0.0145, thus, in this single case, the null hypothesis for liver tissue was rejected. 

Correlation analysis was used to compare the mean values of HU and HU* numbers from the 

segmented areas of all the patients. Use of the correlation coefficients is described in the reference 

[3] and it represents the strength between two measured variables quantitatively. Pearson's 

correlation coefficient r for the aorta was r = 0.355. Spearmen's correlation coefficient for data with 

nonparametric distribution reached the highest values in the lungs, where r = 0.788. Renal 

corresponds to r = 0.394 and r = 0.304 was for the liver. The next part of the evaluation examined 

the difference between HU and HU* number. The ratio of these numbers was used to determine 

whether the VNC overestimated or underestimated. Despite some deviations, the average correlation 

value for lung tissue reached 1.0005 which can be considered as a very good result. The ratio of 

values for kidney tissue showed that VNC are often overestimated by 2.45%. Both, the aorta (0.955) 

and liver tissue (0.9455) achieved higher TNC values than VNC. Chyba! Nenalezen zdroj odkazů. 

interprets higher TNC values in the lung tissue than VNC values for the blue marked results. Yellow 

indicates the total equality of the TNC and VNC, green indicates the TNC underestimation.  

Another method used to evaluate the signal-to-noise ratio is described in (1). This is obtained as the 

ratio of the power of the useful signal to the power of the useless signal: 

𝑆𝑁𝑅 =  
𝑚𝑒𝑎𝑛𝑡𝑖𝑠𝑠𝑢𝑒

𝑆𝐷𝑡𝑖𝑠𝑠𝑢𝑒
   , (1) 
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where: mean represents the average value of the CT number in the selected ROI and SD is the 

standard deviation of the same ROI. 

 

Figure 1:  HU/HU* ratio numbers for lung tissue. 

Figure 2 shows that the VNC reaches higher values than the TNC. Contrast agent ULTR 370 allows 

radiographic visualization of internal structures. OMN 350, Omnipaque or Iohexol, is an iodine 

contrast agent used in radiological examinations. 

  

(A) (B) 

Figure 1:  Comparison of SNR values in patients that were given  

either ULTR 370 (A) or OMN 350 (B). 

The last analysed variable was the relative error of VNC determination depending on the selected 

tissues which was calculated from the formula (2): 

𝛿𝑅𝑁𝑂 =  
𝑚𝑒𝑎𝑛𝑉𝑁𝑂 − 𝑚𝑒𝑎𝑛𝑅𝑁𝑂

𝑚𝑒𝑎𝑛𝑅𝑁𝑂
∙ 100, 

(2) 

where: mean represents the average value of the CT number for TNC and VNC. 

Chyba! Nenalezen zdroj odkazů. represents the measurements of the three types of tissues. TNC 

values of fat (blue colour) were lower than VNC values in all cases. The mean underestimation value 

is 9.5 ± 6.09. Grey marked line for the liver tissue display the average value of the relative error (7.23 

± 13.01). Unfortunately, in 4 out of 20 patients (20%) the relative error becomes negative; therefore, 

this result is not reliable. The best values of the relative error were measured for the lung tissue 
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(pink); the average value was calculated by the relative errors (0.04 ± 2.66). Based on the statistical 

analysis, this measurement can be considered very precise. 

 

Figure 3:  Behaviour of the relative error of VNC determination caused by image deconvolution 

for different patients. 

4 CONCLUSION 

Measurements confirmed that VNC images are not equivalent to TNC images. Based on the analysed 

data, it can be determined that in most cases VNC are overestimated compared to TNC. The images 

were the most similar in the lung tissue when the lowest values of the relative measurement errors 

and the highest tightness in a relation of TNC and VNC with respect to the correlation analysis were 

measured. The relationship between the variable TNC and VNC can be characterized as a linear 

ascending line. 

The evaluation of the results using correlation coefficients did not confirm our assumptions. Since 

the aorta (9.59 ± 26.41) is the most saturated, the differences between TNC and VNC should be the 

highest, which was not confirmed in this study. The liver showed the lowest value in the correlation 

analysis. In the contrary, the assumption of the relationship between the tissue saturation and the 

difference in values was confirmed for the lung tissue. The lungs were the least saturated tissue in 

this study due to the large volume of air in the lungs, therefore, the difference between TNC and 

VNC is the smallest. 

These results are confirmed by 20 measurements from different patients. For statistically valid data, 

it is necessary to do research on a larger number of the patients to support or reject these results. 
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Abstract: This study examined the use of methods for advanced estimation of speech signal perio-

dicity. The speech parameters of jitter, schimmer and short time period similarity were briefly ex-

plained as well as their estimation with appropriate methods, all of them integrated into a compact 

MATLAB program. The practical use of the program was demonstrated on the analysis of a 

stressed and neutral speech signal and achieved results were presented at the end of the study. 
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1 INTRODUCTION 

Speech signal is a very specific topic for signal data studies that can be applied to many subject 

fields such as robotization, security or health service. From the communication point of view, each 

language has a unique speech pattern which can be analysed. From the linguistic viewpoint, speech 

signal of the Czech language can be split into individual words that are separated from each other 

by intervals of silence. Furthermore, the words can be perceived as groups of letters. 

If the signal is examined in the field of acoustics, we are able study the attributes of each sound in a 

specific time interval. In such case, it is possible to divide individual phonemes (i.e. spoken letters) 

into two categories: voiced and unvoiced [1]. The unvoiced phonemes are not created by vocal 

cords vibrations but they are based on noise excitation (e.g. phoneme /s/). On the other hand, the 

voiced phonemes (e.g. phoneme /a/) are created by vocal cords vibrations in a quasiperiodic pro-

cess. Quasiperiodicity is a non-ideal periodic process characteristic for the presence of deviations in 

time behaviour which is a typical phenomenon for a real-life environment. If analysed on the ele-

mental level, we can split speech signal of voiced phonemes into short-time period microsegments. 

2 PERIODICITY 

Under ideal circumstances, the term periodicity has a binary characteristic – the signal is either pe-

riodic or not. However, we also need to consider all impacts affecting the excitation and signal 

transmission. These impacts cause deviations in signal periods - more specifically, they affect the 

duration of individual periods and their instantaneous values. We distinguish two types of devia-

tions that can be quantified and measured: jitter and schimmer [1]. At this point, the term periodici-

ty acquires a new meaning – rather than a binary attribute, it represents the amount of approaching 

the state of ideal periodicity. In order to be able to examine the quasiperiodic speech signal and its 

periodicity properly, we need to define physical quantities that would help us to express the proper-

ties of jitter and schimmer. Jitter relates to the variation of fundamental period duration measured 

from cycle to cycle. It is used for the description of speech intonation - sometimes referred to as a 

pitch. In spoken language, the fundamental frequency ranging between 50–600 Hz is comprehend-

ed as a melody. Conversely, schimmer - perceived as deviations in instantaneous values of individ-

ual periods - can be understood as a parameter for describing the similarity of two adjacent periods. 

We often perceive schimmer as a quivering voice during speech. 
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3 PROGRAM DESCRIPTION 

For automatic estimation of speech signal periodicity, a new program was created in MATLAB en-

vironment. Its main functions use methods for signal processing (including pre-processing) in 

short-term analysis of speech signal. The input signal is split into short segments of an optional 

length from 20 ms to 40 ms that are examined further as shown in Fig. 1. 

To determine whether a phoneme is voiced or unvoiced, low level methods are used as follows: 

short time energy (STE), zero crossing rate (ZCR) and harmonic-to-noise ratio (HNR). All these 

methods proceed from the previously mentioned fact that any unvoiced phoneme is naturally based 

on noise. STE algorithm checks different values of noise short-time energy and periodic signal [1], 

ZCR method is based on checking the different amounts of signal crossings of zero level [2] and 

HNR method considers the relation between harmonic and noise signal components [3].  

The fundamental frequency is then estimated in voiced speech parts only using auto-correlation 

function (ACF), average magnitude difference function (AMDF) and normalized cross-correlation 

(NCC). ACF is a widely used function to determine similarity of the examined signals from its time 

lag based on multiplication of shifted signals [4]. The other two methods are ACF modifications; 

NCC is able to follow steep changes in the input signal more accurately due to normalization [5] 

and in ADMF is the multiplication substituted by subtraction [6].  

 

Figure 1: Block diagram of the MATLAB program 

To be able to compare waves of adjacent periods with regard to deviations of period duration, we 

apply an algorithm for length adjustment that can either linearly or non-linearly reduce the length 

of the longer period to a length of the shorter one. The non-linear time alignment is based on dy-

namic time warping ACC algorithm [7]. After length adjustment, the similarity of adjacent periods 

is determined by ACC, AMDF or Dynamic Time Warping (DTW), which defines the similarity 

from the shortest Euclidean distance of compared signals. 

4 PRACTICAL APPLICATION AND TESTING 

The practical use of the developed program lies in a broad variety of new options when examining 

the speech periodicity. For example, we are able to study how much the speech signal is impacted 

by stress. The speech itself is created by controlling the vocal tract muscle tension. According [8], 

stress in speaker can affect this process and cause a loss of proper voice control by increasing the 

respiratory rate and vocal tract muscle tension. This is easily recognized as changes in voice fun-

damental frequency, speech intonation, quivering voice, speech rate and a number of pauses during 

the speech. We studied the stress effects via analysis of two kinds of Czech speech signals (22 kHz, 

16 bits, mono, wav format). The first track was recorded during the final state examination at our 
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faculty and the recorded voice is strongly affected by stress. The other track was recorded with a 

neutral voice by the same speaker. The text is identical in both cases. One male person was selected 

for experiments. The stressed signal is 6:25 minutes long. That is two times longer than the neutral 

signal which lasts for 3:27 minutes. The neutral speech signal length is sufficient for the statistical 

reliability of experiments [9]. The difference in the length of tracks was caused by the speaker´s 

frequent pausing and stuttering during the stressed speech.  

The first parameter we analysed was voicing. It was expected that the unvoiced part of the speech 

affected by stress would be greater. The signals were split into frames of 20ms. The frames were 

sorted out as voiced or unvoiced by the STE algorithm and the obtained data were used to create 

histograms displayed in Fig. 2. As can be seen, the stressed speech track is slightly more voiced. 

Although the recorded track of the stressed speech is almost two times longer than the neutral 

speech track, it is noteworthy that the number of unvoiced segments is exactly twice as large but 

the number of voiced segments did not increase as much – approx. 1.38 times only. For this reason, 

it is possible to assume that pauses and stuttering appear far more often in stressed speech. 

 

Figure 2: Histograms of voiced and unvoiced frames 

The next analysed voice parameter was fundamental frequency. In general, vocal cords tension can 

increase due to stress and as a consequence the fundamental frequency may be raised. We exam-

ined this phenomenon using AMDF algorithm and the obtained total results are presented in the 

form of histograms in Fig. 3. It is apparent that fundamental frequency values of the neutral speech 

are concentrated mainly around 100 Hz and the higher frequencies influence the melodic accent. 

However, fundamental frequencies of the stressed speech are concentrated close to 127 Hz (not ex-

ceeding a total range of 70 Hz) and it completely lacks any melodic aspect. In other words, the 

voice pitch increased during the stressed speech and the voice became monotonic.  

 

Figure 3: Histograms of voice fundamental frequencies 

Schimmer was the last parameter investigated experimentally. We expected that acute stress may 

cause a quivering voice. In order to verify this hypothesis, several voiced phonemes /a/ of 10-

period-length were extracted from the same parts of linguistic content in both speech signals. These 

phonemes were then examined by AMDF-based algorithm with a linear length adjustment. The 

similarity of all adjacent period was pairwise compared. Figure 4 illustrates that the periodicity of 

voiced phonemes extracted from the neutral speech is higher than the periodicity of phonemes ex-

tracted from the stressed speech. 
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Figure 4: Diagram of adjacent period similarities for the phoneme /a/ 

5 CONCLUSIONS 

To summarize the speech signal analysis provided by the developed program, the effect of acute 

stress on the speech signal were confirmed. Apart from the existing mathematical methods, the 

program disposes of a unique algorithm designed to split phonemes into separate periods, to adjust 

the length of individual periods in both linear and non-linear way as well as to create graphs of ad-

jacent period similarities. Using the procedures, there is a variety of options for practical speech 

signal analysis and study of signal-impacting issues such as various voice dysfunctions or diseases. 

In future work, it will be useful to investigate the influence of nonstationary noise [10] and differ-

ent vocal effort [11] on the accuracy of measured results. 
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Abstract: Radio equipment of microwave links operating in an outdoor environment under the in-
fluence of weather conditions is at risk of a link failure or device defect occurrence, as well as their
indoor units. This paper aims to present the creation of a network monitoring application capable of
timely detection of potential failures, based on analyzing trends in monitored device parameters. The
architecture is being described, as well as a graphical user interface. Several failure detection methods
are covered. Conslusion summarizes the development results and outlines a future of the application.
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1 INTRODUCTION

Microwave link is a widely used technology of long-range data transmission used in B2B as well as
B2C telecommunication sectors. They are utilized by service providers either as last miles or in back-
haul portion of the network [1, 2]. Customer contracts often include SLA (service-level agreement)
specifying strict levels of link availability, packet loss, latency, jitter etc. [3]. Outages threaten the
accomplishment of these levels on given data link which can be caused by defects of microwave units.
This can be avoided, apart from various levels of redundancy, by effective monitoring of links.

This article deals with the creation of a monitoring tool in form of desktop application designed for
specific characteristics of microwave links, periodically requesting status parameters of monitored
devices by Simple Network Management Protocol. The application then analyzes gathered data and
detects anomalies with several methods. A completed application should be ready for deployment in
network operations centres of service providers, where it can improve reliability of their services in
combination with timely replacement of the defective part of the link within preventive maintenance.

2 APPLICATION DESIGN

The application is designed as a compact executable, integrating the core of the application as well
as a graphical user interface. It is assumed it will be run by small and medium service providers on
a machine directly connected into the management sector of their network. The operator can access
this machine directly or by remote desktop (e.g. in case of virtualized environment). Optionally with
the use of VPN, the application can be run on any appropriate machine. Application core consists
of components forming the SNMP manager, which gathers data from remote SNMP agents on mon-
itored devices. Further components provide saving and reading data from the database environment,
managing of the device definitions and analyzing of gathered data. Notification in an alarm form with
various priority is created in case of positive anomaly detection. Graphical interface renders gathered
data in realtime charts and shows lists of current and historical alarms.
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3 APPLICATION DEVELOPMENT

.NET Framework is used as application basis with code written in C# language. The graphic interface
utilizes WPF libraries and scheme. InfluxDB is chosen as a specialized NoSQL database for storing
of gathered time series data due to its efficient compression and performance during their processing.
[4]. Device and link definitions are stored in a compact SQLite database file of which database engine
is embedded into the application in the form of a library. The application uses weather data provided
by OpenWeatherMap API.

3.1 CORE STRUCTURE

Fig. 1 shows a diagram of key components of application core with their relations.

App
(root)

LinkManager

AlarmManager WorkerManager

Device Database
(SQLite)

Monitoring
Window
(WPF)

Collector #1

Collector #2

Collector #n

DataManager
Time Series 

Database
(InfluxDB)

Figure 1: Diagram of application core components.

App – root object of a WPF application. Encapsulates Manager objects and WPF children objects.
LinkManager – ensures reading and writing data to local SQLite database files. These include
Device table with device definitions and monitoring configuration and Link table with an assign-
ment of devices into link groups.
DataManager – provides caching of data from collectors which are intended to write into database
and sends them periodically via HTTP REST API to InfluxDB server. Also contains reading methods.
WorkerManager – initializes, starts and stops data collectors.
AlarmManager – periodically analyzes gathered data with several methods, contains device down
and thresholds triggers, creates alarms when anomalies are detected and managing their collections.
Collectors – periodically collect values of monitored parameters from devices. Three types are
currently implemented: SNMP collector sending PDU GetRequest with specific OID; Ping col-
lector sending ICMP datagrams Echo Request; and Weather collector, sending HTTP requests to
OpenWeatherMap API with geografical coordinates of a given device.

The application is built on asynchronous architecture because Collectors are highly input-output
bound while AlarmManager is I/O bound as well and also slightly CPU bound. Waiting for an
answer from a microwave unit to SNMP PDU GetRequest can take up to several hundreds of
milliseconds, or it may not arrive at all (SNMP PDUs are encapsulated in UDP datagrams on transport
layer). Therefore collectors must be run in separate threads or called via Task<T> objects.

3.2 USER INTERFACE STRUCTURE

Fig. 2 shows the element layout of the application’s main window in the current development version.
In the left part is located links list with a search box. The bottom part is also divided into two parts,
on the left side notification area is located which lists information, alarm creation events, warnings
and errors, while on the right alarm lists are situated. Alarms can be acknowledged and moved into
the appropriate tab. Each alarm row consists of creation time, measure name, link name, etc.
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Figure 2: Screenshot of the running application (sensitive details are hidden).

A major part of main window area is populated by monitoring sector of selected link, with the header
containing link name, site/device selection (up to six sites on a single link is supported), IP address
of a selected device, control buttons and current site weather information. Parameters monitoring is
divided into the tabs depending on the parameter type. Gathered values are displayed graphically
in charts with realtime refreshing. Refresh interval is configurable for each parameter and device.
In the current configuration, it is one second for most of the parameters. An important tab is Link
Settings where the link monitoring configuration is being set. Also, the tab for historical reporting of
parameters on the selected time window is included, but this function is not implemented yet.

4 DATA ANALYZING METHODS

Monitoring of the deviation from the long-term average performs calculation of long-term mean
from values which age corresponds with the set time interval. The deviation is calculated as a differ-
ence of the long-term mean and a short-term mean. The latter is computed of values from the upper
limit of set time interval until the present moment. Currently, two analyzes of this type are tested. The
first one has a time interval set to values up to the weekly age with the upper age limit of 30 minutes.
The second one has a time interval set to values up to the age of 60 minutes, with the upper limit of one
minute. The maximum percentage of deviation at which an alarm is generated is user-configurable in
the application settings. In the default configuration, it is 10 % for the first analysis and 15 % for the
second analysis. Deviations are recalculated with each newly obtained value.
Long-term analysis by time serves as a backup method in case of a long-term decline in the trend
of any of the parameters, which the monitoring of the deviation from the average is not able to de-
tect. This method compares the current value of a parameter with historical values in the past days at
the same time. An alarm is generated when the user-configurable percentage deviation is exceeded.
Currently, a comparison of the last read value with the corresponding values up to the age of the one
week is being tested at an interval of one minute. The default maximum deviation is 10 %.
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Analysis of parameter periodicity is an extension of the method of deviation from the long-term av-
erage. If any deviation exceeds the configurable percentage difference (3 % by default), the timestamp
of this value is stored and then compared with the last stamps recorded in this way. If the time gaps
between them have constant intervals (with a tolerance of 1 % of the time interval, but at least ±1s),
which may indicate continuous external interference for example, an alarm is generated.
Temperature correlation analysis is one of the next methods suitable for future implementation. It
compares the air temperature obtained using the Weather API with the temperature of radio of the out-
door microwave unit (ODU) considering current weather state and wind speed. Fig. 3 shows a sample
of a linear relation between these temperatures. Safe temperature range will be determined for each
type of ODU. Deviations from this range will then be considered as an impending radio failure.
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Figure 3: Sample of the linear relation between ODU temperature and outdoor ambient temperature.
Data were obtained via the application during its continuous run.

5 CONCLUSION

The created application, although still in the development stage, can read parameters from remote
devices using defined SNMP OIDs, measure latency and download weather information for each in-
dividual site. It performs effective monitoring, with the added value of user comfort thanks to an
environment tailored to microwave links. In contrast to universal monitoring systems, it contains
integrated methods of analysis, detecting sudden and long-term changes in parameters. The indica-
tion of total outages is included as a basic standard. By implementing other methods such as the
above-mentioned temperature correlation and connecting basic methods with the evaluation of the
atmospheric situation, the application can become a useful tool for NOC operators.
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Abstract: The article summarizes the usability of devices (which are usually equipped with AVR and
ARM Cortex-M microcontrollers) with low-power consumption in security solutions for IoT and In-
dustrial 4.0 ecosystems. These devices have limited processing and storage capabilities and they often
run on batteries. On the other hand, cryptographic algorithms are usually computationally demanding
and, therefore, it is hard to implement them on constrained devices. This work studies the capabilities
of current IoT devices to perform elliptic curve cryptographic protocols and the possibilities to design
and implement own cryptographic protocols on constrained devices.
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1 INTRODUCTION

Nowadays, there are many devices with low-power consumption which are part of various embedded
systems and play an important role in our daily life. High growth of these devices is given mainly by
the fast increasing market of IoT (Internet of Things) and Industry 4.0 [1]. The trend of IoT focuses
on integration of real world devices into cyberspace. Embedded chips are almost in any device and
these devices are connected to the Internet. All these connected (so-called smart devices) make our
life easier and more comfortable. However, this connectivity brings a need of higher security, i.e.
provide secure communication and access control, as well as economic aspects such as low price and
operating costs.

The low power consumption is typical for many of IoT devices. These devices are usually based on
ARM-Cortex-M (32-bit) or AVR (8-bit) processor families. Both processor families can be found on
current Arduino single-board microcontrollers. For example, AVR processors are used on Arduino
UNO and Arduino NANO (ATmega328 runs at 16 MHz) and ARM-Cortex-M powers Arduino DUE
(Atmel SAM3X8E runs at 84 MHz).

Asymmetric cryptography is based on modular arithmetic operations (i.e., modular addition, multipli-
cation, inversion and exponentiation) and operations over elliptic curve points (addition of two points
and scalar multiplication of elliptic curve point). Furthermore, required modular arithmetic works
with big numbers, e.g., RSA uses at least 2048 bits long keys by NIST (National Institute of Stan-
dards and Technology) recommendations. On the other hand, elliptic curve cryptography requires
smaller keys (but still sufficiently big and secure) which are around 256 bits. However, Arduino
natively supports only integer numbers up to 32 bits long.

2 LIBRARIES FOR ARDUINO PLATFORM

Currently, there are many available libraries for Arduino. These libraries extend Arduino capabilities
such as network connection, cryptography and security support, and other. Many of these libraries
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are freely available thanks to communities of developers that make them open source. First of all, we
can use official Arduino repository, which can be accessed directly from Arduino IDE (Integrated De-
velopment Environment). In this repository, the libraries and their functionalities are well-tested and
surely compatible with Arduino devices. The next great source of Arduino libraries and applications
is GitHub, where many developers voluntarily and worldwidely upload their source codes. It is diffi-
cult to find such libraries, that support modular arithmetic operations with big numbers (bigger than
512 bits) or elliptic curve operations in general. One option is to use BigNumber [2] library support-
ing modular arithmetic operations. Second option is to use micro-ecc [3] library, which implements
ECDH (Elliptic Curve Diffie-Hellman) and ECDSA (Elliptic Curve Digital Signature Algorithm)
protocols including underlying mathematical operations .

2.1 MODULAR ARITHMETIC OPERATIONS SUPPORT

BigNumber library supports all crucial modular operations: multiplication, addition and exponentia-
tion. We provide benchmark tests of all operations on both Arduino UNO and Arduino DUE devices
in order to see differences of their computational complexity based on used architecture, see Table 1
and Table 2 for more details.

Table 1: Benchmark results of modular arithmetic on AVR (BigNumber library)
Operation 16 bits 32 bits 64 bits 128 bits 256 bits 512 bits
Mod. addition 3 ms 4 ms 6 ms 8 ms 12 ms -
Mod. multiplication 1 ms 5 ms 11 ms 35 ms 119 ms -
Mod. exponentiation 45 ms 214 ms 1170 ms 7627 ms - -

Table 2: Benchmark results of modular arithmetic on ARM Cortex-M (BigNumber library)
Operation 16 bits 32 bits 64 bits 128 bits 256 bits 512 bits
Mod. addition 0 ms 0 ms 0 ms 0 ms 0 ms 1 ms
Mod. multiplication 0 ms 0 ms 0 ms 3 ms 8 ms 26 ms
Mod. exponentiation 5 ms 17 ms 78 ms 492 ms 3646 ms 25712 ms

Comparison of Table 1 and Table 2 shows that ARM Cortex-M offers 10 to 20 times faster operations
processing than AVR architecture. Furthermore, these tests also discovered that AVR architecture
is able to process only big numbers up to 256 bits length. Based on this fact, Arduino DUE and,
therefore, ARM Cortex-M architecture is more suitable for cryptographic protocol implementation
and integration to security solutions.

2.2 ELLIPTIC CURVE POINT OPERATIONS SUPPORT

The micro-ecc library offers a small and fast ECDH and ECDSA implementation for 8-bit, 32-bit, and
64-bit processors. Unfortunately, this library does not implement interface for modular and elliptic
curve external calls. However, the existence of ECDH and ECDSA implementations means that there
is already internal supports of modular and elliptic curve arithmetic operations. In our implementation
we make these crucial operations available from outside to developers. The library implements by
default the following elliptic curves: secp160r1, secp192r1, secp224r1, secp256r1 a secp256k1.

Benchmark tests showed performance differences between AVR (Arduino UNO) and ARM (Arduino
DUE), see Figure 1, where ARM architecture is ca. 12 to 20 times faster than AVR in executing ECDH
protocol. In case of AVR, the time for ECDH key negotiation is between 5 to 18 seconds depending
on the elliptic curve used. This time can be considered as very ineffective in real implementations.
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Figure 1: Performance comparison of AVR and ARM Cortex-M for ECDH protocol (Time [ms])

In order to make the micro-ecc library usable for implementation of our cryptographic protocols, the
library functions needed to be modified. First of all, internal functions for modular arithmetic and
point multiplication were made accessible from outside of library. Afterwards, a function for point
addition was created.

Benchmark tests of modular arithmetic and elliptic curve point operations were performed only on
Arduino DUE, due to its stability and fast processing even with big numbers. The results for all
supported elliptic curves are depicted in Table 3. All results are in milliseconds and, therefore, they
can be considered as negligible. The most crucial operation is scalar multiplication of elliptic curve
point. This operation requires ca. from 60 to 160 ms to process.

Table 3: Benchmark results of micro-ecc on ARM Cortex-M
Operation secp160r1 secp192r1 secp224r1 secp256r1 secp256k1
Mod. addition 0 ms 0 ms 0 ms 0 ms 0 ms
Mod. multiplication 3 ms 2 ms 2 ms 3 ms 4 ms
Mod. inversion 2 ms 2 ms 3 ms 4 ms 3 ms
Point addition 0 ms 0 ms 0 ms 0 ms 0 ms
Point multiplicaiton 67 ms 79 ms 99 ms 189 ms 161 ms

3 ECDH PROTOCOL IMPLEMENTATION

We use standard micro-ecc library, the ECDH protocol was implemented and run between two Ar-
duino NANO devices. Arduino NANO devices have same performance capabilities as Arduino UNO,
but are significantly smaller. The final implementation uses I2C bus and it is controlled by Wire li-
brary. Communication itself took place over bridges of pins A4↔A4 and A5↔A5. Connection
diagram of both devices is depicted in Figure 2. The final implementation was time consuming. In
fact, the whole process of key negotiation took from 2 to 5 s depending on the selected elliptic curve.

4 PROOF OF KNOWLEDGE PROTOCOL IMPLEMENTATION

The implementation of proof of knowledge protocol of algebraic message authentication code MACwBB
[4] was run on Arduino DUE. The authentication code MACwBB and the message m stay hidden dur-
ing the proving phase. The prover only shows the possession of both these values. These kind of
protocols are often used in privacy-enhancing protocols, such as anonymous credentials and group
signatures). The protocol includes operations with elliptic curve points and modular arithmetic oper-
ations in the field of elliptic curve. Benchmark tests of the implementation are depicted in Figure 3.
This protocol implementation is not compatible with AVR architecture.
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Figure 2: Basic connection of Arduino NANO devices through I2C bus
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Figure 3: Performance comparison of Proof of Knowledge MACwBB on Arduino DUE (Time [ms])

5 CONCLUSION

Based on the provided benchmark tests, it is possible to come out with the conclusion that Arduino
with ARM Cortex-M processors are the most suitable devices for the implementations of advanced
cryptographic protocols with privacy protection features. In fact, the upcoming research follows this
direction. Devices powered by AVR architecture are suitable only for less performance demanding
projects. Moreover, Arduino DUE offers many possible ways how to develop a final application for
a specific use case. In fact, Arduino DUE has sufficient processing power and memory resources,
many I/O pins and interfaces for peripheral devices, such as smart cards (i.e., secure HW keystore)
and wireless network modules.
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Abstract: This work discusses the power supply and multiplexed LED display for the rear 
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automotive specification. The paper also focuses on DC-DC converter, LED matrix thermal 

management and the software solution. 
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1 INTRODUCTION 

The increasing intensity of car traffic places higher demands on traffic safety. Better communication 

between vehicles can significantly increase traffic safety and smoothness. One of the possibilities is 

to use a part of the rear combination lamps of cars as LED matrix displays. The display allows to 

inform and warn the road users similar as in case of traffic signs, through displayed images and 

pictograms. Moreover, it will extend the already integrated Advanced Driver Assistance Systems 

(ADAS), which help the driver to control the vehicle with different level of autonomy. The added 

value of the given solution is also the design individualization of the rear headlight. For example, 

through the possibility to choose your own light design. The aim of this work is to design a prototype 

of the LED display integrated in rear combination lamp, which shows the future direction of 

development in car lighting. The practical goal is to create a prototype that will serve as 

a technological model for the development of serial light, for example in an autonomous vehicle. The 

prototype must be developed in accordance with the requirements of the automotive industry. An 

important part of this project is the design of the DC-DC converter that will power the LED matrix. 

 
2 DEVICE CONCEPT 

The display will consist of 528 LEDs connected in a matrix with a layout of 12 rows and 44 columns. 

DC-DC converter with constant voltage will power the display This power supply will need to be 

completely designed for the application in order to regulate the battery supply voltage to the LED 

voltage. The control of the LED matrix will be divided into two levels. At the first level, the columns 

will be controlled by four 48 channel control circuits TLC5955 [1]. The lines will be controlled by 

transistors. At the second level, an ARM Cortex M4 microprocessor made by NXP will directly 

control the transistors and at the same time will control the multi-channel control circuits by sending 

values for each output via serial communication. This control provides multiplexing of the display. 

The microprocessor and control circuits will be powered by a linear Low dropout voltage regulator 

(LDO) inverter connected to the battery. Input protections will be connected in front of the power 

supply branch of both power supplies. The protection circuit will protect the device from unwanted 

voltage spikes or possible polarity reversal. Block diagram of the device is shown in Figure 1. 

 

The integration of the LED matrix display into the rear combination lamp is a unique solution. The 

challenge is to design the prototype to meet the standards of the automotive industry. Therefore, all 

used components must be the subjects to the automotive qualification AEC (The Automotive 

Electronics Council). Components that meet this specification can be used in harsh automotive 

environments. Furthermore, the device will be developed according to Volkswagen group standards. 

VW 80000 is the standard [2] for the electrical requirements and the TL 81000 is the standard [3] for 

electromagnetic requirements. The standards also specify testing. 
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Figure 1: Block diagram describing hardware architecture of the device 

 
3 DC-DC CONVERTER FOR THE POWER SUPPLY OF LED MATRIX 

The power supply is provided by a switched-mode constant voltage source of the buck topology 

(step-down converter). It regulates the input voltage in the range of 8.7 - 17 V to the output voltage 

of 3.1 V with maximum current up to 5.5 A. The maximum ripple of the input voltage is 200 mV 

and only 50 mV of the output voltage. Despite the high supply current, the source is controlled by 

a controller with integrated MOSFET transistors. Converters for such a high power with integrated 

transistors are a novel solution in the automotive industry. Their main advantages are better EMC 

properties and simpler designing of the converter. The value 8.2 µH of output coil was selected to 

limit the current ripple below 1 A, thus minimizing the coil losses. The combination of  the capacitors 

at the output consists of the ceramic and electrolytic capacitors with the total capacity of 240 uF. The 

high value of the output capacity should compensate for the dynamic load changes caused by the 

various animations on the display. 

 

3.1 PROTECTIONS CIRCUITS 

Additional protective circuits were added to the input of the converter in order to meet the electrical 

requirements of the VW 80,000 standard. The protection consists of a cascade of three protective 

elements in a row. The first is the transil at the input. Its job is to cut over voltages or under voltages. 

The following is the protection against the reverse polarity, formed by the circuit with the PMOS 

transistor. The last one is the protection diode. These circuits protect the device against fluctuations 

and impulses generated in the vehicle's electrical network during operation (starting, the start of the 

alternator, etc.). Thanks to this protection the device can declare the functionality in tests. For 

example, when it is subjected to a pulse with a voltage of up to 100 V. 

 

3.2 ELEKTROMAGNETIC INTERFERENCE 

The challenge in the design of the converter is to minimize electromagnetic interference. For this 

purpose, the LC filter is placed at the input, its task is to suppress interference (at the switching 

frequency of the converter) radiated to the supply line. The layout of the connections and components 

on the printed circuit board (PCB) is also designed with an effort to minimize interference. Adding 

additional components to the design allows additional tuning of the EMC features in the future. These 

will not be mounted on the first prototype, but will only serve as the mounting surfaces for the tuning 

components. To reduce the interference, the possibility of the symmetrical power supply to the input 

and output of the converter chip was used.  The power supply lines and capacitors are from either 

side of the chip. These interrupt the current loops and reduce the interference (see Figure 2). 

Moreover, to minimize the effects of the electromagnetic interference, all switched electrical 

components will be shielded by a metal case. 
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Figure 2: Symmetrical input power supply (Designing High-Performance, Low-EMI Automotive 

Power Supplies. In: Texas Instruments Incorporated, 2019 ) 

 
4 THERMAL MANAGEMENT 

In the automotive industry, electrical equipment must operate in the ambient temperature ranging 

from -40 ° C to 85 ° C. Therefore, a necessary part of the design had to be the calculation of thermal 

management, which includes the calculation of power losses of all components as well as the sizing 

of cooling. 

The most thermally sensitive part is the LED matrix. At a maximum load, the current of up to 5.5 A 

flows through matrix and power losses are approximately 17 W. In addition, a large number of 

diodes, which produce heat, are located on a small cooling surface. Their matrix arrangement does 

not allow the efficient heat dissipation through continuous layer of copper. Therefore, additional 

cooling will be provided by an aluminum heatsink on the bottom side of PCB under the LED matrix. 

The heat from the diodes is conducted to the opposite side of the PCB by thermal vias. The heatsink 

will be glued to the printed circuit board with an electrically non-conductive adhesive. Except for 

calculating the area of the cooler itself, it was necessary to verify if the pair of the thermal vias have 

a sufficiently low thermal resistance to dissipate heat from the top of the PCB. 

The thermal resistance of the via was calculated from the volume of galvanically electroplated copper 

in the via and the known thermal conductivity of copper 𝛼𝐶𝑢 = 380 W·m-1·K-1. The area of copper is 

calculated as a circular section from the formula [4] 

𝑆 = 𝑛 ∙ 𝜋 ∙ (𝑟2 − (𝑟 − 𝑡𝐶𝑢)2) , 

where 𝑛 is the number of vias for heat dissipation from one LED, 𝑟 is the radius of the hole in the PCB 

in meters, 𝑡𝐶𝑢 denotes the thickness of the galvanically electroplated copper in meters. The thermal 

resistance of the via 𝜃𝑉𝑖𝑎 is calculated from the formula 

𝜃𝑉𝑖𝑎 =
𝐿

𝛼𝐶𝑢∙𝑆
, 

where 𝐿 is the length of the material in the direction of heat propagation in m, 𝛼𝐶𝑢 is the thermal 

conductivity of copper W·m-1·K-1 and 𝑆 is the area through which heat passes [2]. 

 

5 CONTROLS AND SOFTWARE 

Microprocessor ARM Cortex M4 controls the whole device. Its task is to control the display, read 

the inputs for the buttons, the temperature of the LED matrix, and the correct operation of the 

switching power supply. The main task of the software is to reliably control transistors and 

communication with LED control circuits for multiplexing. The second task is calculating the data 

needed to display shapes or animations. 

A refresh rate of 200 Hz is required to control the display. The multiplexing with ratio 1:3 increases 

this requirement to a minimum of 600 Hz. In practice, the microprocessor must map the data for the 

individual outputs of the multi-channel control circuits in about 1.5 ms, send approximately 3 Mbit of 

data via the Serial Peripheral Interface (SPI). Beside this, if necessary, MCU calculates the data for 

dynamic animations. To meet these requirements, SPI communication at speeds of up to 5 Mbit/s in 

eDMA (Direct Memory Access) mode is used, which allows to send the data in the background of 

processes. That creates a power reserve for the necessary calculations. 
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Figure 3: Fully assembled PCB (upper part of the picture) and the final prototype of rear 

combination lamp (lower part of the picture) 

6 CONCLUSION 

The paper deals with the introduction of an innovative concept of LED matrix display integrated into 

the rear combination lamp and the development pitfalls in the demanding automotive environment. 

The result is a fully functional prototype of the concept, including service software. The next steps 

are to verify the electromagnetic and electrical requirements as well as to design animations, which 

will demonstrate the capabilities of the device. 
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Abstract: This paper presents a design of an acquisition system for adaptation of a digital 
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sequently, a printed circuit board is designed, manufactured and prepared for further testing. Final-

ly, an appropriate firmware is developed to evaluate the proposed hardware and to acquire data for 

digital predistorter adaptation. 
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1 INTRODUCTION 

An essential part of the current wireless systems is a PA (Power Amplifier) enabling to transmit the 

RF (Radio Frequency) signal of the sufficient power through the environment. The best efficiency 

of the PA can be achieved when the PA operates as close as possible to its saturation region. Nev-

ertheless, this is causing an undesired output signal distortion which is not acceptable in the current 

communication systems requiring a linear transmission and working with OFDM (Orthogonal Fre-

quency Division Multiplexing) for instance. There are several methods for extending the linear re-

gion of the PA characteristics while achieving satisfactory efficiency, one of them is the DPD (Dig-

ital Predistortion) [1]. This work aims at a proposal of an acquisition module for adaptation of digi-

tal predistorter using comparator in the baseband. In specific terms, it focuses on hardware and 

firmware ensuring input data for further design evaluation in terms of deployment in the real DPD 

system. 

2 COMPARATOR IN THE FEEDBACK PATH OF DPD SYSTEM 

The proposed DPD system operates with signals in the baseband and enables to use of DSP (Digi-

tal Signal Processing) such as in the FPGA (Field Programmable Gate Array) or in a signal proces-

sor what makes a great advantage in terms of external components number mitigation. Moreover, it 

preserves temperature or aging stability [2]. A conventional digital predistorter includes the ADC 

(Analog-to-Digital Converter) in the feedback path which is the main bottleneck of the system, be-

cause in case of wideband signal operation it has to maintain high sample rate and resolution at the 

same time.  These parameters make the ADC hardly available and very power hungry. A possible 

solution employs the comparator as a 1-bit ADC in the feedback path [3, 4]. 

3 PROPOSED DPD ARCHITECTURE USING COMPARATOR 

The proposed architecture is depicted in Fig. 1 below. The IQ samples are converted to a continu-

ous analog domain at the DPD output and modulated to the carrier frequency at first. Afterwards, 

the signal goes through the PA to the antenna and its small power is coupled back in the feedback 
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path. The feedback signal is demodulated and passed to the comparator input. One aspect of the 

proposed architecture is that the DPD coefficients estimation is based on just one signal component 

(in this case it is the in-phase component). 
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cos ωct
DPD
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OUT
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LSDAC
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-

INP

Edge Time 

Acquisition
DPD Adaptation

sin ωct

cos ωct

te [i] yr (t)

r (t)

Comparator

≈ 100 MSps

≈ 100 MSps

≈ 10 kSps

 

Figure 1: Proposed architecture using comparator in the feedback path. 

The signal is compared with the output voltage level of the LSDAC (Low Speed Digital-to-Analog 

Converter). The comparator output edges indicate the input crossing the set voltage level at time in-

stants te[i], where i is the edge index. These time instants are acquired by the edge time acquisition 

circuit, which is described in the next paragraph. The output signal restoration can be described as 

follows: 

 ]),[(])[( itrity eer   (1) 

where yr (te[i]) denotes a level of the demodulated signal and r (te[i]) equals to a specific voltage 

level on the LSDAC output at appropriate time instant te[i]. The entire system is synchronized with 

single clock signal distributed all over the system the components ensuring the overall coherence 

between the transmitted and received samples. 

3.1 EDGE TIME ACQUISITION CIRCUIT 

The essential part of the feedback chain is the edge time acquisition circuit which is depicted in 

Fig. 2. This block consists of two D flip-flops with connected inputs in parallel but note that at the 

input of the first one there is a delay path. Subsequently, the comparator output signal edge is ac-

quired at the rising edge of the clock signal. The acquisition precision depends on the set delay and 

timing properties of the D flip-flops and the clock signal distributor. 

The acquisition of the time instants is not intended as the whole signal restoration at the certain 

sampling rate. It is sufficient to provide just several samples of the output signal at any time for the 

DPD coefficients estimation. 

The time acquisition circuit has been simulated using OrCAD PSpice environment and the results 

can be seen in Fig. 2 on the right. On the upper side, there is depicted signal of the comparator in-

put and on the following chart there are the inputs and outputs of D flip-flops. The simulation 

maintains the clock signal frequency of 100 MHz and the set delay equals to 6 ns. 
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Figure 2: Edge time acquisition circuit (on the left), the simulation results (on the right). 

4 PROPOSED ARCHITECTURE EVALUATION CONCEPT 

For the purpose of the architecture evaluation a concept depicted in Fig. 3 has been proposed. The 

core component of the system is the FPGA module Spartan-3A DSP 1800A containing a firmware 

and stored IQ data samples. These data are transmitted by the DAC Module. The output analog 

signal follows through the PA and attenuator and finally it is reaching the acquisition module 

which is the main objective of the development. The acquired edge time instants are sent back to 

the FPGA module afterwards. In the end, communication with PC (Personal Computer) is estab-

lished and the data are transferred to the MATLAB software. 

FPGA

Spartan-3A DSP 

1800A

DAC 

Module
Acquisition 

Module

Attenuator

Coaxial cable

PA

 

Figure 3: Evaluation concept of the proposed architecture. 

4.1 ACQUISITION MODULE DEVELOPMENT 

The main objective of the development is the acquisition module containing demodulator, edge 

time detector circuit, clock signal distributor, and auxiliary components for communication with 

the FPGA module. The design has to fulfill the following requirements: the maximum working car-

rier frequency has to be 1600 MHz and the maximum frequency of the clock signal 

500 MHz. In accordance with the required timing properties, the clock distributor and the D flip-

flops have been selected to achieve the best performance. 

The PCB (Printed Circuit Board) has been developed in KiCad environment. The description of the 

design steps is out of the scope of this paper, but the source files are available online [5]. The PCB 

is based on IS400 substrate of the 1.6 mm thickness. The manufactured and assembled PCB can be 

seen in Fig. 4 on the left side. 

An appropriate firmware has been developed in VHDL (Very High Speed Integrated Circuit Hard-

ware Description Language). The program flowchart is depicted in Fig. 4 on the right side. In the 

beginning, all the component registers have to be set up, subsequently, the transmission of the sig-

nal samples is started along with the data acquisition. After the last sample is sent, the stored data is 

transferred to PC (Personal Computer) for the further processing in MATLAB environment. 
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Figure 4: PCB design (on the left), flowchart of the proposed FW (on the right). 

5 CONCLUSION 

This paper presented the design of the acquisition module for the adaptation of a digital predistorter 

to linearize power amplifiers. The comparator deployment in the feedback path instead of ADC has 

been proposed. The PCB of the acquisition module has been developed along with an appropriate 

firmware in VHDL. The future steps are going to be focused on the hardware verification and the 

overall assessment of the architecture employment in real DPD systems. 
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Abstract: This work focuses on the field of prosthetics, especially the issue of active prosthesis 

control. The goal is to perform a comprehensive analysis, design and construction of a mobile pros-

thetic system that, based on the analysis of sensory data (such as an EMG signal from multiple chan-

nels), can correctly classify a gesture and subsequent moving of the limb model. The measurements 

and test are executed on the real constructed system, which consists of the InMoov robotic hand, the 

Raspberry Pi controller and accessories. The results are critically evaluated, and future improvements 

are discussed. 

Keywords: Active prosthesis, EMG, classification, Raspberry Pi, InMoov 

1 INTRODUCTION 

Currently there are rapid developments in the field of prosthetics, especially systems of actively con-

trolled prostheses using advanced classification methods. Fast prototyping based on 3D printing al-

lows to create high number of these solutions. This enables cheap development and implementation 

in comparison to commercial products. It is possible to consider using these systems in problematic 

areas of prosthetics – using it in developing countries and child prosthetics. This work focuses on the 

selection of a suitable open source model of the limb and the method of connection with the acqui-

sition system. The main part is then aimed at the classification task. The selection of a suitable clas-

sifier, feature space and training procedure is one of the most significant fields which the success and 

applicability of active prostheses is based on. The importance of this work lies in the assessment of 

the functionality and real usability of a simple design solution of an active prosthesis, as well as in 

finding the optimal parameters and potential limits of EMG signal classification. Most of the scien-

tific literature uses expensive immobile systems for testing, which in principle cannot be applied in 

practice. 

2 DESIGNED SYSTEM 

The designed active limb system is based on a relatively simple connection scheme shown in Figure 

1. The robotic model InMoov is used [3]. Based on the application of 3D printing, a functional model 

of the upper limb is constructed. It allows 6 DOF using 6 rotation servomotors MG996R, which are 

controlled by PWM driver PCA9685. Acquisition of the EMG signal is enabled by connecting My-

oWare amplifier with AD converter ADS1115 (16-bit, 860 Hz). Accelerometric and gyroscopic data 

are obtained by means of the MPU6050 module. The main control unit is the Raspberry Pi 2B (ARM 

Cortex-A7, 1.47 GFLOPS, I2C baudrate setting: 100 kBd), which works on the official distribution 

of the Raspbian OS. All software codes were written in Python 3 language using several supporting 

libraries. The program enables controlling by a connected numeric keypad, execution of a script for 

passive prosthesis mode, learning mode (selection of SVM and LDA algorithms) and active prosthe-

sis mode. Important information is displayed on the included 16x2 LCD. All hardware resources are 

selected in order to create a compact device that allows performing all functions without the need of 

a network adapter. Therefore, a standard 5V Li-Pol battery (power bank) can be used for power 

supply. Having regards to users’ safety, this eliminates the possibility of getting a dangerous electric 

60



shock. The mentioned parts are fully interconnected and functional, which allows subsequent data 

collection and analysis. 

 

Figure 1: connection of main components of the active prosthesis 

  

Figure 2: illustration of the active prosthesis prototype. Left: active prosthesis; right: control unit. 

3 CLASSIFICATION 

In the current phase of the development, only the sensing of EMG signals from four channels and 

subsequent classification into a specific class of gestures was implemented. In order to improve func-

tionality of the prosthesis, future application of accelerometric data is already being considered.  In 

order to increase the robustness of the system, information about the position can be used to create 

several classification subcategories. Learning a classifier to recognize a smaller number of gestures, 

in the case of the user´s activity (walking, physical activity), could be an example. Subsequently, the 

automatic calm mode detection selects the other classifier with a greater number of gestures (typing, 

finer manipulation with objects). From a wide range of upper limb movements, only key gestures, 

which will facilitate the user's everyday life most, were selected. The analysis of these key gestures 

were performed on the basis of the work [1] [4], the graphical representation is shown in Figure 3 

 

Figure 3: overview of key gestures 
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3.1 FEATURE SPACE 

The selection of appropriate features belongs to one of the most discussed topics in the field of active 

prostheses. This work used the results of a series of testing [6], on the basis of which these features 

have been chosen: MAV, WL, ZC, WAMP, AR and SampEn. During the initial testing, a correlation 

between the features of MAV and WL was found. Therefore, it is recommended to delete one of 

these features from the dataset. If short-time windows for signal acquisition are selected, SampEn 

features do not contribute to improving the classification results. 

3.2 CLASSIFIER 

An analysis of the current trends in the application of gesture recognition was performed [2] [5]. 

Based on the evaluation of the average success rate and regarding the specific computing possibilities 

of the system, LDA and SVM classifiers were selected. The success of EMG signal classification is 

mainly influenced by the correct selection of the features and electrode placement. The very choice 

of the classifier has less impact on the success. 

3.3 ELECTRODE PLACEMENT 

At the present stage, a set of two adhesive electrode placement schemes has been developed, as 

shown in Figure 4. The individual schemes success rate will be compared in the following chapter. 

Scheme No. 1 allows the possible application of a prosthetic system for patients with trans carpal 

amputation and exarticulation of the wrist. Scheme No. 2 allows the application also for trans radial 

amputations of the upper limb. 

Scheme 1 

 

Scheme 2 

 

  

Figure 4: electrode placement (MyoWare amplifiers) 

4 TESTING AND RESULTS 

Testing was performed on one healthy subject at rest position. The electrodes were applied to the 

right forearm according to the schemes above. SVM and LDA classifiers with the mentioned features 

were used. 4 measurements were performed for each scheme. Due to the low success of the rotation 

gesture classification and the inability of the prosthesis model to perform a lateral grip gesture, these 

gestures were excluded from testing. Proper classification of the rotation gesture will be a part of 

subsequent intensive research.  600 samples were obtained from individual measurements. 180 of 

them were randomly selected in order to evaluate the success of the classification. Due to the large 

quantities of the available results, a detailed overview will be given only for the more successful 

SVM classifier. The success of the LDA classifier was several percent lower. The results of the SVM 

classifier for the worst case of the 4 measurements available for a given scheme, including the con-

fusion matrix and the t-SNE graph, are shown in Figure 5 and Figure 6. The t-SNE graph was selected 

due to the use of many features (40) projected into 2D space. This makes it easy to observe and 

compare the classifier's ability to create clusters into individual categories. The measurement was 
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validated on the basis of real-time gesture classification with subjective evaluation. In this case suc-

cess drop in the range of 10-15% can be observed. The decrease can be caused by rapid changes in 

the gestures performing. 

Figure 5: results of the SVM classifier, electrode placement: scheme 1  

Classification results: 

 
 

 

Figure 6: results of the SVM classifier, electrode placement: scheme 2 

5 CONCLUSION 

According to the achieved results, it can be stated that with the correct localization of the electrodes 

and selection of suitable classification features, satisfactory results of recognition of basic gestures 

can be achieved (90% success rate). The assembled active prosthesis is fully functional and allows 

displaying the learned gestures in real time after being connected to the main unit. The typical algo-

rithm delay is in the range of 300-500 ms. The designed system works completely independently, 

miniaturization of the assembly can achieve the desired mobility. 
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Abstract: Computed tomography allows for nondestructive evaluation of samples. It is commonly
used for many industrial and scientific applications. Some devices are capable of submicron reso-
lutions, but this often comes at the cost of a limited field of view. Techniques that extend the field
of view can greatly enhance the versatility of these scanners. One such technique is presented here.
It is implemented on the Rigaku Nano3DX, almost doubling its lateral field of view. The method
utilizes a standard reconstruction algorithm, and yields faithful reconstructions of scanned samples
without the need for a larger detector.

Keywords: X-ray, computed tomography, field-of-view extension, offset scan

1 INTRODUCTION

Transmission X-ray computed tomography (CT) is an imaging modality used for non-destructive
visualization of internal structures of objects. It is commonly used in medicine, various industrial
fields, and scientific research. [1] Some specialized submicron CT scanners are capable of producing
high-resolution images, with resolutions below a micrometer. [2]

The field of view (FoV) of standard CT scanners is limited mainly by the size of a scanner’s detector
array. For submicron CT scanners, the widths of FoVs are often in the range of single millimeters or
smaller, which is a major restriction. Increasing the FoV by using a larger detector is straightforward
in principle, but often impractical or not feasible in reality. An alternative approach, which uses the
original detector, can greatly increase the versatility of these devices without requiring complicated
hardware modifications.

This work presents an FoV extension method that allows for a nearly two-fold increase of the FoV.
It is based on offsetting the sample, and its axis of rotation (AoR), to one side. The approach is im-
plemented using the Rigaku Nano3DX X-ray microscope. Trials on simulated data show the method
faithfully reconstructs cross-sections of large samples and yields images comparable in quality to ones
created using a larger detector array. The method is referred to as an offset scan from this point.

2 MATERIALS AND METHODS

2.1 RIGAKU NANO3DX

The Rigaku Nano3DX [3] is an X-ray microscope capable of high-resolution CT measurements.
The sample is placed close to the detector, and at a much greater distance from the X-ray source,
leading to greater measurement stability, higher X-ray flux, and a low amount of beam divergence.
The Nano3DX offers five degrees of freedom: 3-D translation, rotation around an axis parallel
to the detector plane, and translation of the AoR in the T-stage, which is parallel to the detector
plane, and perpendicular to the AoR. This T-stage enables the presented FoV extension approach. [3]
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2.2 TEST DATA

The offset-scan approach was tested on four synthetic images, listed in table 1. Two projection
datasets were formed for each image, simulating the geometry of the Nano3DX, and with the same
amount of views across a 2π angular range. The first, offset-scan dataset simulated an AoR offset and
1.8-fold FoV extension. The second, full-detector dataset had no offset, and the detector used was
1.8 times wider than in the first case. The presented method was used for the offset-scan dataset, and
the Feldkamp-Davis-Kress algorithm (FDK) was used for reconstruction of both sets, using the same
settings each time. Images were assessed both subjectively by comparing both reconstructions for
each image, and objectively through peak signal-to-noise ratio (PSNR) and feature similarity in-
dex (FSIM). [9] Additionally, a sample of a tablet was scanned using the standard and extended FoVs
to validate the practical merit of the offset-scan method. The presented method was implemented
using Matlab R2018b, and the ASTRA toolbox was used for reconstruction. [4, 5]

3 FIELD-OF-VIEW EXTENSION METHOD

The presented FoV extension method depends on offsetting the AoR of the sample. It is based on ap-
proaches such as the one described by Chen et al. [6] Projections are acquired over an angular range
of 2π. The next steps of the method are estimation of the AoR’s position, a transform onto a vir-
tual detector, weighting of redundant data, padding, and finally reconstruction using an appropriate
algorithm, such as FDK (fig. 1).

Offset-scan
acquisition

AoR
determination

Projection
transformation

Projection
weighting

Padding Reconstruction

Figure 1: Flowchart of the presented method.

3.1 AXIS-OF-ROTATION POSITION ESTIMATION

Upon acquisition, offset-scan data are analyzed to determine where the AoR projects onto the de-
tector. This is crucial, as an incorrect AoR position results in double edges or tuning-fork artifacts
in the reconstruction. A reasonable compromise is to apply an automatic method for a rapid first
estimate, and follow this by a manual check to ensure good accuracy.

Donath et al. [7] propose an AoR estimation method based on evaluating reconstructions for different
AoR estimates. Three metrics are suggested in [7], but a different one has been applied here: the mean
gradient magnitude of the reconstructed image. A curve formed by mean gradient magnitudes of
reconstructions at a range of AoR estimates is detrended, its envelope is calculated, and the AoR
at the maximum of the envelope is taken as the final AoR estimate.

3.2 VIRTUAL DETECTOR TRANSFORM

Reconstruction algorithms based on filtered backprojection (FBP) assume the central ray of the X-ray
beam intersects the AoR at a right angle, and is orthogonal to the detector plane. [1] This is not
the case when the AoR is offset relative to a stationary source and detector. Therefore, projections are
transformed onto a slightly rotated virtual detector. Cone angles in the Nano3DX are relatively small,
so the applied transform is subtle.

3.3 PROJECTION WEIGHTING

In the offset-scan approach, there is an overlap in the data around the AoR. Rays in this region are
recorded twice over a 2π scan, whereas outer regions of the sample are scanned only once. The central
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region needs to be weighted to account for data redundancy. [6]

Simply removing redundant parts of projections would result in streak artifacts in FBP-based recon-
structions. [8] Such artifacts are avoided when a smooth, typically sine-based weighting function is
applied. Such a function must also ensure that it assigns a weight of 1 to non-redundant data, and that
weights for two corresponding redundant datapoints add up to one. [6, 8]

3.4 PADDING AND TOMOGRAPHIC RECONSTRUCTION

After AoR determination, projection transform, and weighting of redundant data, the dataset is padded
by zeroes to move the AoR to the middle of projections. The cone-beam reconstruction algorithm
FDK is then applied. [6] For one-dimensional projections, this reduces to a fan-beam weighted FBP.

4 RESULTS AND DISCUSSION

Objective metrics for the two sets of synthetic images (Table 1) show that both reconstructions in each
set are close in quality. Values of metrics for offset-scan data are slightly lower than full-detector
values, most likely because every ray in full-detector data was measured twice across a 2π range,
leading to lower noise. This is not the case for most of the FoV in offset-scan data.

Apart from the marginally higher amount of noise in offset-scan data, there is no significant differ-
ence between the two types of images. There is no difference in scale between offset-scan data and
full-detector reconstructions, and any loss of resolution caused by interpolation during the detector
transform step is negligible for this particular scan geometry.

Reconstructed cross-sections in fig. 2 show the amount of FoV extension enabled by the presented
method. The offset-scan method also helps reduce artifacts caused by truncated data, which are
apparent in fig. 2A. This may be crucial in applications that benefit from undistorted gray values in
the reconstruction, such as segmentation.

Table 1: Objective image quality metrics for simulated data (FD - full detector, OS - offset scan).
Dataset PSNR (FD) [dB] PSNR (OS) [dB] FSIM (FD) [-] FSIM (OS) [-]
Concentric rings 22.8400 22.1467 0.9994 0.9993
Grid 14.3180 13.9362 0.9987 0.9983
Siemens star 16.2160 14.4491 0.9975 0.9950
Shepp-Logan 28.2391 27.2125 0.9898 0.9888

5 CONCLUSION

An FoV extension approach for CT was presented, based on offsetting the AoR of a sample while
scanning. The method was tested on synthetic data and yielded images on par with datasets that used
a 1.8-times wider detector. Using the described approach, the Nano3DX is capable of performing
scans of larger samples at very high resolutions, expanding the range of applications of this machine.
Further testing on real datasets is planned in order to verify the functionality of the offset-scan method.
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Figure 2: Reconstructed cross-sections of a tablet (original FoV in A, extended in B).
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Abstract: This article focuses on real-time detection of activity in electromyographical signal. 

The study is based on controlling the therapeutic game through the muscle activity, called 

myofeedback. Many different algorithms can be used to detect EMG signal. Nowadays there is 

rapid development of artificial intelligence not only in biomedical engineering. In this paper there 

is implemented convolutional neural network for signal segmentation with accuracy 97,13%. 
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1 INTRODUCTION 

This work deals with sensing the electromyographic signal (EMG) and detecting muscle activity 

in real time. Electromyography is used in the diagnosis and therapy of the musculoskeletal 

or nervous system. To increase the motivation of the proband, a therapeutic game based 

on myofeedback was designed and implemented. The game is used to measure and possibly 

improve the user's reaction time. 

There are a large number of methods that can be used to detect activity in an EMG signal. These 

can be based, for example, on thresholding, wavelet transform, empirical signal decomposition 

or artificial intelligence. [1] In order to calculate the reaction time, it is desirable that the chosen 

method of activity detection in the EMG record be as accurate as possible and at the same time 

the data processing time is minimal.  

In recent years, there has been a rapid development of artificial intelligence, which also increases 

the popularity of these methods in solving segmentation problems. In most cases, however, these 

are two-dimensional signals (images), not one-dimensional signals. Equipping already learned 

networks is very fast. In this work, a convolutional neural network with U-Net structure was 

designed and programmed for signal classification. The network classifies individual samples 

of the EMG signal into two categories - resting sections and sections representing muscle activity, 

which then allows the calculation of the proband's reaction time. 

2 BIOFEEDBACK 

Biofeedback, or biological feedback, is used for therapeutic purposes in various medical 

disciplines. This technique is based on real-time recording of a biological signal. Feedback is most 

often communicated to the patient in audio or visual form. The patient's task is to achieve 

a predefined goal. For greater motivation, a game is very often implemented, which is controlled 

based on signal evaluation. [2] 

This work focuses on myofeedback, which is feedback using an electromyographic signal. 

Myofeedback finds application in both diagnostics and therapy. Using myofeedback, it is possible 

to determine the proband's reactions to stimuli from the environment. It is a very widespread 

clinical technique in rehabilitation, intended for patients with disorders of the central nervous 

system (CNS) and patients with diseases or spinal cord injuries. The probe may not be able 
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to function the limbs, but still has the ability to activate the muscles and it is possible to sense 

the EMG signal, which extends the field of application to robotic limbs controlled by the signal. [2] 

3 THERAPEUTIC GAME 

In the work, a therapeutic racing game controlled by muscle activity was implemented. The task 

of the proband is to control the game of contractions and expansion of the muscle and to react as 

quickly as possible to the surrounding stimuli. The aim of the game is to avoid obstacles, react 

quickly enough to the relevant stimuli and thus achieve the highest possible score. 

The development of the game is outlined in Figure 1. During the game, the color of the traffic light 

changes at random time, to which the player must respond within three seconds by moving the limb 

(pedal simulation), otherwise the game ends. At the same time, they must avoid oncoming vehicles. 

If the oncoming vehicle is an ambulance, it will sound and the same reaction is required as when 

the traffic light changes color and the car disappears. During the game there is a gradual 

acceleration, which increases the difficulty. At the end of the game, the reaction times 

of the probands are displayed - the average and the best reaction time. 

  

Figure 1: Therapeutic game 

4 EMG SIGNAL RECORDING AND PROCESSING 

The BITalino platform is used to record the EMG signal. It is hardware designed to record 

biological signals. An important parameter is the sampling frequency, which was selected 

as the maximum possible - 1000 Hz. The signal is stored in the BITalina tank and then loaded 

into the computer in the window. The window must be long enough to be informative, but it cannot 

be too long due to the long response time. The signal from BITalina is transmitted to the computer 

via Bluetooth 2.0, which causes a transmission delay in the range of 90-130 ms. The total delay is 

therefore given by the sum of the delay caused by the transmission (90-130 ms), the size 

of the loaded window (100 ms), the signal processing time (max. 5 ms) and the displaying 

of the corresponding response in the game (max. 3 ms). 

In 20 probands, lower limb movement was recorded when the pedal was depressed. During 

the recording, the patient can sit or even stand. The electrodes for sensing the signal are placed 

on the lower limb according to the SENIAM recommendation, where to measure the activity 

of the gastrocnemius lateralis muscle, the active electrode should be placed in one third between 

the head of the fibula and the heel. [3] 

4.1 U-NET NEURAL NETWORK 

It is very important for myofeedback that the signal processing is realized in a very short time, 

ideally real-time. However, for the purpose of calculating reaction times, the accuracy of detection 

cannot be reduced. For these reasons, the convolutional neural network U-Net was selected 

and implemented, the calculation of which can be performed on a computer graphics card.  

U-Net is a fully connected convolutional network, its structure is shown in Figure 2 on the left. It 

consists of two sections - an encoder and a decoder. The dimensions of a feature map are shown 

at the bottom left corner of the element. The value above the rectangle indicates the number of 

channels. The arrows represent the individual operations according to the legend in the picture. [4] 
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The input of the designed neural network is the raw signal, so no signal preprocessing is required. 

In the descending part (encoder) the signal size decreases. Convolution operations create feature 

maps, these data are normalized and are an input to the activation function ReLU, the course 

of which is outlined in Figure 2 at the top right. The "max pool" operation performs data 

subsampling. From a window the size of two samples, only the sample with the higher value is 

always left, which halves the signal. This operation is described in Figure 2 at the bottom right. 

In the ascending part (decoder) the signal is resampled. 

 

 

 

Figure 2: Hierarchy of convolutional neural network U-Net [4] 

For network training, a database of manually annotated signals was created, which were marked 

at the site of apparent muscle activity. The annotation takes the form of assigning a binary value 

to each signal sample: 0 for calm EMG, 1 for activity. An example of annotated signals is shown 

in Figure 3. The database is divided into a training and test set, with the training set containing 544 

signals and a test set of 42 signals. 

  
Figure 3: Manually annotated signals 

When learning the network, the Adam optimization algorithm is used, which is very efficient. 

Adam uses adaptive learning speeds for various parameters. The difference between the network 

output and the reference data is described by the "Cross-Entropy" error function. When training 

a network, a "dropout" is included in the output layer, which helps reduce the interdependencies 

between neurons, thereby reducing the likelihood of re-learning and making the neural network 

more robust. The output of the network is a signal in which all samples are classified into two 

categories (calm / activity), as shown in Figure 4 on the right. Figure 4 on the left shows the output 

of the designed U-Net. 

4.2 REAL-TIME DETECTION AND RESULTS 

The signal from BITalina is read in windows with a size of 100 samples. A signal length of 1024 

samples is required at the input of the neural network. Since immediate processing of the current 
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section of the signal is required, this section is connected to the previous, already recorded, signal 

so as to produce a signal of the desired length - 1024 samples. 

  
Figure 4: Neural network output, detection of EMG activity 

The signal was processed by three different algorithms - the U-Net neural network, the Support 

Vector Machine (SVM) and the thresholding of the signal modified by the TKEO operator. 

The calculation was performed on a computer with an Intel i5 processor and an NVIDIA GeForce 

940MX graphics card. The results of the methods are compared in Table 1.  

Method Accuracy [%] Sensitivty [%] Specificity [%] Time [ms] 

U-Net 97,13 96,50 97,30 4,61 

SVM 95,36 94,82 95,47 2,03 

TKEO 94,71 90,54 96,19 1,45 

Table 1: Comparison of detection results by different methods 

5 CONCLUSION 

An approach for EMG signal processing was designed and implemented in the work, the output 

of which are signal samples classified into two categories: muscle activity or calm. Compared 

to other implemented methods, U-Net achieves the highest accuracy (97.13 %). The accuracy 

of the detection is important especially for the subsequent calculation of the reaction time. 

The processing of one section of the signal by the U-Net method takes an average of 4.61 ms, but 

a maximum of 5 ms, which is sufficient for the proposed game. The implemented therapeutic game 

is used to measure the reaction time, and possible to improve it. 
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Abstract: In this paper, we present a method for detection of intracranial haemorrhages in the head 

CT data using convolutional neural networks. We introduce three 2D image classifiers that perform 

in three perpendicular anatomical planes and classify the CT slices into healthy or pathological, 

whereby they provide the information about the position of the haemorrhage in the 3D CT image. 

The accuracies of the three models are 90.19%, 88.15%, and 80.90% for the axial, sagittal and cor-

onal plane.  

Keywords: Intracranial haemorrhage, CT, classification, detection, convolutional neural network 

1 INTRODUCTION 

Intracranial haemorrhage is a common disease, which can affect various intracranial structures. 

This diagnosis represents a significant problem because of causing severe disabilities, and due to its 

high mortality risk. [1] Even a delay of a few minutes can cause death; therefore, the early determi-

nation of the diagnosis is of great importance. Computed tomography (CT) is the most common 

imaging modality used for examination of patients suspected of having a haemorrhage. However, 

traditional visual CT scan inspection done by radiologists is time-consuming. It demands 

the presence of an expert and requires a high level of concentration. False results can be easily 

caused by tiredness, focus on other diseases, or other human errors. Therefore, automated systems 

capable of detecting haemorrhages have been developed, which provide fast diagnosis estimation. 

Such a system helps the radiologist to make correct diagnostic conclusions. Nowadays, automated 

diagnostic systems are based on the machine learning methods thanks to their fast inference capa-

bility and the ability to perform complex tasks. [2]  

Recently, many papers about machine learning-based automated detection of intracranial haemor-

rhages have been published. Chilamkurthy et al. (2018) [3] have described an approach to detection 

of all five types of haemorrhages (intraparenchymal, intraventricular, subdural, epidural, and sub-

arachnoid) in 2D CT slices based on a combination of convolutional neural network (CNN) archi-

tecture ResNet18 and random forests. Two datasets are described: training dataset Qure25k, which 

includes 21 095 3D scans, and publicly available test dataset CQ500, which contains 491 scans. 

The authors have achieved an area under the receiver operating characteristics curve (AUC) 

0.9419. Grewal et al. (2018) [2] have proposed slice-level CNN classification architecture Dense-

Net and a recurrent neural network for incorporating the 3D context. Training and testing datasets 

with 185 and 77 CT scans respectively are described, and the authors have demonstrated the accu-

racy of 81.82%.  Cho et al. (2019) [4] have described a method for haemorrhage and its five types 

detection, which consists of several cascaded CNN models. The authors have achieved a sensitivity 

of 97.91% and specificity 98.76 % with a dataset with more than a hundred thousand CT scans.  

This paper describes an approach of the detection of intracranial haemorrhages based on CNN due 

to their excellent performance potential without the need of relevant feature extraction. The de-
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scribed detection method is based on series of three CNN classifiers performing in axial, sagittal 

and coronal anatomical planes. 

2 AVAILABLE DATASET 

The authors of [3] (2018) collected a head CT dataset CQ500 containing 491 scans, that is made 

available for public access and is used in our method. The anonymized scans were obtained from 

different CT scanners from various radiology centers. Every scan fulfils the conditions that the sub-

ject is more than seven years old and does not have any post-operative defects, and in addition, 

there should be at least one non-contrast CT series with a soft reconstruction kernel. 

In addition, the annotations based on evaluations by three independent radiologists are available in 

the form of patient´s diagnosis. The CT data include scans of healthy subjects as well as scans with 

all types of intracranial haemorrhages together with the information about affected hemisphere, age 

(chronic or not) and about the presence or absence of a midline shift, mass effect, and fractures. [3] 

For our purposes, mentioned annotations need to be extended in the way of labelling the presence 

or absence of the haemorrhage in each 2D image. We created expert slice-level annotations of the 

presence of the haemorrhages and their types for individual slices in the axial, sagittal and coronal 

plane. However, for slices of the 3D scan to be annotated, the pathology must be observed by the 

majority of the radiologists [3]. Some of the slices may show more than one type of haemorrhage. 

3 METHODS 

The proposed method of the haemorrhages detection in a head 3D CT scan is based on a consecu-

tive classification of 2D slices in mutually perpendicular anatomical planes: axial, sagittal and cor-

onal. Three classification subsystems based on CNN are trained for the determination of the find-

ings in the slices. Together, these three subsystems form a system that provides the final 3D bound-

ing box via the classification of the individual slices.  

3.1 EXPERIMENTAL DATA 

Non-contrast scans from the CQ500 dataset (194 with and 221 without a finding) are used. The da-

taset is randomly divided into mutually disjunct subsets for training and testing in the ratio of 7:3. 

An approximate number of 2D images in the individual subsets are shown in Table 1.    

All of the used slices are subjected to a pre-processing in the form of resampling to the size 

224×224.  

 
Training subset Testing subset 

Axial Sagital Coronal Axial Sagital Coronal 

Pathological 6k 10k 15k 3k 5k 8k 

Healthy 8k 19k 20k 3k 8k 8k 

Total 14k 29k 35k 6k 13k 16k 

Table 1: An approximate number of images in the training and testing subsets for the anatomi-

cal planes. 

3.2 CNN 

The CNN architecture ResNet50 [5] pre-trained on the ImageNet dataset [6] is chosen as the classi-

fier of the slices in the three planes. The architecture is modified to be able to classify images into 

two categories (pathological or healthy slice). The networks for the three planes are fine-tuned with 

the images of the training subset with an augmentation in the form of a random reflection, slight 

translation and rotation in every epoch, together with a random data shuffle. In the case of each 
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network, the Adam optimisation method [7] was used. Other training parameters are listed in Table 

2.  

 Mini-Batch Epochs Init. LR L2 reg. 

Axial 30 5 10-4 10-8 

Sagital 24 3 10-4 0.005 

Coronal 24 4 10-4 10-8 

Table 2: Training parameters of the classification networks for the three anatomical planes.  

4 RESULTS AND DISCUSSION 

Three trained classifiers are validated on the prepared testing sets. The accuracy which is defined as 

the ratio of true positive detections to the number of tested images was chosen to evaluate the per-

formance. The fine-tuned classification models achieve 90.19%, 88.15%, and 80.90% accuracy for 

the axial, sagittal and coronal planes respectively. The examples of true positive axial slices are 

shown in Figure 1, which points out the ability of the classifier to distinguish various types of 

haemorrhages despite their large size and shape variability.   

 

Figure 1: True positive axial slice classification results (the arrow denotes the haemorrhages). 

In most cases the classifiers perform well and predict correct labels. False classification might ap-

pear; however, such a situation might occur while processing some hardly noticeable haemorrhages 

or marginal slices (see Figure 2). This minority misclassifications may be caused by the hardly dis-

tinguishable bleeding of small size. 

 

Figure 2: False negative axial slice classification results (the arrow denotes the haemorrhages). 

The proposed method of the haemorrhage detection has great potential for computer aid diagnostic 

systems, forasmuch as it can warn a radiologist of the suspicion of a finding. It can roughly demark 

the affected region, which may minimize the chances for missing the haemorrhage by an oversight. 

Besides, the algorithm may reduce the time needed for diagnosis identification. The incorporation 

of such an algorithm into CT systems may help to prevent permanent disability or even death. 
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5 CONCLUSION 

The automated detection of intracranial haemorrhages in CT scans has great medical potential, as 

a functioning algorithm incorporated into a CT system may prevent even patient’s death. We intro-

duce a detection approach based on three classification CNN-based models working in three mutu-

ally perpendicular anatomical planes. The nets have been fine-tuned for detection and localisation 

of intracranial haemorrhages as classification task. The paper describes the preparation of the train-

ing and testing dataset, the process of networks training, and their validation. The proposed classi-

fiers achieve 90.19%, 88.15%, and 80.90% accuracy for the axial, sagittal and coronal planes re-

spectively. These results point out the great potential of the algorithm as a tool for acceleration and 

refinement of the final diagnosis. 
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Abstract: The presented paper describes a novel algorithm for processing unique molecular identi-

fiers (UMIs) without mapping to a reference genome. For the past few years, there has been a rapid 

rise in the use of sequencing technologies and progress in bioinformatics tools. However, available 

tools for processing UMIs are usually relative computationally demanding and time-consuming 

which led us to design and develop a new algorithm as well as to implement some available soft-

ware to provide an effective estimation of the total number of unique molecules. My_UMI_tool 

performs four major steps: preprocessing of an input file, clustering by UMIs, clustering by se-

quence similarity, and marking duplicates to generate final file.  

Keywords: unique molecular identifiers (UMIs), next-generation sequencing (NGS), PCR error 

1 INTRODUCTION 

As each individual and organism has a specific nucleotide sequence, DNA sequencing can provide 

insights into diversity and evolution of organisms that cannot be grown in cultures in the laboratory 

and therefore are not easy to study. With the availability of sequencing technologies, study and 

analysis of nucleic acid composition for specific applications is accomplished and will be helpful in 

the area of basic science as well as translational research areas. Many high-throughput sequencing 

platforms require PCR amplification to be performed before sequencing [1]. Nevertheless, different 

molecules are amplified with unequal probabilities so this step can easily lead to certain sequences 

becoming excessively presented in the final library. Therefore, random oligonucleotide barcodes, 

otherwise referred to as UMIs, are added to DNA fragments before PCR amplification to distin-

guish between identical copies arising from distinct molecules and PCR duplicates arising from the 

same molecule [2]. Duplicate sequencing reads produced by PCR amplification may lead to men-

tioned biases which reduce quantitative accuracy and cause misleading interpretation of sequencing 

results [3].  

2 MATERIALS AND METHODS 

2.1 ANALYSED DATA 

In this paper, samples prepared by two different protocols from Chronic Lymphocytic Leukemia 

(CLL) patients are studied. Data generated from Formalin-Fixation and Paraffin-Embedding 

(FFPE) sample have some advantages over data from Freshly Frozen (FF) sample including abun-

dance and availability [4]. On the other hand, the sample is highly degraded and chemically modi-

fied, which could affect the final accuracy. However, as shown in Figure 1, there is a strong corre-

lation of 0.841 (Pearson) of gene expression between FFPE and FF sample pair. Library of se-

quences was subsequently generated by all-in-one library preparation protocol QuantSeq 3’ 

mRNA-Seq Library Prep Kit [5] with an additional module with UMIs.  
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2.2 NOVEL ALGORITHM 

The presented tool avoids time consuming alignment before deduplication in order to design fast 

algorithm that can efficiently determine the absolute number of unique molecules by identifying 

duplicate reads.  Firstly, as shown in Figure 2, the novel algorithm requires FASTA or FASTQ file 

as an input. In preprocessing stage, UMIs are extracted from read sequences, afterwards added to 

the read name and with corresponding sequences stored to a separate file. According to UMIs, se-

quences are clustered to generate read groups only with the same UMI. Using versatile open-source 

tool VSEARCH [6], reads of each group are clustered by sequence similarity using global pairwise 

sequence comparison. Grouped sequences are additionally filtered by using a cutoff alignment 

score to identify reads originated from the same fragment. As an output, FASTA or FASTQ file 

with marked duplicates is generated.  

 

Figure 2: Schematic diagram of the proposed algorithm 

 

Figure 1: Correlation plot of gene expression in FFPE and FF sample pair 
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2.3 RESULTS 

As shown in Table 1, when comparing results from the proposed My_UMI_tool method to those 

obtained by available tool UMI-tools [1] for handling UMIs in NGS data sets, it must be pointed 

out that a high percentage of sequences in both samples are clustered and mapped identically in 

both tools. From this standpoint, it can be considered that these sequences are mapped correctly.  

In this samples, UMIs are six bases long and it is important to highlight the fact that even UMIs 

with three error bases were grouped by UMI-tools together and this could be considered as very 

exaggerative. In line with the ideas of UMI-tools and its acceptance of UMI errors, it can be con-

cluded that 5.7 % of sequences in FFPE sample and 14.5 % of sequences in FF sample are there-

fore clustered by My_UMI_tool more complexly in smaller groups.  

In contrast, My_UMI_tool expects UMIs to be without any error bases and corresponding 2.1 % 

of sequences in FFPE sample and 2.2 % of sequences in FF sample, more complexly grouped by 

UMI-tools, could be the result of mentioned alignment before deduplication. After the alignment, 

reads aligned to the genome with the same mapping position are grouped together and then, by ex-

amining all UMIs at the single locus, clustered by different methods to resolve UMI errors.  

 

 FFPE sample 

[%] 

FF sample  

[%] 

Clustered in both tools 92.2 83.3 

Clustered in My_UMI_tool 5.7 14.5 

Clustered in UMI-tools 2.1 2.2 

Table 1: Comparison results between the proposed My_UMI_tool and UMI-tools method 

 

3 CONCLUSIONS 

As stated at the beginning of this paper, the main purpose was to design fast and memory-efficient 

algorithm to determine the absolute number of unique molecules by identifying duplicate reads.  

The results show that avoiding time-consuming alignment before deduplication does not seem to 

impact the final determination of the absolute number of unique molecules and are equal to or bet-

ter than results that are currently accepted. One limitation of our implementation is that we expect 

UMIs to be without any error base and this could be slightly considered in the future. The problem 

is that during PCR or sequencing, UMI errors, such as nucleotide deletion insertions or substitu-

tions, could occur. However, there are reasons to doubt how UMI-tools take UMI errors into ac-

count. As we stated before, it is very debatable and final clusters are considered ambiguous. Fur-

thermore, we believe that the option with the same UMI and some errors in sequences is still more 

possible than errors in mapped positions and at the same time error in UMIs. Under certain as-

sumptions, our tool can be therefore construed as more probable.  

In summary, this paper argued that My_UMI_tool is a valuable tool for deduplicating next-

generation sequencing data using UMIs, where duplicate reads are removed from the sample to 

prepare data for downstream analysis. Apart from existing tools, My_UMI_tool is designed to 

avoid alignment before deduplication and therefore will fill the gap in the currently available tools. 

Consequently, we believe that this tool will be useful in a variety of applications that use UMIs to 

improve the accuracy of NGS assays. In conclusion, My_UMI_tool is provided as an open-source 

and is freely available online at https://github.com/lujbarilikova/My_UMI_tool.git.  
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Abstract: This paper describes the method of using H∞ optimization for tweaking of the existing
structured controller. This method is presented on an example of LQG controller for the classical
problem of the inverted pendulum on a cart. This means, that it is applicable not only on controller
problems, but also on observer problems.
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1 DESCRIPTION OF CONTROLLED SYSTEM AND USED CONTROLLER

Assumed model of the inverted pendulum on a cart is shown in figure 1. This model has one input,
force F , and four states. Those are cart position x, cart acceleration ẋ, pendulum angle θ and angular
acceleration θ̇. Further assume, that the only directly measured states are x and θ. This assumption
corresponds to reality, since the acceleration measurement is usually substituted with a differential
approximation using measured data of x and θ.

Figure 1: Inverted pendulum scheme

The problem of keeping the pendulum in an upright position has been solved using an LQG control.
Details of this design are not concern of this article. As seen in the figure 5, the LQG solution
successfully stabilizes the pendulum in the upright position. The cart position x control quality is
poor, so it needs to be improved.

2 USING H∞ OPTIMIZATION FOR CONTROL QUALITY IMPROVEMENT

Since the LQG control is a special case of H2 controller synthesis problem [1], the LQG controller
tuning using H2 norm optimization seems to be an obvious solution, but similarity of the LQG and
H2 synthesis is shown to be rather obstruction. Using H2 synthesis, even using a dynamic weights,
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weight matrix that is not constant over all frequencies, does not offer any direct advantage over the
classical LQG design using weight matrices W, V,R and Q.

Figure 2: LQG problem defined as H2 optimization problem [1]

H∞ synthesis on the other hand, optimizes peaks of optimized frequency characteristics, and so def-
inition of the desired control characteristics using dynamic weights is simpler. To adjust an existing
controller, or observer, the LQG problem first needs to be reformulated to the standard H∞ state
controller synthesis problem. As a next step, weights that will differ most at the adjustment target
frequencies from the original design, to achieve the desired adjusted frequency characteristics, has to
be designed. Example of this weights design is to be seen in next chapter.[1], [2]

Figure 3: LQG problem reformulated as H∞ state controller synthesis problem with sensitivity
and complementary sensitivity weights, WS and WT respectively.

3 EXAMPLE OF USING H∞ SYNTHESIS FOR LQG CONTROLLER ADJUSTMENT

In the figure 4, there are frequency characteristics of the original and the adjusted LQG controller. It
is obvious, that singular values of the original position sensitivity function σ(Sx) is inappropriately
shaped, because the shape should be similar to low pass filter, and therefore control error should
consist of noise only.

At first, the weights were selected such that they differ as little as possible from original singular
characteristics, despite being first order dynamic weights. Target of this is to design as similar to the
original controller as possible. Then, weight WSx has been adjusted so that a low frequency gain of
σ(Sx) was suppressed. That should lead to suppressing the control error.

Synthesis has been done in MATLAB, utilizing command hinfstruct from robust control tool-
box, that allows H∞ synthesis of controllers with predefined structure. Since H∞ optimization of

81



such systems is not generally convex problem, the optimization ran repeatedly with random initial
conditions to avoid local minimum solution. Controller and observer matrices L and K has been
resynthetized using H∞ optimization.[3], [4]

Low frequency gain of σ(Sx) is indeed suppressed in H∞ solution, which caused shifting of all other
singular characteristics to higher frequencies. Also, spike has been created in σ(Sθ) and σ(S

θ̇
). This

could lead to increased noise sensitivity of design. Results can be compared in the figure 4.

Note, that the weights does not bound state observer, nor controller output, which means, that singular
characteristics of these signals could be affected by H∞ optimization.
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Figure 4: Singular characteristics of individual signals of sensitivity and complementary
sensitivity functions compared to weights WS and WT .

4 RESULTS OF USING H∞ SYNTHESIS FOR LQG CONTROLLER ADJUSTMENT

The method is demonstrated on the inverted pendulum on a cart example. Results can be observed in
the figure 5, that displays a simulation of original and adjusted controllers. The simulation consists
of two parts. First part shows simulation of state controller part only, assuming that all states are
measured. In this period, the state observers are stabilized. For second part of the simulation, only
states x and θ are measured and the system is controlled by using the LQG controller.

The cart position control quality has been increased compared to the original controller, as visible
from figure 5. Since the controller output has not been bounded, it is generally bigger in the adjusted
control. Also, the noise sensitivity of the adjusted LQG is visible, which was expected.

Results show, that by using this method the user is capable of adjusting an existing LQG controller.
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Figure 5: The original and H∞ adjusted LQG control comparison. For all the state variables,
setpoints are set to zero.

5 CONCLUSION

The main target of this article is to demonstrate the possibility of using H∞ optimization to adjust
an existing LQG controller. This method is now simple to implement, thanks to hinfstruct [4]
command in robust control toolbox in MATLAB. The method consists of a few steps. The first step is
reformulation to the standard H∞ state controller synthesis problem. The optimization weights needs
to be designed, so that spikes appear where the singular characteristics needs to be attenuated and
valley appears where it needs to be amplified. In order to attenuate all spikes, H∞ optimization leads
to the desired adjustment. This method has been successfully demonstrated on the inverted pendulum
on a cart example. Using this method, cart position control quality has been increased compared to
the original controller.
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Abstract: This paper describes ways of integrating Ryze Tello UAVs (Unmanned Aerial Vehicles)
with existing robotic systems. The main focus of this paper is the creation of bridging software and
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Keywords: unmanned aerial vehicle, multi-robot system, UAV, ROS, Rust

1 INTRODUCTION AND MOTIVATION

Ryze Tello UAVs (Unmanned Aerial Vehicles) (shown in the figure 1) are cheap and small UAVs
that are originally aimed at students to study programming or being simply a toy. On the other
hand the manufacturer provides a simple API (Application Programming Interface) based on UDP
(User Datagram Protocol) datagrams that can be used to control the behavior of the UAV as well as
reading some status information from it. Alongside with an on-board camera with video streaming
capabilities, this makes the drone a good candidate for a research device, especially for UAV swarm
research (an example of such swarm is shown in the figure 2) or research in UAV-UGV (Unmanned
Ground Vehicle) cooperation.

There are two versions of the UAV - the Tello and Tello EDU, the latter one being more suitable for
introduction to programming as it features a kit that can be used for simple visual robot navigation.
The Tello can be controlled wirelessly using a mobile device via Wi-Fi, where it acts as an access
point [1]. On the other hand, the Tello EDU allows for being connected to an external access point
as a standard Wi-Fi station. This seems promising as it would allow for connecting multiple UAVs
to a single access point, therefore allowing for easy implementation of robotic swarms. The problem
with this configuration is that the video feed is not accessible in station mode, which disables one
of the main advantages of the UAV - the real-time video stream. That means that then it cannot be
used for visual navigation or SLAM (Simultaneous Localization and Mapping) and for example for
reconnaissance with UGV-cooperation.

This paper aims at removing this problem by creating bridging hardware and software which doesn’t
require the drone to be switched to the station mode, therefore also eliminating the need to buy the
more expensive EDU version.
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Figure 1: Ryze Tello UAV [2]. Figure 2: An example of an UAV swarm
equipped with lights [3].

2 METHODOLOGY

This section describes the hardware and software used and developed as well as different approaches
of doing so, as the bridging software can be implemented using at least three different ways.

2.1 HARDWARE

Hardware used for the software bridge needs to meet following conditions:

• have a working Wi-Fi and ethernet network interface,

• have enough computing power to allow for video encoding and streaming.

For simplicity of implementation, a Raspberry Pi single-board computer was used, more specifically
version 3B which was the first one to have a Wi-Fi interface and also enough computing power.

During development, it was also discovered that the UAV is not designed to withstand prolonged
periods of being placed on a table with no airflow which results in overheating leading to frequent
shutdowns. A simple PC case fan can be placed below the UAV, therefore mitigating the problem. In
the future development integrated charging could also be implemented.

2.2 SOFTWARE

There are at least three approaches to developing the bridging software. These approaches differ only
in the ways of controlling the UAV, video streaming implementation remains the same for all of them.
The approaches are:

• direct retransmission of control and status datagrams,

• control and status datagram translation,

• using the ROS node to control the UAV.

2.2.1 DIRECT RETRANSMISSION OF CONTROL AND STATUS DATAGRAMS

Direct retransmission of control and status datagrams is the most straightforward way of controlling
the UAV. The principle is simple, the bridging computer opens the same ports on its ethernet interface
as the ports that are opened on the UAV, where it receives the control data originally meant for the
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UAV and sends them to it. Then it opens a port on which the UAV sends its status data to and sends
the status data back to the control computer. With this configuration, the program on the bridging
computer sends whatever data is received from the control computer directly to the UAV and when
there are status data available from the UAV, they are sent to the control computer. The whole process
is schematically shown in the figure 3. And an example of code in the Rust programming language is
shown in the listing 1.

Control 
Computer

Bridge 
Computer

Tello
UAV

ethernet

Control 
Computer

ethernet Wi-Fi Wi-Fi

8889 8889

88908890

8889 8889

192.168.10.1/2410.y.y.y/8 192.168.10.2/24
10.x.x.x/8

Figure 3: A simple schematic diagram depicting direct retransmission bridge.

1 l e t t e l l o _ c o n t r o l _ s o c k e t = UdpSocket : : b ind ( " 1 9 2 . 1 6 8 . 1 0 . 2 : 9 0 0 9 " ) . unwrap ( ) ;
2 l e t t e l l o _ s t a t e _ s o c k e t = UdpSocket : : b ind ( " 1 9 2 . 1 6 8 . 1 0 . 2 : 8 8 9 0 " ) . unwrap ( ) ;
3 l e t c o n t r o l _ s o c k e t = UdpSocket : : b ind ( " 0 . 0 . 0 . 0 : 8 8 8 9 " ) . unwrap ( ) ;
4 loop {
5 l e t mut b u f f e r : [ u8 ; 1500] = [ 0 ; 1 5 0 0 ] ;
6 match c o n t r o l _ s o c k e t . r e cv_ f rom (&mut b u f f e r ) {
7 Ok ( ( s i z e , a d d r e s s ) ) => {
8 c o n t r o l l e r _ a d d r e s s = a d d r e s s . i p ( ) . t o _ s t r i n g ( ) ;
9 t e l l o _ c o n t r o l _ s o c k e t . s e n d _ t o (& b u f f e r [ 0 . . s i z e ] , " 1 9 2 . 1 6 8 . 1 0 . 1 : 8 8 8 9 " ) ;

10 }
11 E r r ( _ ) => {}
12 }
13 match t e l l o _ c o n t r o l _ s o c k e t . r e cv_ f rom (&mut b u f f e r ) {
14 Ok ( ( s i z e , a d d r e s s ) ) => {
15 c o n t r o l _ s o c k e t . s e n d _ t o (& b u f f e r [ 0 . . s i z e ] , f o r m a t ! ( " {} :8889 " , &

c o n t r o l l e r _ a d d r e s s ) ) ;
16 }
17 E r r ( _ ) => {}
18 }
19 match t e l l o _ s t a t e _ s o c k e t . r e cv_ f rom (&mut b u f f e r ) {
20 Ok ( ( s i z e , a d d r e s s ) ) => {
21 c o n t r o l _ s o c k e t . s e n d _ t o (& b u f f e r [ 0 . . s i z e ] , f o r m a t ! ( " {} :8890 " , &

c o n t r o l l e r _ a d d r e s s ) ) ;
22 }
23 E r r ( _ ) => {}
24 }
25 s t d : : t h r e a d : : s l e e p ( D u r a t i o n : : f r o m _ m i l l i s ( 1 0 ) ) ;
26 }

Listing 1: Implementation of the direct retransmission approach.

This approach was tested and seemed to work quite well. The advantage of this approach is that
the existing libraries and tools developed to control the UAV can be used, just by changing the IP
addresses and the way video is streamed. The disadvantage is that this approach still requires the
maintenance of custom software and changes to video streaming.
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2.2.2 CONTROL AND STATUS DATAGRAM TRANSLATION

The second approach is similar to the first one, but with the difference that a custom control and status
data model is employed. This means that the designer of the robotic system has complete control over
the data being sent to the bridging computer the UAV. There is also room for adding, for example,
some control logic to the bridge, such as autoland safety features that are not dependent on the control
program. This approach was tested and seemed to work quite well. The advantages of this approach
are clear - custom functions can be implemented and a standardized communication interface can be
used. The disadvantages remain the same as with the previous approach - maintenance of custom
software is required.

2.2.3 USING ROS NODE TO CONTROL THE UAV

The last approach is especially suitable for ROS (Robot Operating System) based robotic systems.
As ROS is a distributed system a ROS node used to control the UAV can be run on the bridging
computer. This is the easiest approach for all ROS enabled robotic systems as nodes for the Tello
UAV are already prepared and ready for immediate use [4, 5, 6]. These nodes could also publish
images which result in handling the live video stream in a very clean way.

2.2.4 VIDEO STREAMING

Retransmission of the video can be implemented using various audio/video streaming utilities, such
as FFmpeg or GStreamer. In this case, GStreamer was used. The goal was to set-up an RTSP (Real-
Time Streaming Protocol) streaming server serving the UAV video stream. The GStreamer pipeline
was adopted and modified from a tutorial [7], while the RTSP server code in Rust was adopted from
GStreamer-rs repository [8]. Based on some experiments, the server should be launched only after
the UAV is commanded to begin streaming and with some delay.

3 RESULTS

3.1 BRIDGING DRONE CONTROL, STATUS, AND VIDEO STREAM

In the last section, three different approaches to implement bridging algorithms were described. The
first two were tested as a part of this paper and the preliminary testing showed that they work reason-
ably well. The ROS based approach was not directly tested, however it is believed to be thoroughly
tested by other ROS users as well as students of the DCI FEEC Robotics and AI research group [6].

3.2 DEVELOPING BRIDGING SOFTWARE IN RUST

Another part of this paper was testing the suitability of the Rust programming language for robotic
applications. During the work on this paper, an implementation of the Tello SDK (Software Develop-
ment Kit) in Rust was developed as well as both of the bridge implementations. The area where Rust
language stood out was memory safety in multi-threaded applications - the controller was checking
for data races, etc. Another strong suit of the language is interoperability with C which allowed the
use of the GStreamer Rust bindings, therefore allowing us to use an existing high-level library instead
of developing a custom one. A feature of the language that was also used was its fully-featured stan-
dard library which conveniently out of the box supports, for example, UDP sockets. The disadvantage
of the language was lack of remote development tooling which meant that the bridging code couldn’t
be run and debugged directly in the bridging computer.
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4 CONCLUSIONS & FUTURE WORK

The aim of this paper was to explore approaches of integrating Tello UAVs into various multi-robot
systems and to test suitability of Rust programming language for robotic applications.

The paper describes three approaches of integration of the UAVs with their advantages and disad-
vantages. For easy testing, the first one seems to be an optimal solution as it simply retransmits all
communication. The other two approaches are suitable for integrating into an existing robotic system
- whether it uses ROS or a custom communication protocol.

As for the suitability of using Rust for robotic applications, so far the safety features have proven
useful in avoiding data races. C language interoperability was also successfully demonstrated and
tested by integrating GStreamer bindings library. Rust language’s standard library which already
contains prepared implementations of many useful features such as UDP sockets etc. is extremely
useful for jumpstarting software development.

In the future, the UAV will be implemented into the ATEROS robotic system and used for experi-
menting with indoor navigation and robotic swarms. As for the Rust programming language, it will
be further evaluated - more specifically in areas such as direct hardware interfaces, tools, and ROS
nodes.
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Abstract: This paper describes the design and development of a prototype of a handheld controller
that should be used to remotely control a robot during a field/service robotics mission. The controller
is equipped with a touch screen display, that shows a video feed from robot’s cameras and its status
information, joysticks and buttons for controlling the robot and also an ethernet port for connecting
external communication interfaces. Broken out HDMI and USB ports are used to connect an AR
(Augumented Reality)/VR(Virtual Reality) headset with a head movement sensor, thus allowing for
telepresence in the field . The secondary aim of the paper is to evaluate the Rust programming
language in terms of directly interfacing hardware.

Keywords: handheld controller, field robotics, service robotics, telepresence

1 INTRODUCTION MOTIVATION

In the DCI FEEC robotics group, there is quite a long history of attempts to make a handheld con-
troller usable for their robots [1]. One of the earliest attempts consisted of a backpack with a PC as
shown in the figure 1, which was controlled via a gamepad and equipped with a telepresence enabled
headset [2]. Furthermore, a truly handheld controller was developed, as shown in the picture 2. Such a
controller used a Raspberry Pi single-board computer, a touchscreen display and built-in joysticks and
buttons, thus it was a direct predecessor of the controller being described in this article. The problem
with this design was bad ergonomics, as the placement of the controls was not optimal and there was
a bag containing the computer and the battery on the back of the controller that was two times higher
than the controller itself. Furthermore, there was never any universal controlling software developed
and it lacked telepresence capabilities, as the Raspberry Pi version used doesn’t have enough com-
puting power. The controller which is described in this paper aims to solve the problems that were
present in the previous versions - in the end being truly a handheld controller with good ergonomics,
being telepresence capable and serving as a good platform for running robot control software.
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Figure 1: Backpack based telepresence
robot controller.

Figure 2: First version of a handheld robot
computer developed by the robotic group.

2 METHODOLOGY

This section describes requirements that need to be met by the final product, as well as how these
requirements were met in hardware and software.

2.1 HANDHELD OPERATION

In order to allow for handheld operation, the controller needs to be wireless both for power and
for data transmission (it must not require permanent wired LAN (Local Area Network) connection).
It was therefore designed to have a built-in battery. The battery is a custom welded 4S2P (4 cells in
series and 2 of those series in parallel) battery pack made out of 18650 Li-ion cells. This configuration
means that the nominal voltage of the pack is 14.8 V and its capacity is roughly 6 Ah. The battery pack
was equipped with a BMS (Battery Management System) for balancing the pack and for overcurrent
and undervoltage protection. A step-down converter was utilized to convert the input voltage to the
5 V suitable for the control computer. There is a switch on top of the case as well as a barrel connector
suitable for charging.

The controller needs to somehow display data and video feed and also provide controls. Data and
video feed are shown on a 7“ LCD (Liquid Crystal Display) with a touch screen. Apart from the
touchscreen, it is important to also have some controls with tactile feedback - such as joysticks and
buttons, therefore the controller is built with two joysticks and eight buttons, where there are a joystick
and four buttons on each side. The aforementioned buttons are connected directly to the control
computer, while the joysticks are connected via an MCP3008 ADC (Analog-Digital Converter) using
SPI (Serial Peripheral Interface).

2.2 COMPUTING POWER AND CONNECTIVITY

In order to allow for telepresence operation and running control software, a control computer with
sufficient computing power needed to be used. In this case, a Raspberry Pi 4B was chosen as it
features 4 GB of on-board RAM (Random Access Memory), 4 core ARM processor and two micro
HDMI outputs capable of displaying 4K video [3]. These features alongside multiple GPIO (General
Purpose Input Output), gigabit ethernet and four USBs (Universal Serial Bus) make it extremely
suitable for our needs. The telepresence system can be connected to the micro HDMI connector
using an HDMI/micro HDMI adapter integrated in the controller, while the head tracking unit can
be connected via one of the USB ports, that are available on the bottom of the controller. When
compared to other computers and SBCs (Single Board Computers), the Raspberry Pi provides a very
good price/performance ratio, can drive up to two 4K displays and has an excellent software support.
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The robots can be connected to the controller in various ways. If the robot isn’t equipped with a
wireless interface, it can be connected via an ethernet or USB cable. If the robot connects using a
standard 802.11 Wi-Fi, the onboard Wi-fi interface of the Raspberry Pi can be utilized. As for robots
that use non-standard wireless links, additional communication interfaces can be connected using the
ethernet port, the USB or in special cases even using the on-board GPIOs. For those potential external
interfaces, the charging barrel connector may be used as a power source.

2.3 ROBOT CONTROL SOFTWARE COMPATIBILITY

The robot control software running on the controller should not be dependent on the hardware, which
means that there shouldn’t be any hardware (interface) dependant code, meaning that there is a need
for some kind of hardware abstraction. In this case, the whole hardware implementation was ab-
stracted using networking - a UDP API (User Datagram Protocol, Application Programming Inter-
face) was defined in the control software. The control software then binds a specific port on the
localhost and listens for incoming datagrams containing state of the control buttons and joystick.
This way the control software can stay hardware independent.

The program interfacing with the hardware was developed in the Rust programming language using
their embedded HAL (Hardware Abstraction Layer) that allows for using the same code for device
interfacing on Linux as on embedded MCUs [4]. This way an open-source library for MCP3008 could
be used from Rust’s crate ecosystem. There is also a library crate that was used for interfacing with
Raspberry Pi’s GPIO and SPI. The program periodically sends datagrams with the structure shown in
the table 1.

left buttons right buttons left joystick x left joystick y right joystick x right joystick y
1 B 1 B 4 B 4 B 4 B 4 B

Table 1: Structure of a datagram sent from the program interfacing with joysticks and buttons

3 RESULTS

3.1 DESIGNING HANDHELD ROBOT CONTROLLER

The aim of this paper was to describe the design and development of a handheld robot controller that
should allow remote control of robots in field robotics missions. Such a controller was developed and
certain aspects of its development were described here. The most important aspect of the development
was certainly extensibility of use in the future, which is enabled by the computing power of the used
computer, its many connectivity options, and also allowing for the control software to be hardware-
agnostic by using a simple UDP based hardware abstraction. A working prototype of the controller
can be seen in the figure 3, while a demonstration of the controller with a connected telepresence
headset is shown in the figure 4.

3.2 INTERFACING HARDWARE WITH RUST

The secondary aim of this paper was to test how well the Rust programming language could be
used when directly interfacing with hardware - in this case manipulating with GPIO of the control
computer and accessing MCP3008 ADC using SPI. Rust’s hardware support ecosystem seems vast
and the community around it seems to be developing a lot of drivers and language support even for
embedded ARM processors. They leveraged one important feature of the language - traits, which
allowed to develop platform agnostic drivers for many peripherals, meaning that the same code could
run on Linux as well as embedded microcontrollers. The problem, however, seems to be the lack of
tooling, which means that there is no option of remote development, that would allow running and
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debugging of the software directly on the control computer, while the code is developed on a standard
PC.

Figure 3: New handheld controller being
used to control Orpheus X3.

Figure 4: New handheld controller with
telepresence headset enabled.

4 CONCLUSIONS FUTURE WORK

This paper described the development of a prototype robot controller that should be useful for field
robotics missions and is capable of telepresence. It was tested with the Orpheus X3 robot during the
RegionTour fair, where it experienced some problems with wireless communication, but thanks to its
architecture, it was possible to control the robot using a direct ethernet connection.

The Rust programming language seems to be quite suitable for directly interfacing hardware as apart
from its standard safety features, a wide range of libraries (crates) are being developed to speed up
development and there seems to be a quite large community working on bringing the language closer
to bare metal devices.

More development will be done on the controller in the future software-wise, as full support for
telepresence is yet to be developed because only a basic support is developed as of now. Hardware-
wise, there will be many changes as this current design is still a prototype that is for example too thick.
The thickness issue will be addressed by replacing the 18650 cells with flat Li-poly cells. The display
will also be replaced using a bigger one with better resolution. In order to provide more ergonomics
to the operator, the tactile switches will be replaced with rubber-dome ones.
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Abstract: The problem of nonunified approaches to giving arc erosion ratios is addressed for the
application of molded case circuit breakers (MCCBs) in the range 6.5-10 kA. Charge, Joule’s integral
and arc energy are compared as possible quantities to use for ratios of mass loss. The linearity of the
relationship of mass loss to those quantities was used as the main metric.

By this metric the ratio to charge was chosen as the most reliable one. But this relation was constant
only for fixed contacts with arcrunners. For the moving contact, the mass loss ratio was a linear
function of the effective value of the passing current.

Keywords: arc erosion, MCCB, mass loss, erosion ratios

1 INTRODUCTION

The design process of a switching device contact system needs to address a number of things, ranging
from delivering low enough contact resistance to prevent softening and welding of the contacts to
providing suitable environment for arc root movement.

To accomplish all of these functions, the contacts should ideally remain the same during the whole
life cycle of the device. Alas, this is not achievable due to several factors. Namely corrosion, fretting
and arc erosion. All of these need to be taken into consideration when designing a new product.

In circuit breakers, the main stress on a contact material occurs during breaking of high short circuit
currents and therefore, is mainly influenced by arc erosion. And as such, there is a high demand for
ways to calculate or estimate the mass loss during the life time of the device.

However, the rate of erosion still has not been described even approximately close to provide enough
support in designing a contact system without previous experience with a similar construction.

To provide comparable data from measurements for different breaking operations, different ratios
of mass loss to a quantity corresponding to energy absorbed by the electrode are used. The most
commonly used ones are: charge passed during the switching time

∫
idt, Joule’s integral

∫
i2dt or

total power losses in arc
∫

iuadt.

The reasoning behind using different ratios is that different device heat up the contacts via different
mechanisms. For example, the Joule’s integral is being used when the predominant power losses are
in the contacts themselves. The total power losses are used when radiation heat transfer from the arc
causes the greatest part of contacts heating up. But there are yet no clear distinctions to which are to
be used when. [1]

In order to tackle this problem, several tests were carried out on MCCBs in current range 6.5-10 kA.
The measured mass losses were compared in different ratios with the quantities mentioned above.
These ratios were determined for future development of the contact dimensions and contact overtravel
of the particular MCCB used for testing.
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2 EXPERIMENTAL SETUP

The tests were carried out as one phase shortcircuit tests on a MCCB in current range 6.5-10 kA,
power factor 0.5, frequency 50 Hz, switching angle 60◦, voltage 731 V and the instantaneous tripping
current was set to 1.25 kA. Current and voltage were measured. Before and after each test, all contacts
were removed from the breaker and weighed.

Figure 1: Experimental setup

The contact system of the MCCB consisted of one moving contact (2) and two fixed contact (1) pieces
as shown in fig. 2. The upper fixed contact was is further labeled as cathode and the lower one as
anode. All test were carried out with the same polarity and all occurrences of arcs burning for more
than one half-period were removed from the data.

Figure 2: Contact system [2]

The moving contacts had area 5x5 mm and were made of Ag-W. Both fixed contacts were made of
Ag-C and had area 7x7 mm. And both fixed contacts had additional 7x7 arcrunners situated towards
the arc chute.

3 RESULTS AND DISCUSSION

The first three graphs plot mass losses as functions of
∫

idt,
∫

i2dt and
∫

iuadt. The used current was
not taken into consideration in these graphs.

Most authors [4] were trying to express the mass loss as a function in the following form:

∆m = K ·
∫

in ·um
a dt (1)

Where K is a parameter given for the design of the contact system.

96



To validate if there is this linear relationship, linear regression was used, Pearson correlation coeffi-
cient was calculated and compared with the critical value for significance level 0.05, the value being
0.514 for the number of measurements. [3]

Figure 3: Comparison of used quantities

Table 1: Correlation coefficients

Only when plotted as a function of passed charge, the data give a reliable linear relationship. But this
still does not check fully if the mass loss behaves as stated in (1). This is due to the fact that (1) does
not account for the constant coefficient b in the general linear function y = ax+b. This was checked
by plotting the ratio of mass loss and

∫
idt as a function of effective value of the switching current.

The presumable reasons for overall lower correlation coefficients for fixed contacts is lower mass
loss in comparison to the moving contact. Therefore any phenomena like re-deposition of metal from
contacts or splitter plates, creation of metal oxides or deposition of carbon from the plastic casing will
have higher impact on the total mass loss. Additionally the arc is partially transferred onto the first
plate of the splitter plate array (see (3) fig. 2) and thus is not exposed to the arc for the full duration.
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Figure 4: Ratio of passed charge as a function of current

For the fixed contacts, the value of ratio over the whole interval 6.5-10 kA is close to constant. For
anode the change between value at 6.5 kA and 10 kA is 6.2 % with variation coefficient of 12.0 %
and for the cathode the change is 22.5 % with variation coefficient of 30.0 %. However, the moving
contact ratio still exhibits linear behaviour. For this, the equation (1) was altered to:

∆m = K f · I ·
∫

i ·dt (2)

With this, coefficient K f as a function of current yields a function with the change of 2.4 % and
variation coefficient of 16.4 % over the whole interval.

The difference between fixed and moving contacts is most probably caused by the presence of arcrun-
ners at the fixed contacts. Thus the arc root not burning in only one place but moving along the whole
contact. This points to a bigger role of evaporation in the moving contact erosion than in the case of
fixed contacts.

4 CONCLUSION

It has been shown that for MCCBs the ratio of mass loss to
∫

idt is the most suitable for the range of
currents 6.5-10 kA. But before these ratios can be used for future development of switching devices,
it needs to be discerned what their relationships to other circuit parameters and construction changes
are.
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Abstract: Operation and performance of lithium-ion batteries strongly depend on configuration of 

Battery Management System (BMS). Set parameters must ensure both safe and efficient operation 

of the battery and it must be coordinated with specific operation profile of connected power con-

verter. Whereas safe operation should be provided by safety assembly controlled by BMS, the effi-

cient operation is mainly provided by superior system through connected converter. The configura-

tion profile of battery is presented, its communication with energy system by Victron via CAN bus 

is evaluated, resulting performance of the system is examined and potential limitations are high-

lighted. A battery safety assembly for educational purposes is presented. 

Keywords: BMS, CANBUS, Victron, Orion Jr., Lithium-ion, battery, Power system 

1 INTRODUCTION 

Distributed electrical power generation with renewable sources such as solar energy reduces carbon 

footprint of electrical power. From grid operation point of view, it is also beneficial to match the 

generation and consumption locally. This may be achieved either by demand response or accumula-

tion. One of the suitable accumulators are lithium-ion batteries. 

Correct settings of battery parameters in BMS is essential for safe and effective battery operation. 

Wrong settings may result in serious damage, e.g. thermal runaway, as described in [1] and [2]. The 

fundamental protection is provided by BMS and supporting assembly. The assembly design is de-

scribed further in the work. Furthermore, coordination of individual cells settings in BMS and whole 

battery settings in the inverter is important for faultless operation. Another important aspect is to be 

familiar with behavior of the device systems and content of communication protocol. An observation 

and detailed specification of the protocol is necessary if the manufacturers don’t support each other’s 

products explicitly. In case of inverter by Victron and BMS by Orion, the communication protocol 

description must have been examined and it is part of this paper. Finally, the battery was cycled and 

the system setup was validated with comments on specific behavior of the battery. 

2 BATTERY ASSEMBLY 

The Lithium-ion battery with BMS are main parts of safety assembly which is responsible for dis-

connection when the operational limits are exceeded. The operational limits are Charge Current Limit 

(CCL) and Discharge Current Limit (DCL), which are calculated in BMS and are functions of battery 

temperature, State of Charge (SOC), individual cells voltages and cells internal resistance. Another 

event leading to battery disconnection might be faults (poor wiring, general BMS fault, etc.). 

The battery assembly consists of battery made of 14 cells connected in serial, while each cell is a 

parallel connection of two LiNiMNCoO2 (NMC) cells, cells contactor panel, current shunt, discon-

nection relay, BMS by Orion and fuse box. The electrical scheme of the assembly is in Figure 1. 
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Figure 1: Battery assembly for safety disconnection. 

3 DESCRIPTION OF BMS AND IN-

VERTER COMMUNICATION 

The CCL and DCL values are together with 

other battery parameters being sent to in-

verter control system through CAN bus. Alt-

hough the CAN protocol is standardized, the 

interpretation of messages content and iden-

tification differs among manufacturers in 

real applications. Therefore, it is beneficial 

to enable the frame customization, especially 

in BMS’s for general purpose. The BMS is 

also intended to operate in laboratory where 

inverters by various manufactures are tested 

and where practical workshops about differ-

ent hybrid system behavior with various 

electrochemical accumulators are held. BMS 

Orion Junior has been chosen due to its abil-

ity of customization. 

The best way how to obtain the communica-

tion protocol of a device is to find it in the 

operational manual. If the communication 

protocol is not included, it is necessary to ex-

amine the frame stream from communication busbar and derive the content. This is how the protocol 

can be specified alternatively. Inspection of the communication between inverter and one of the ex-

plicitly compatible battery (in this case BYD) must have been done. Obtained frames together with 

 

Table 1: CAN bus protocol frames derived from 

inverter by Victron and BMS by Orion. 

Frame ID Byte Data Length Res./Unit

Data 0

Data 1

Data 2

Data 3

Data 4

Data 5

Data 6

Data 7

Data 0

Data 1

Data 2

Data 3

Data 0

Data 1

Data 2

Data 3

Data 4

Data 5

Battery highest 

temperature
SINT16 0.1C

Battery current SINT16 0.1A0x356 / 854

Battery voltage SINT16 0.1V

SOH value UINT16 1%

0x355 / 853

SOC value UINT16 1%

Dc discharge cut 

voltage
UINT16 0.1V

Dc discharge 

current limitation
SINT16 0.1A

Dc charge current 

limitation
SINT16 0.1A

0x351 / 849

Battery charge 

voltage
UINT16 0.1V
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parameters are listed in Table 1. After this protocol was implemented into BMS by Orion, the battery 

appeared as a clone of the compatible battery in the inverter control system. 

4 BMS SETTINGS 

Cell voltage settings in BMS must be set in accordance with limiting voltage parameters defined by 

both cell and inverter operational limits. The asymmetrical distribution of voltage among cells during 

charging must be taken into consideration to avoid undesired disconnection. To avoid inverter dis-

connection due to low voltage, the minimal voltage limit of the cell in BMS is set above the inverter 

cut-off voltage limit. It is also possible to set SOC correction as a function of cell voltage to com-

pensate the SOC estimation error due to cell temperature and voltage disbalance. The voltage settings 

per one cell are listed inTable 2. The capacity of the battery has been set to 5.5 Ah according to cell 

datasheet. 

 

Table 2: Voltage parameters per one cell, values set in inverter are divided by 14 (number of cells 

in serial). 

The DCL and CCL derating as a function of temperature and SOC is depicted in Figure 2. To ensure 

the battery disconnection before inverter disconnection, the DCL is derated to 0A at 10% of SOC. 

  
Figure 2: DCL and CCL derating as a function of temperature and SOC. 
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5 BMS SETTING VALIDATION 

To validate the battery settings in both devices, charge and discharge curves has been recorded. The 

depicted curves show specific BMS and battery behaviour. In order to analyse the battery behaviour 

in whole operation range, the end of the measurement is considered as the moment of battery discon-

nection triggered by BMS.  

  

  

Figure 3: Battery charge using DC power source CC 5A, CV 58.5 (58.8)V (left). Battery dis-

charge using resistor 7.5 Ω (right). 

6 CONCLUSION 

The paper describes design of autonomous assembly, which is responsible for safe operation of Lith-

ium-ion batteries with BMS. The design was also validated and examples of charge and discharge 

curves, which led to settings adjustment, were described. Nevertheless, the battery should be cycled 

in full range of SOC several times after every setup to ensure correct BMS operation. During the 

cycling, the BMS adapts the SOC estimation algorithm to the battery parameters and thus the system 

works effectively. 
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The correction of SOC due to voltage 
occurred at 58.8 V (4.2 V/cell). The 
SOC correction may occur during first 
few cycles after battery setup. 

ΔSOC 85%; 4,66 Ah 
According to cell datasheet, the 10% SOC 
should correspond to 42V but 45.3V was 
measured. Real battery capacity is there-
fore higher than 5.5Ah and could be in-
creased in BMS settings to utilize the full 
battery capacity. 

The charge current was manually 
increased. The SOC was due to 
voltage corrected and the CCL 
was derated to 0A. Because the 
charge current wasn’t reduced, the 
battery was disconnected. 

The discharge curve ripple is caused 
by inequalities of the cells connected 
in parallel  
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Abstract: This article describes a designed of a holder for post-mortem XRD measurements of Li-ion, 

Na-ion and Li-S electrodes, which need to be performed in the inert atmosphere. The first part describes 

the measurement method and problems arising during the measurements of the samples. Subsequently, 

the design and construction of a new cell with hermetic insulation and sample displacement error cor-

rection possible during the operation of the diffractometer is described. Finally, the inert gas attenuation 

within the cell is theoretically calculated. The calculation is verified by practical measurements, and 

alternatives are proposed to improve the signal-to-noise ratio. 
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1 INTRODUCTION 

In recent years, increasing demands have been placed on the capacity and service life of electrochem-

ical cells. For this reason, research into the electrode materials used is ongoing. One of the possible 

and accurate methods for their characterization is X-ray diffraction spectroscopy (XRD) [1]. 

During measuring by XRD, there is a problem with intercalated samples, as they are extremely sen-

sitive to atmospheric influences due to the presence of alkali metals. Therefore, their hermetic isola-

tion into a suitable cell is necessary [2, 3]. This presents several complications that can distort the 

obtained data. 

The work describes a test accessory designed for the Rigaku device, which solves current problems 

and allows to achieve accurate results. 

2 PROBLEM 

A Rigaku Miniflex diffractometer is used for the measurement. It measures in the theta-2theta ar-

rangement (tilts the sample and the detector). The schematic drawing is in Fig.1 

 

Figure 1: Schematic drawing of theta-2theta arrangement 
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The source of radiation is an X-ray tube; the X-ray beam is limited by a horizontal and divergence 

slit (IHS, DS) and falls on the sample. Depending on the structure of the material, it is reflected and 

scanned by an energy-selective detector according to Bragg's equation (only the Cu-Kα spectral line 

is detected). The Soller slit (SS) is composed of parallel plates that shield radiation from directions 

outside the sample. 

For the correct measurement, the focal spot in the X-ray tube, the surface of the sample, and the 

detector must lie on an imaginary focus circle (FC). In the case of electrodes, where it is necessary 

to close them to the cell, it is not possible to precisely adjust the height. This results in a shift of the 

diffraction peaks. However, the studied structural changes after intercalation can have the same ef-

fect. Therefore, the data may be incorrect, and the analysis cannot be performed. 

Even the insulation of the sample itself is problematic. The used material must have good insulating 

properties, but also low attenuation for X-rays because the used energy is low (approx. 8 keV). Kap-

ton foil is often used, which can be glued directly to the sample in a standard holder [4]. However, 

our experiments show that the insulation is not sufficient because the samples became moisten. Better 

insulating properties has, for example, a "coffee bag" foil (CBF), in which a thin aluminum layer is 

applied to a polymeric carrier. On the other hand, it results in higher attenuation and significantly 

distorts the data by its own contribution to the diffractogram. 

3 SOLUTION 

Negative properties of the CBF can be reduced by placing it in a circle, where it lies outside the FC 

(limits the distortion) and the penetrated thickness of the material is the lowest (limits the attenua-

tion). For this purpose, various variants of accessories were created using additive technologies, see. 

Fig.2 and 3. 

 

Figure 2: Printed ABS cell (3D print) 

 

Figure 3: Glued PMMA cell with sample 

A comparison of the unwanted contribution of the CBF film depending on its location is shown in 

Fig. 4. It can be seen the contribution is negligible in case of circular placement. 

In both cases, the use of plastic causes moisture to penetrate despite prolonged drying before use. 

Assembly is difficult, the foil must be glued to the polished semicircles with a suitable tape in the 

glove box, and if the height of the sample is set inappropriately, no adjustment can take place. Despite 

these complications, these cells represent progress towards more successful results. 
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Figure 5: Comparison of peaks according to 

the gas in the cell 

Using the above findings, a new cell with better insulation was designed, facilitating handling in the 

glove box. The design also includes a positioning system that allows the electronic movement of the 

sample inside the diffractometer during operation. Fig. 6 is a design with labels, which will be further 

discussed, the photograph in Fig. 7 represents the current appearance of the real accessory. 

 

Figure 6: Design of a new cell with a position-

ing system 

 

Figure 7: Photo of the assembled product 

 

Holder (1) is made of duralumin rod. This material is light, sufficiently resistant to damage short 

threads, and, compared to iron, causes less distortion by the photoelectric effect. The foil (9) is fixed 

to a circular profile (for clarity it is not placed in the photo), which continues below the plane of the 

sample to facilitate manufacturing and allow polishing already on the lathe. The foil is held by press-

ing the seal (13) with round "U" profiles (8) screwed to the holder. The profiles in Fig. 7 are printed, 

the optimal inner diameter for the future turning of metal parts will be determined on them. The foil 

can be fixed outside the glove box and used indefinitely, as the sample is inserted from the bottom, 

glued to the sealing 'stopper' (11). Assembly is very simple compared to the previously mentioned 

variants. The cell is made so that it is possible to attach it to the goniometer of diffractometer even 

without a positioning system. 

Figure 4: Comparison of unwanted CBF  

contribution 
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The active component of the positioning system is the stepper motor (14). The control is provided 

by the driver Pololu A4983, which is controlled via a serial terminal by the ATmega 8 microcontrol-

ler. When turning it (200 steps/revolution) a movement of 2.5 μm per step can be achieved. Smooth 

chromed rods (6) anchored in coupling shafts (12) passing through linear ball bearings (2) serve to 

define the vertical movement. The backlash caused by the screw imprecisions is limited by a second 

nut (4), fixed by rivets (5), pressed by a spring (3) against the holder. In practice, this system consists 

of two springs on the screws, which setting the preload. 

The whole device is attached to the goniometer of the device by a base (12) through a spacer block 

(10). In reality, it was created by a system of small blocks, which allow rough adjustment of the 

height for cases of significantly different samples. 

4 DISCUSSION 

Measurements showed that the signal intensity decreased by 1.1% when using Kapton foil, and by 

3.6% with CBF. This data came from test measurements when there was air inside the cell. When 

measuring the electrodes, the interior is filled with argon from the glove box. The attenuation then 

increases with respect to the air by another 41% (see Fig. 7, where the intensity of the diffraction 

maximum of the graphite plane (002) is shown). When taking into account the standard value of 

atmospheric pressure (and the corresponding density ρ) and the diameter of the cell l, the attenuation 

can also be calculated theoretically (values of the mass attenuation coefficient µ obtained from tables 

[5]): 

 1 −
𝑒𝜇𝑚𝑎𝑠𝑠,𝐴𝑟∙ρ𝐴𝑟∙𝑙

𝑒𝜇𝑚𝑎𝑠𝑠,𝑎𝑖𝑟∙ρ𝑎𝑖𝑟∙𝑙 = 1 −
𝑒−84,84∙1,67∙10−3∙3,5

𝑒−6,93∙1,21∙10−3∙3,5
≅ 0,37 = 37 %. (1) 

The theoretical calculation is useful for the design of alternative accessories. It is obvious that the 

main component of the attenuation is argon. The calculation can lead to the conclusion that if helium, 

for example, is used instead, the radiation intensity will be almost 3% higher than in the case of 

measurements without any "obstacle", despite the presence of the foil. The intensity of the useful 

signal can also be increased by decreasing pressure. 

It is also possible to experiment with the type of used foil. The ability of the detector to select the 

energy corresponding to the spectral line Kα (≅ 8.0 keV) is limited. Typically, it also records the Kβ 

line (≅ 8.9 keV), which may result in two diffraction maxima for one crystallographic plane (results 

are confusing). Therefore, the so-called Kβ filter is used. It is a nickel plate (typically tens of micro-

metres) inserted in front of the detector. Its energy levels are arranged so that just behind the energy 

Kα the attenuation increases sharply due to the photoelectric effect and Kβ is significantly attenuated. 

The use of a nickel foil for sealing the cell and removing it in front of the detector will have the same 

effect and will not increase the attenuation as in the case of using the filter and the foil separately. 

5 CONCLUSION 

An accessory enabling post-mortem measurement by X-ray diffraction spectroscopy was designed 

and manufactured. The product allows hermetic isolation of samples in inert gas or vacuum environ-

ment. There is an insulating foil at the passage of the X-rays, which can be practically changed as 

needed outside the glove box. Inside the box, only the sample from the bottom is inserted, which 

closes the cell. This option significantly simplifies the work. 

The accessory includes a positioning system for sample displacement correction with a step of 

2.5 μm. The adjustment takes place electronically via the serial terminal during the operation of the 

diffractometer. If the sample contains an element with known crystallographic parameters, it is pos-

sible to adjust the height according to it, thus eliminating the sample displacement error and more 
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accurately evaluating the structural changes of the investigated material. The cell can also be used 

without a positioning system by clamping it directly into the goniometer of the Rigaku device. 

It has been calculated that by using suitable inert gases or decreasing the pressure, a higher signal-

to-noise ratio can be obtained than with conventional measurements, despite the presence of insulat-

ing foils. The theoretical calculation of attenuation is verified by practical measurements. The used 

foil can also be used as a Kβ filter. 
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Abstract: This paper is shortly describing the possibility to improve the thermal management of
microelectronics by implementing carbon-based materials, more exactly graphite foils. It explains
current thermal challenges in the field of microelectronics and moves to commonly used materials,
where it adds carbon allotropes into the scope, with a special focus on graphite foils. In the last part,
this paper contains a use case of the pyrolytic graphite sheet in thermal management.
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1 INTRODUCTION

We live in times where our pocket computers are way more powerful than our desktop computers
were a decade ago, and the techniques that were once a standard cannot achieve the required cooling.
Despite all of the development in the field of thermal management, there are still cases where devices
have poor architecture and their chips have to be throttled down not to overheat. But still, two main
materials being used in this field - aluminum and copper. In this paper, the option of using pyrolytic
graphite foil is introduced, followed by an example of the use, demonstrated using finite volume
method simulation in SolidWorks Flow Simulation.

2 THERMAL MANAGEMENT IN MICROELECTRONICS

Thermal management in microelectronics can be divided into parts, as the heat travels. In the cool-
ing applications, heat from the heat source must at first travel by thermal conduction of some kind
to a surface exposed to the cooling fluid. The system as a whole can be improved simply by reducing
the amount of heat produced by the heat source. The second way is by improving the thermal conduc-
tion, the path through the heat travels to the surface area. The next option is making the contact area
where heat can be exchanged between parts and systems the largest possible. Adjusting the cooling
fluid itself - its composition, density and heat transfer properties can also help.

2.1 CHALLENGES

The architecture of the electronics is creating non-uniform heat dissipation across the die surface,
with localized functional areas - so-called power-dense regions, where the density of power can be
five to ten times higher than the average of the die. Also, the number of metal layers interconnecting
the microprocessors technology had increased from seven in 2001 to thirteen in 2014. [1] At the
same time, these “System on a Chip” (SoC) are changing its structure from the 2D planar chip into a
3D structure with nanowires connecting different levels of the system creating a thermal architecture
maze with more attention needed. The packaging itself is also becoming more of a thermal challenge,
as the single flip-chip can be cooled down by classic techniques, but as the architecture is getting
more and more complicated, the layers are stacked one on top of another. And as the field of flexible
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electronics is becoming stronger and grows it brings questions about its thermal management and
cooling.

2.2 MATERIALS USED FOR THERMAL MANAGEMENT

Materials that are used have a high range of thermal conductivity, starting at 0.2 Wm−1K−1 for poly-
mers and going all the way up to 3450 Wm−1K−1 for diamond. [1] Aluminium is commonly used
for heat sinks in thermal management of microelectronics, because of the thermal conductivity of 220
Wm−1K−1 and low cost. [2] Copper has desirable properties for the use in thermal management,
starting with high thermal conductivity - around 400 Wm−1K−1, corrosion resistance, high allowable
stress, and internal pressure. Pure copper slug is the most common copper heat sink material and it is
also often used as heat spreader on the chips, as a cold plate for liquid cooling or heat pipe material.
[2]

ALLOTROPES OF CARBON, HIGHLY ORIENTED PYROLYTIC GRAPHITE - HOPG

Carbon occurs in two natural allotropes, diamond, and graphite. Both forms have different, but unique
physical properties like hardness, thermal and electric conductivity and lubrication behavior. For a
long time, these were the only two allotropes known, but that changed in 1985, with the discovery of
fullerenes, followed by carbon nanotubes in 1991 and then graphene in 2004. The youngest from the
carbon allotropes family is two-dimensional graphene, basically a single graphite sheet. Graphite can
be found and make into various forms, like crystalline - which are small flakes of graphite, amorphous
graphite, lump graphite, graphite fiber and highly oriented pyrolytic graphite (HOPG), which is highly
pure synthetic graphite.[3]

HOPG is based on pyrolytic carbon, which is produced by heating hydrocarbon to a temperature near
its decomposition, thus allowing the graphite to crystallize - pyrolysis. [4] HOPG has exceptionally
high thermal conductivity along the layer plane - as much as 1600 Wm−1K−1, and very small con-
ductivity at the plane perpendicular to the layer, where it can go as low as 7 Wm−1K−1. So it can
conduct heat one way but insulate the other. This anisotropy is caused by the structure, where layers
do have strong σ bonds, but parallel stacking of these layers are bonded by the van der Waals forces
caused by the interactions between π-electron clouds on the neighboring layers. [5] There are several
graphite products - foils and membranes - for the use in the field of microelectronics, with very high
heat conductivity. Based on pyrolytic carbon there is Pyroid-HT from MINTEQ, based on graphite
and Kapton it is PGS line from Panasonic. Based on natural graphite it is Grafoil from Graf Tech.[5]
Heat conductivity of these foils vary, depending both on thickness and manufacturer, but they do pro-
vide highly different heat conductivity in the layer plane and the plane perpendicular to the layer, with
differences as big as 1800 Wm−1K−1. [6]

3 USE CASES OF PYROLYTIC GRAPHITE SHEET

This simulation was made with a commercially available product - Pyrolytic Graphite Sheet (PGS)
from Panasonic. They have both catalog [7] and datasheet [8] available online, so the product infor-
mation from these sources was be used for the simulation, computed in SolidWorks Flow Simulation.
In this example, the use of PGS for transferring the temperature across the material with a bad heat
conductivity - poly-carbonate - will be demonstrated. This material was chosen as it is commonly
used for making various cases and boxes for electronics, so the example will simulate a possible use
case.

The design is simple: PCB board with IC chip with 0,5 W volume heat source on in, covered by
silicon and by 0,3 µm of material - poly-carbonate, aluminum, copper, or PGS - and covered by a
poly-carbonate desk. The dimensions can be seen in Table 1, and the cut through the model itself can
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Figure 1: Cut through the design with layers described bottom up - blue is PCB, pink is the IC,
yellow silicon, barely visible black layer is the thin added material, that is variable for each iteration

and the top green layer is the poly-carbonate.

be seen at Figure 1. On the same figure, you can see three control points, where the temperature is
measured. On the top and the sides of the poly-carbonate desk on the top of the design, there is a heat
transfer coefficient α = 10 Wm−2K−1, simulating air running over the plate.

Table 1: Dimensions of the design.
material dimensions [mm]

PCB 25 x 40 x 1
IC 9 x 9 x 1,2

Silicon 9 x 9 x 0,5
“material” 25 x 40 x 0,03

Poly-carbonate 35 x 50 x 1

Points are distributed subsequently: First one is at the bottom of the PCB, the second one is between
the PCB and the IC, and the third is on the poly-carbonate. All of these three points are aligned along
the z-axis.

In the Table 2, there are temperatures for the point mentioned above, for different materials, showing
that PGS can distribute the heat equally to the poly-carbonate plate, preceding the IC to overheat.
(The fourth material here - poly-carbonate - is in the simulation to show how would the temperature
spreading look like without anything added - but to show that the better heat spreading is not provided
only by extra volume, there is the 0,03 µm layer added.)

Table 2: Converged temperatures in three different points for four types of material.
material PCB [◦C] IC [◦C] poly-carbonate [◦C]

poly-carbonate 193,98 194,18 184,99
aluminium 58,18 58,38 56,12

copper 54,96 55,15 53,06
PGS 51,05 51,18 49,32

To even more understand the heat spreading, it can be demonstrated using maximal and minimal
temperatures on the top plate. In all four cases, the maximal and minimal temperatures are located
at the same spots - maximum in the middle of the plate, where the center of the IC lays underneath.
The minimum is then located in the corners. As can be seen in the Table 3, the PGS actually have the
lowest maximal temperature, but the highest minimal. That is a clear example of its heat conductivity,
as it leads the heat beneath the material to the most distant corner more effectively than any other
material used in this simulation.
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Table 3: Minimal and maximal temperatures of the top plate for different underlaid materials.
material minimum [◦C] maximum [◦C]

poly-carbonate 21,47 184,99
aluminium 25,70 56,12

copper 26,02 53,06
PGS 26,42 49,32

4 CONCLUSION

Thermal management of microelectronics has problems, such as the creation of hot spots, complicated
designs with 3D stacking of individual chips and flexible electronics and touchscreen devices. These
three challenges can be solved by using not only aluminum and copper but also a Pyrolytic Graphite
Sheet (PGS), which has great heat conductivity and it can be very thin and flexible. In the paper, there
was a demonstration comparing the PGS with traditional aluminum and copper, revealing that PGS
had 7% lower temperature than copper and 12% lower temperature than aluminum. This is showing
the possibility of use of PGS, especially considering its flexibility, ability to be layered with PET (thus
behaving as electric isolation) and because of the thickness of only 30 µm it can be used both between
components and inside of packages.
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1 INTRODUCTION 

The discovery of the alternating current initiated following widespread usage of three-phase mo-

tors, known for almost no need of any maintenance. In these days they can be found in the industri-

al sector on the one hand, but on the other hand they are also becoming more and more popular in 

consumer electronics, where they act as a replacement of traditional brushed motors. Some exam-

ples of this case represent blenders, vacuum cleaners, white goods and other household appliances. 

Three-phase motors can be found also in transportation vehicles, including electric bikes, electric 

cars, trains, trams, etc. Especially in vehicles that carry accumulators as a source of energy along 

with them, it is essential to convert this energy into suitable voltages to drive each phase of the mo-

tor and reduce any power loses to maximize overall efficiency and range. 

This article focuses on the solution of energy maximization which will be used as a part of the self-

balancing vehicle [1]. 

2 ROOT OF THE PROBLEM 

The previous solution of driving the permanent magnet motor in the self-balancing vehicle was 

based on a six-step commutation. It means that according to the rotor position sensed with Hall 

sensors, each phase was connected to the positive or negative pole of a power supply. The speed of 

the rotation was controlled by a pulse-width modulation duty. This method is simple and easy to 

implement, but its inefficiency rises with the rotational speed. The reason of this is the inductance 

of the stator winding, which causes a lag of the current, as a force-creating element, behind the 

driving voltage. The situation is shown in figure 1. The left side of the figure belongs to a simpli-

fied sketch of the rotor. The maximum force and efficiency could be obtained by pushing the mag-

net with an electromagnetic force perpendicular to the magnet longitudinal axis. In that case, the 

quadrature component, marked with letter Q, will be the highest, and the direct component, marked 

with letter D, will be eliminated. 
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Figure 1: The impact of the winding inductance while driving the motor 

The right side of the figure shows three situations. The first one assumes only the resistance of 

winding and no inductance, which implies that the voltage and current vector share the same orien-

tation. However, the situation in practice is much more like the second part, where the current vec-

tor lags behind the voltage vector, due to the previously mentioned and not negligible inductance. It 

is necessary to move the voltage vector ahead of the direction of the rotation to compensate this ef-

fect, which increases the impact of Q component, cancels impact of D component and maximizes 

the motor efficiency and performance. 

3 GENERAL SOLUTION 

The traditional solution to this problem is an implementation of a so-called field-oriented control, 

shown in figure 2. The currents flowing through each phase are measured and converted from a 

three-component representation into two components of a complex plane by using Edith Clarke’s 

transformation. However, both of these complex plane components named Iα and Iβ always change 

in accordance with the rotor position. Robert Park’s transformation is used to simplify subsequent 

mathematical calculations and to synchronize both components to the current rotor angle, resulting 

in creation of two almost static current components Id and Iq. These are fed into PI controllers, to 

minimize Id and keep Iq in the compliance with an external requirement. 

 

Figure 2: Field-oriented control scheme 

The next part of the control scheme consists of inverse transformations. Robert Park’s inverse 

transformation changes PI controllers outputs in terms of voltages Ud and Uq to the right value, de-

pending on the position of the rotor. Edith Clarke’s inverse transformation creates three compo-

nents again to drive each phase. The main disadvantage of this solution is its computational com-

plexity and the fact that the maximal voltage each phase can be driven with is 87 % of the nominal 
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power supply voltage. An advanced driving method should be employed to utilize the full magni-

tude of power supply voltage, for example Space Vector Pulse-Width Modulation (SVPWM), the 

third harmonic injection or the use of saddle-shaped profiles, resembling letter M, stored in the 

look-up table in microcontroller programme memory, as described in [2]. 

4 THE SOLUTION 

The stored driving waveforms and the inspiration taken from [3] serve as the main basis of the so-

lution shown in figure 3. The initial part of the control scheme is the same as in the previous exam-

ple. The phase currents are measured and gradually transformed into Id and Iq components. They 

act as a feedback to PI controllers simultaneously with current commands. The D part needs to be 

eliminated and Q part should be set accordingly to the output of a balancing algorithm, described in 

author’s previous article [1]. The principle of the balancing algorithm will not be analysed here, but 

for the purpose of the control algorithm it is essential to mention that it uses the arctan function to 

estimate the position of the driver from the data provided by the integrated accelerometer. The 

same function can be used to determine the angle of the voltage vector, given by Ud and Uq compo-

nents, and to advance the current position, given by the rotor angle, in the look-up table containing  

suitable driving waveforms. These waveforms are subsequently multiplied by a modulus of the 

voltage vector and in the form of a pulse-width modulation duty amplified in a power stage. 

 

Figure 3: Modified field-oriented control scheme 

There is no need to do backward transformations with the solution described above and whole con-

trol algorithm can be divided into two separate loops with a different speed of execution. The slow 

loop calculates all necessary quantities, while the fast one only reads the data from the look-up ta-

ble and scales them as necessary. There is also a possibility to see selected waveforms and set algo-

rithm coefficients in real time through PC application and to communicate with a smartphone, for 

example in order to check the battery voltage. 
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5 ELECTRONIC DESIGN 

The key part of the whole electronics, which is shown in figure 4, is the 32-bit Cortex-M3 micro-

controller STM32F103C8T6, clocked with a frequency of 32 MHz, performing all calculations de-

scribed above and providing the communication with external peripherals. These include the three-

axis accelerometer and gyroscope LSM6DS3 in a package and the UART to Wi-Fi bridge ESP-01 

containing the integrated circuit ESP8266. The power stage consists of three half-bridges, each one 

containing two N-MOS transistors YJG85G06A and a driver IRS21867. The current sensing in all 

three phases is done by three Hall effect based sensors ACS712 with a sensing range ± 30 A. The 

power supply stage contains a buck converter AOZ1282CI and a pair of AMS1117 voltage regula-

tors. The three-phase BLDC motor with the voltage and power rating 24 V and 500 W respectively 

stays the same from the previous version of the self-balancing vehicle, as well as the six-cell lithi-

um-polymer accumulator with a capacity of 12 Ah. 

 

Figure 4: Block scheme of the electronics 

6 CONCLUSION 

The main purpose of this article is to describe a fast, simple and in term of computational com-

plexity modest implementation of a field-oriented control algorithm used in order to maximize the 

efficiency of a three-phase BLDC motor. The reason for this was the integration of the algorithm in 

the self-balancing vehicle, where a part of the computational power already belongs to estimate the 

rider’s position. Another reason can be the utilization in similar personal electric vehicles with low-

cost and low-power microcontrollers. 
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Celsius.
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1 INTRODUCTION

In March 2020 the Brno Observatory and Planetarium in cooperation with Slovak Organisation for
Space Activities organised a PicoBalloon Challenge [1] for a second year in a row. The goal of this
challenge was to build a probe that would weight below 20 grams and could send it’s altitude period-
ically. This probe would be launched on a helium filled balloon into altitudes between approximately
5 to 10 km above the ground. The probe that sends it’s altitude as the last one wins the competition,
probes that are silent for more than 7 days are considered dead.

The probe will be exposed to a rough weather, the temperatures during night can fall down to -50
degrees Celsius, also a humidity can condensate on the probe surface when flying though a cloud. In
a good weather conditions a balloon can circle the Earth several times before the helium leaks [2].

2 TELEMETRY TRANSMISSION

Licensed HAM radio operators usually use an APRS (Automatic Packet Reporting System) protocol
on 2 m or 70 cm amateur radio band together with ground station networks as aprs.fi. There’s
even a network called habhub.org devoted to tracking high altitude balloons.

With a rise of a Internet of Things (IoT) there are multiple networks designed for communication
with low power devices. The IoT network are usually country based, but there’s an open LoRaWan
network called The Things Network (TTN) that has over ten thousands active gateways (base stations)
spread over almost 150 countries forming a perfect solution for a telemetry transmission [3].

The LoRaWan provides two modes of node authentication, the OTAA (Over The Air Activation)
and ABP (Activation by Personalization). The OTAA requires bidirectional link and the node has
to request session keys from network after every power up. The ABP requires session keys to be
hardcoded in the device, but unidirectional (uplink only) communication can be used afterwards,
reducing the air time and increasing link reliability over long distances [4].
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2.1 TRANSMITTER DESIGN

A commonly used RF module RFM95 working at 868 MHz was selected as a RF fronted. It’s compat-
ible with a SX127x family of transceivers and comes with a sleep mode current consumption below
1 μA. It contains a 20 dBm amplifier which allows to generate 100 mW of output power.

The antenna is made from a piece of cooper wire cut to 1/4 of the wavelength (82 mm for 868 MHz
band) forming a ground plane antenna. No radials were used and the ground plane on the PCB is very
small due to the weight limitations, but the antenna proved to be working satisfactory. The SWR was
not measured due to the lack of time before the launch (the PCBs arrived from the manufacturer three
days before the launch).

3 POWER SUBSYSTEM

The weight limit severely reduces an amount of possible power sources to solar and battery power.
The probe was designed in a way both methods could be used. The solar cells come with almost
unlimited probe runtime. On the other side a battery powered probe can transmit even during nights,
however the battery capacity drops severely with a dropping temperature [5].

The solar cells are charging a supercapacitor, initially directly through a low drop Schottky diode,
once the voltage rises above 0.65 V the step-up converted MCP1640 starts to operate boosting the
voltage to 3 V. A MPPT (Maximum Power Point tracking) capable charger would achieve a higher
efficiency, but for the intended usage the solution described above is acceptable. Once the voltage on
the supercapacitor reaches 2.7 V a power supervisor circuit MCP101 triggers a second MCP1640 that
boosts the supercapacitor voltage to stable 3.3 V for powering a rest of the circuit.

If the probe is powered directly from a battery, the solar power related part of the PCB can be snapped
off to reduce weight and a battery can be fitted instead of the supercapacitor.

This year the probe was equipped with a CR2 lithium battery with estimated runtime of two weeks
with 30 minutes telemetry sending period. The finished probe with the battery connected is show on
Figure 1.

Figure 1: The finished probe
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4 SENSORS

The probe is equipped with a low-power air pressure and ambient temperature sensor MS5607, op-
tional humidity sensor and a GPS receiver SIM28ML. A small passive 16x6 mm GPS ceramic antenna
without any amplifier was used.

To minimize a power consumption, the GPS receiver power is gated by a MOSFET transistor. To
reduce a time-to-fix a backup power input of the receiver is connected directly to the battery, this way
the content of the receiver’s RAM is preserved during the power off state avoiding cold-start condition
after power on.

5 ENVIRONMENTAL PROTECTION

The assembled PCB was painted with a transparent nail polish to protect the probe from a humidity.
Most of the components are designed to work down to -40 degrees Celsius, except the RF module
which is supposed to work down to -20 degrees. However it proved to work well below this limit in
the last year competition.

Due to a lack of time before the launch, the probe was not tested under low temperatures.

6 SOFTWARE

A firmware for the probe is written in a pure C language. To reduce a firmware size a libopencm3
- lightweight opensource library for STM32 microcontrollers - was used instead of the official ST
library. To speed up the development and debugging, the unit tests were written for most of the
non-hardware related code.

After the probe is powered on, the code initializes all the peripherals (RFM95, pressure and humidity
sensors, GPS receiver), measures the air pressure, temperature and humidity and waits for a GPS fix.
After the position fix is obtained or 30 seconds since boot elapsed the data are sent over LoRaWan (in
ABP mode) and the MCU powers off all the peripherals, setups a wake up timer to 30 minutes and
goes to a low power mode.

As the LoRaWan is using different frequencies across the world a simple georeferencing algorithm is
used to determine a correct LoRaWan frequency from a current GPS position. Only 3 frequency
regions were implemented - Europe (868 MHz), America (902 to 928 MHz) and Asia ( 920 to
923 MHz). A selection of the correct region is based on comparing current position with prepro-
grammed latitude and longitude ranges. In future versions a list of regions where LoRaWan usage is
illegal (North Korea for example) should be made and taken into the consideration.

The whole design (all source codes and hardware design files) was released under a copyleft license
GNU GPL 3 at [6].

6.1 PROBE TRACKING

The telemetry data received by the TTN are encoded as JSON and sent to a custom web server for
further processing.

The code running on the server was written in PHP. The JSON data from TTN are parsed and stored
in a SQLite database. To avoid tampering with the server a basic HTTP authorization is required. The
data transferred between the TTN and the server are encrypted using an HTTPS protocol.

Additionally the server provides a simple tracking web page written in PHP. The probe position is
drawn on map using mapy.cz and a javascript that processes the location data and draws lines and
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points on the map. The tracking webpage is shown on Figure 2 and can be directly accessed at
bal.deadbadger.cz.

Figure 2: The probe tracking website

In case the GPS data are not valid the probe position can be estimated from metadata about the
gateways that received the packet. Due to a lack of time only a simple averaging of latitudes and
longitudes was implemented. For the next year a more precise localization based on received signal
strength shall be developed.

7 THE COMPETITION

The final take off weight of the probe is 15.3 grams. It was launched on Monday 2nd of March
2020 at 10:15 UTC from Brno. The first few telemetry packets were lost due to issues with internet
connection on the tracking server side. The first packet was captured at 11:49 at approximately 7 km
above the ground with ambient temperature at -20 degrees Celsius. During the night the ambient
temperature dropped to -41 degrees Celsius and the probe descended to the 5.5 km. The ambient air
temperature is tightly coupled to the time of the day as can be seen on Figure 3.
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Figure 3: Temperature and altitude changes in time

The last packet was received at 4:18 UTC on 3rd of March 2020 after 18 hours of flight by station
located in a Russian city Rostov on Don, over 1800 km from the launch site. Unfortunately due to
a bug in the GPS code the georeferencing algorithm could not be used and the probe continued to
transmit on the European frequencies instead of retuning to the Asian ones.
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The battery was expected to last for about two weeks for estimated 5 seconds intervals needed to get
a GPS fix. Due to the GPS issues prolonging the MCU power on period the runtime was severely
reduced to approximately 2 and half days. Therefore even if the probe was still airbone it won’t be
alive when it flies over the Europe in reach of ground stations again.

Other probes using LoRaWan went silent similarly after leaving Europe (the gateways coverage over
Russia is almost non-existent). To the date of writing this article (13th of March) the only probe alive
is the one constructed by SP9UOB, the latest position known was above the Canada.

8 CONCLUSION

A probe weighting 15.3 g was built, it was sending telemetry for over 18 hours since the launch and
it crossed distance over 1800 km before leaving a range of available ground stations. Due to a bug
in the software the GPS module was not able to obtain any valid data, but the probe position was
estimated from the ground stations that received the telemetry. At the time of writing this article the
competition results were still not final, but the probes using the APRS were still responding after my
probe went silent.

The battery powered probe proved to be working well. As the probe position can be estimated from
the IoT network metadata, the battery powered probe with only a pressure sensor to fulfill the compe-
tition rules (approximate information about altitude required) can be used. Without a power hungry
GPS receiver a runtime in range of several months should be achievable.

The LoRaWan IoT network proved to be a reliable solution for sending the telemetry. The longest
distance on which the telemetry was successfully received was over 200 km.
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Abstract: This paper summarizes the concept of a circularly polarized antenna array fitted with 

parasitic patches to increase its axial ratio bandwidth and compares the results of simulations and 

measurements taken on a reference antenna array. The measurements show a good agreement with 

the simulations and confirm validity of the proposed technique. 

Keywords: circular polarization, axial ratio bandwidth, parasitic patches, antenna array 

1 INTRODUCTION 

Today’s communication technologies are characterized by increasing data rates, which brings high-

er demands on bandwidth of systems and the antennas. Their bandwidth is a limiting factor, espe-

cially in case of circularly polarized antennas, which often do not offer very high axial ratio band-

width since the required conditions to generate a circularly polarized wave are typically met only in 

a narrow interval of wavelengths. To address the needs, we propose to utilize parasitic patches to 

enhance this property of circularly polarized antennas [2], [3]. 

Parasitic patches are typically planar structures that are placed in the vicinity of the radiating ele-

ments of the antenna. In our proposal, the patches are placed above the radiating elements of an an-

tenna array, in a defined distance (see Figure 1). A dielectric substrate is used as the carrier materi-

al for the parasitic patches. Phase shift and coupling between the parasitic patches and the radiating 

elements help to equalize the magnitude of the rotating electric field intensity vector and thus im-

prove the axial ratio bandwidth. 

 

Figure 1: Parasitic patch placed above the radiating element in a defined distance 

2 REFERENCE ANTENNA ARRAY 

A reference circularly polarized antenna array with known and verified properties was used to vali-

date the concept [1] (see Figure 2). It consists of four rectangular patches that are organized into a 

2x2 matrix to which the power is provided by substrate integrated waveguide network embedded in 

121



two layers of ARLON Cuclad 217LX substrate with the thickness of 1.54 mm [4]. Coupling slots 

are used as transitions between the layers. The array is designed to work at the center frequency of 

17 GHz. In the design there are already applied the existing techniques to extend axial ratio band-

width [5], [6]. 

 

Figure 2: Reference antenna array 

3 ADDITION OF THE PARASITIC PATCHES 

The reference antenna array was extended with a 2x2 matrix of parasitic patches that have the same 

shape, orientation and horizontal placement as the radiating patches (see Figure 3). Since the sub-

strate on which the parasitic patches are placed serves only as the carrier, air-like properties are de-

sired. Due to this reason ARLON FoamClad of 1.88 mm height with the dielectric constant εr = 

1.25 was chosen. Optimizations indicated that the structure has the best performance if the carrier 

substrate is 5.65 mm thick (three stacked layers) and the distance between the parasitic and radiat-

ing patches is 3 mm. The distance between the patches was identified as the main parameter to in-

fluence the axial ratio properties of the array. 

 
 

Figure 3: Side view (left) and complete view (right) on the organization of the antenna array 

fitted with the parasitic patches 

4 SIMULATION RESULTS 

The numerical models were simulated in CST Microwave Studio. Figure 4 depicts the comparison 

of axial ratio frequency responses taken in the main lobe direction. Considering the condition |AR| 

< 3dB, the axial ratio bandwidth is 16.45 GHz to 17.59 GHz (1.14 GHz, 6.7% relatively) in case of 

the reference antenna array and 16.56 GHz to 19.40 GHz (2.84 GHz, 16.7% relatively) in case of 
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the reference antenna array fitted with the parasitic patches. Addition of the parasitic structure 

therefore improves the axial bandwidth by approximately 1.7 GHz (10% relatively). 

In Figure 5 are shown E-field distributions in the vicinity of the radiating and parasitic patch at 17 

GHz that illustrate the phase shift between them. 

 

Figure 4: Comparison of frequency responses of axial ratio for the original array and array fitted 

with the parasitic patches 

  

Figure 5: E-field distributions in the vicinity of the radiating (left) and parasitic (right) patch at 

17 GHz 

5 MEASURED RESULTS 

In the next step, the structure was manufactured so the properties could be verified by measure-

ments. In contrast to the numerical model, the manufactured array has imperfections. The SMA 

connector is not optimally soldered and the parasitic structure is prone to deformation due to plia-

ble carrier substrate, resulting in creation of airgaps between the stacked layers of the carrier sub-

strate. The distance between the parasitic and radiating patches is not constant – by simulations in-

dicated as critical for the performance of the array (see Figure 6 and Figure 7). It is therefore ex-

pected that the measured properties will show certain degradation in comparison to the simulated 

results. 
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Figure 6: Manufactured antenna array fitted with the parasitic structure – top view 

 

Figure 7: Manufactured antenna array fitted with the parasitic structure – side view 

Figure 8 depicts comparison of axial ratio frequency responses of the simulated and measured an-

tenna array with the parasitic patches. The results show a good match. There is an offset added to 

the measured line, a degradation caused by manufacturing imperfections. As an attempt to remove 

the airgaps between the stacked layers of the carrier substrate, the layers were glued together using 

3M 467MP 200MP adhesive. Partial improvement has been achieved by this modification. 

 

Figure 8: Comparison of axial ratio frequency responses of the simulated and measured array 
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6 CONCLUSION 

The paper summarizes the concept of parasitic patches as a structure that can be used to increase 

the axial ratio bandwidth of circularly polarized antenna arrays. A reference antenna array was used 

to verify the proposed technique where the simulations show increase in axial ratio bandwidth from 

6.7% to 16.7% relatively when the parasitic structure is added. The simulations and measurements 

show an agreement. 

Research indicates that improvement of the manufacturing technique is needed to provide better 

precision and prevent degradation of the antenna performance, focusing mainly on maintaining 

constant distance between the radiating and parasitic elements. 
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Abstract: More often used Galium Nitride (GaN) based Radio-Frequency high power transistors
in the various RF PA configurations e.g. Doherty is by their nature easily destroyed, great care must
be taken, when powering-up and shutting down this circuits. That means, proper power biasing and
sequencing is necessary. The Doherty type RF PA with RF drivers four different gate, drain voltages
and time when the individual voltages are turned on or off must be controled. Universal power
sequencer and biasing device, which meets this requirements is described in this article.
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1 INTRODUCTION

Emerging 5G technologies promising greener, environmetaly friendly technologies with demand for
higher bandwiths by introducing massive multiple - input - multiple output (MIMO), beamforming,
small cells techniques, while network should be as much energy efficient as possible. To achieve this
goals special care must be taken for radiofrequency power amplifiers (RF PA). Nowadays, promiss-
ing technology for RF PAs power transistors are Galium Nitride types - an effiecient, wide band-gap
transistors, offering supperior properties e.g. power density, power added efficiency (PAE), gain,
impedance matching and so on. Common techniques to achieve higher efficiency is to push bias point
closer to saturation region in combination with some kind of predistorting technique due to non-linear
behavior of the transistor in this region. This require intensive measurements and tests of the power
amplifiers and predistorters, with many on-off cycles. Power transistors in the RF PAs are very sen-
sitive devices and require special care, particularly GaN devices are very sensitive, because they are
opend, when VGAT E is equal zero.
Recommended power sequence for correct turn on sequence is shown in fig. 1 a), where is very im-
portant to turn on drain voltage (Vdrain) after gate voltage (Vpinch) is applied and stable. Than is bias
gate voltafe set. Power sequence for correct turn off sequence is shown in fig. 1 b).
Commercial solution is either using of several power supplies with triggering option or using mul-
tichannel programmable power supply with possibility of the power sequencing e.g Keysight [2] or
Rohde & Schwarz [1]. This solutions are expensive for such problem, so cheaper alternative with
use of the shelf power supply is introduced, which is able to automatically and correctly cycle thru
this sequencing is introduced. Commercial product of this type is not known in the time of writing
this paper. Nowadays are often used and investigated various structures for RF PA and one of them is
Doherty structure consisting pair of output the power transistors and often pair of the driver transistors
and therefor four channel sequencer is necessary, with need of synchronized outputs. Brief simplified
schematic is schown in fig. 2.
Proposed RF PA power sequencer should have this properties.

• Four channel output
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• Gate voltages generated internally, it is highly recommended to set pinch off voltage, and after
drain voltage set, bias gate voltage

• Possibility to set up all parameters, e.g. pinch off voltage, gate voltage, drain on-off time, gate
time directly on the sequencer

• Able to switch drain voltage up to 60V with current at least 10A.
• Internally generated gate voltage ±10V
• Basic fault sensing
• As compact as possible
• Cheaper than commercial programmable power supplies

Figure 1: a) Recommended turn on sequence b) Recommended turn off sequence

Figure 2: Connecting sequencer to RF Power Amplifier

2 IMPLEMENTATION

Block diagram of the proposed fig. 2 consist main microcontroller, in this case ARM Cortex M4 by
NXP semiconductor, MK64FN1, which is controlling whole system, to which is connected rottary
encoder for data input and setup sequence according to requirements, TFT display with internal driver
for displaying status of the sequencer, setted values e.g. pinch off voltage, gate voltage, time delays
and which channel is enabled or disabled, and realtime measured voltages of the gate, drain in voltage
and drain out voltage. Next, microcontroller is responsible for correctly controlling quad channel
modules CH1 - CH4. Signal VdrainON is turning in P-MOSFET transistor for drain voltage. This is
supplied from external source and is only monitored by internal analog to digital converted (ADC),
where are connected monitoring signals VDinMonitor and VDoutMonitor. Gate and pinch-off voltage
is generated internally, because pinch-off and gate biasing voltages are generally different. Digital
to analog converter (DAC) in the channel modules is used for this purpose and is controlled via SPI
bus from microcontroller. Gate voltage is enabled with signal VGateON and is monitored by ADC
measuring signal VGateMonitor. Start and Stop sequence are triggered by separated push buttons
located at the front panel of the power sequencer.

More detailed block diagram of the ciruitry if one of the channels, which is the same for all of them,
is shown in fig. 4. Drain voltage is switched by P-MOSFET power transistor. Parameters of this
transistor are crucial for this operation. On behalf of required switching current, transistor should be
able to swith at least 10A current and have as low RDSON as possible. Firstly due to minimizing termal
loss and secondly for keep voltage drop between VDin and VDout as low as possible. Gate driver for
this transistor is causing correct switching characteristics of the transistor and level shift from 3.3V
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Figure 3: Block diagram of the sequencer

logic of the microcontroller. Sensing drain voltages are done by attenuation, filtering, buffering by
operational amplifiers, filtered by anti-aliasing filters and than fed into internal ADC channels of the
microcontroller. Gate voltage is generated by digital to analog converter located as close as possible
to output terminals, driven by SPI interface from microcontroller. Used DAC is Texas Instruments
DAC8811, one channel DAC with reolution of 16bit and current output, which is transformed into
bipolar voltage ±10V , than filtered and fed into high power operational amplifier OPA453, with
shutdown option. Generated gate voltage is monitored and fed back after attenuation, buffering and
filtering to microcontroller’s ADC. Channel modules are implemented on the separated printed ciruit
boards (PCB) and are located as close as possible to output terminals. Prototype realization is shown
in fig. 5, where is visible channel terminals on the bottom, START, STOP push-buttons on the right,
rottary encoder between push-buttons and TFT display, and TFT display. Display is showing current
state of the sequencer (idle state on the picture), parameters legend, values set by user and realtime
measured voltages on the sequencer terminals. Output set voltages error is shown in fig. 6. Accuracy
of the output voltage is well within range of ±0.0001%

Figure 4: Block diagram of one channel of the sequencer

Figure 5: RF Power sequencer prototype
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Figure 6: Output voltage relative error vs. set voltage

3 SOFTWARE IMPLEMENTATION

There are two main parts implemented in the software of the power sequencer. First part is setup
parameters. By holding encoders push-button for at least 3 seconds, sequencer enters setup device,
where is possible to set these parameters:

• Active channel - enables - disables current channel. Necessary for operation with fewer chan-
nels.

• Pinch-off voltage Vp

• Biasing gate voltage Vg

• Time to switch on drain voltage TDon

• Time to switch gate bias voltage TGon

• Time to switch drain voltage off TDo f f

• Tme to switch pinch-off gate voltage TPo f f

Second part of the software is main control loop, which is best described by flow-diagram in fig. 7.
After power up, sequencer immediately enter idle mode, when gate and drain voltages are turned off,
which is shown on the display as STATUS: READY and is waiting for triggering start sequence by
START button or activating setup menu by pressing and holding down rotary encoder knob. Firstly
are checked all voltages on the enabled channels. If exist voltage failure there, e.g. drain voltage not
present, this cause fault message and it is restricted to continue in the sequence. After correct voltage
check, pinch-off voltage is set by DAC which is also monitored (in case there is no voltage in the gate
terminals, fault is generated and sequence is interrupted) and sequencer is waiting Td ms to turn on,
which follows setting up biasing gate voltage after Tg ms. Correct operation and successful sequence
is shown on the display as STATUS: RUNNING. Now, sequencer constantly checking voltages on
the terminals and in case, there is problem e.g. difference between set and measured gate voltage,
drain voltage missing, immediatelly is state interrupted. This means as soon as possible is switched
off drain voltage and after Tgoff gate voltage. Other way, sequencer is waiting for stop sequence
trigger caused by STOP button. After STOP button is hitted gate voltage is set to pinch-off voltage,
than waits TDoff ms to switch off drain voltage and after Tpinch ms is switched off gate voltage also.
Then sequencer enters IDLE mode.

Output voltage waveforms of the start sequence and stop sequence are shown in fig. 8 for two chan-
nels, where yellow trace is gate voltage, green trace is drain voltage of channel 1, blue trace gate
voltage and magenta drain voltage of the channel 2.
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Figure 7: Flow diagram of the sequencer

Figure 8: Measured start (left) and stop (right) sequence

4 CONCLUSION

Prototype of the power sequencer was built and it turn out, that it is very valuable device during
designing and testing of the various kind of RF power amplifiers and predistorters, mostly for ease of
the GaN transistors to be destroyed and ability to set various biasing parameters during development.
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Abstract: Magnetic resonance spectroscopy (MRS) is a technique capable of detecting chemical 

compounds from localized volumes in living tissues. Quantification of MRS signals is required for 

obtaining the metabolite concentrations of the tissue under investigation. However, reliable quanti-

fication of MRS is difficult. Recently deep learning (DL) has been used for metabolite quantifica-

tion of MRS signals in the frequency domain. In another study, it was shown that DL in combina-

tion with time-frequency analysis could be used for artifact detection in MRS. In this study, we ver-

ify the hypothesis that DL in combination with time-frequency analysis can also be used for me-

tabolite quantification and yields results more robust than DL trained with MR signals in the fre-

quency domain. We used the complex matrix of absolute wavelet coefficients (WC) for the time-

frequency representation of the signal, and convolutional neural network (CNN) implementation 

for DL. The comparison with DL used for quantification of data in the frequency domain is pre-

sented.  

Keywords: magnetic resonance spectroscopy; quantification; deep learning; machine learning;  

1 INTRODUCTION 

Magnetic Resonance Spectroscopy (MRS) has attracted the MR community over the past 7 decades 

[1]. A significant part of the interest in biomedical MRS stems from the possibility of noninvasive 

measurements of metabolites. Information about tissue metabolites can help in clinical diagnostics. 

For example, detection of metabolic pathway changes may facilitate diagnosing disease in earlier 

stages before anatomy changes can be observed [1], [2], and thus enable more efficient treatment. 

E.g., in glioma, a decrease of N-acetylaspartate (NAA) and creatine concentrations of  NAA and 

creatine and an increase of choline, lipids, and lactate predicts an increase of the glioma grade. To 

reach such a goal, at first, we need to quantify metabolic concentrations. Because there are many 

obstacles to reaching an accurate estimate of the metabolite concentrations, the use of MRS in daily 

clinical practice is still not common. The existing MRS quantitation methods are based on model 

fitting of a signal either in the time or the frequency domain [3]. Even though, in theory there is no 

difference in which domain is used for fitting, the reality in practice could be different. 

Deep learning has achieved many accomplishments in a wide range of tasks, including the MRI 

field [4]. Due to the poor signal-to-noise ratio (SNR), chemical shift displacement, and overlapping 

of signal components of the MRS signal, deep learning can be a useful tool. Recentely, Hatami et 

al. showed the first step in this area by using the deep learning approach for MRS signal quantifica-

tion [5]. Kim et al. conducted a comprehensive study on brain metabolite quantification using deep 

learning [6]. The input of both studies is a signal in the frequency domain (metabolite spectra), and 

their network is a 1D convolutional neural network (CNN). As we mentioned earlier, there are dif-

ferences between time and frequency domain quantification in practice. Be a case in point, elimina-

tion of the first few distorted data points of a signal in the time domain does not significantly dis-
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turb the time-domain analysis, whereas the missing time-domain data points can result in compli-

cated modulations throughout the entire spectrum [2]. To overcome the difficulties of the signal 

analysis in a single domain, time-frequency analysis has been carried out for decades in other areas 

[4]. Nevertheless, finding an accurate tool for the time-frequency analysis is fraught with difficulty. 

Here is where deep learning comes to play. Thomas et al. constructed time-frequency images of a 

speech signal and used them as an input to a CNN for classification [7]. Kyathanahally et al. 

learned a CNN with time-frequency data to detect and remove ghosting artifacts in clinical magnet-

ic resonance spectra of human brain [8]. Given the mentioned accomplishments of deep learning 

and time-frequency analysis in a variety of different areas, in particular in MRS for signal artifacts 

detection, this paper describes to our knowledge the first attempt to use this state-of-the-art tech-

nique to quantify MRS signal by deep learning and time-frequency analysis. First, we generate 

simulated MRS signals. Second, we transform the signals to the time-frequency representation. 

Third, we train a CNN with the new time-frequency representation. Finally, the result is compared 

with the previous study. 

2 METHODS 

A framework is created to generate MRS signals with different amplitudes, damping factors, and 

frequency shifts. Second, these one-dimensional signals are transformed into their two-dimensional 

time-frequency representation using wavelet transformation (WT). Finally, the data are split into 

two datasets, the training and testing datasets. The input of the CNN is the time-frequency repre-

sentation of signals, and the output is 21 values, which are the concentration-related amplitudes of 

20 metabolites and the amplitude of the background signal. The CNN is trained with a training da-

taset of signals of known amplitudes. Then, the trained CNN is used to estimate the metabolite am-

plitudes of the test dataset. Finally, the techniques for accuracy evaluation are used. 

2.1 SIGNAL GENERATION 

Deep learning approaches need a considerable amount of data. For this purpose, we need a basis set 

(metabolite signals with known concentrations) either simulated or acquired. To be able to compare 

our results with the previous studies [5], [9], we used the same simulated basis set as used in those 

studies, i.e., the basis set provided for the ISMRM challenge 2016 [10]. The MRS signal is defined 

as a combination of amplitude-scaled phase-shifted metabolite basis set signals, the baseline and 

noise (in this study we use a noisless signal). The mathematical model for the parametric part of the 

MRS signal  is given by: 

       (1) 

where Xm[n] is the n-th sample of the m-th simulated metabolite, ΔT is a sampling period, Am is the 

scaling factor of the metabolite  (Am*Xm[0] is an indication of the metabolite concentration), m 

is the damping factor, Δfm is the frequency shift of the m-th metabolite, and M is the number of 

metabolites. For our signal simulation the values of the amplitude, damping, and frequency shift 

are chosen randomly from a defined range with a uniform distribution 

( ). The known background signal MM is consid-

ered as another metabolite, then is added to S[n] with a random scaling factor, damping, and fre-

quency shift ( ). Ten thousand signals are generated, in which the process of 

value selection is entirely random, thus preventing any bias to our train dataset. The basis set used 

was simulated for sequence PRESS, magnetic field 3T, echo time TE= 30  ms, spectrum width SW 

= 4000 Hz, and 2048 time-domain samples. 
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2.2 SIGNAL PROCESSING 

The time-frequency representation of the 1D signal shows a signal in both the time and frequency 

domain simultaneously. One of the forms of the time-frequency representation of the signal is a 

scalogram (a matrix of absolute values of the continuous wavelet coefficients (CWC) of a signal ) 

that can be plot as a function of time and frequency. The scalogram is calculated using the Matlab 

Wavelet Toolbox (R2019a, Mathworks Inc.,Natick, MA, USA). We use Morse wavelet to compute 

the CWC. The last 512 points of the time signals are cut off to reduce the amount of computation 

for the CWC calculation. The selection of the number of points was decided by visual inspection of 

the signals to ensure that no significant information will be lost. The wavelet coefficients are com-

puted. The minimum and maximum scales are determined automatically based on the energy 

spread of the wavelet in frequency and time by the toolbox. The coefficients matrix is a matrix 

where each row corresponds to one scale, and its column size is equal to the length of signal. Sca-

logram with 340 frequency bins and 1536 time points (340 × 1536 matrix) is created. Finally, the 

real and imaginary parts of 10000 matrices are stored in two channels. 

2.3 CNN 

A convolutional neural network is developed using the Matlab Deep Learning Toolbox (R2019a, 

Mathworks Inc.,Natick, MA, USA) on NVIDIA GTX 1050Ti graphics processing units. The archi-

tecture of the CNN is shown in Fig. 1 . This network includes one input layer with two channels, 

six convolutional layers, five max pool layers, and one regression layer. Rectified linear unit 

(ReLU) activation functions are used between CL and MP layers. The mean square error is imple-

mented as the loss function. The output of regresression layer is 21 parameters which correspond to 

twenty metabolites and one background MM. Using these parameters and Eq (1), the estimated 

signal is reconstructed. 

 

Figure 1: A schematic of the proposed approach. The generated signal based on a linear combination 

of metabolites basis sets is converted to two gray Scalogram images (real and imaginary). These imag-

es feed to CNN as inputs. The CNN includes 6 blocks, which comprise a Convolutional, Rectifier and 

Max-pooling layer. The last layers are a fully connected and a regression layer (which has 21 outputs). 

The estimated signal is reconstructed with the estimated parameters. 

2.4 ACCURACY EVALUATION 

Two methods are used to measure the accuracy of the model. First, the mean absolute error, 

which is the most straightforward regression error metric. MAE is defined as below for each 

metabolite: 

                                                      (2) 

where m, N, A, and A’ are the metabolite index, the number of test datasets, the ground truth, 

and the estimated amplitude, respectively. The second method is the Symmetric mean absolute 

percentage error (SMAPE) which is given by: 
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                                                  (3) 

2.5 RESULTS 

The dataset is separated into two datasets, namely a training dataset and a test dataset. The training 

dataset contains 80% of the data and the remaining 20% are the test dataset. CNNs with different 

hyperparameters such as minimum batch size, initial learning rate, and validation frequency are 

tested, and the CNN with the best result is chosen. The minimum batch size, initial learning rate, 

and validation frequency are 30, 1e-5, and 10, respectively. It has been shown that increasing the 

training sample would decrease the value of loss function [5]. Nonetheless, to be able to compare 

results obtained with our new approach (DL with time-frequency domain input) with the results of 

the Hatami et al approach (DL with frequency domain input)  in a reasonable time, we decided to 

use only 10000 samples for CNN training and testing.  Training and validation loss for the given 

dataset are 0.18 and 0.23, respectively. 

Fig. 2 shows one of the tested  (ground truth) signal, its estimate, and residual. The following con-

clusions may be drawn from this figure. First, the method used is able to estimate the tested signal. 

Second, residuals mainly occur when the signal shows rapid fluctuation. 

 

Figure 2:  Example of the signal estimation – ground truth signal (orange), estimated signal (vio-

let) and residual signal (green). 

 

Figure 3:   (left) Mean absolute error bar of every metabolite and its variance. (right) The symmetric 

mean absolute percentage error of each metabolite for (blue) our study (orange) Hatami et al.[5] 

The mean absolute errors (MAE) of metabolites are shown in Fig. 3 (left). Even though the amount 

of error is not too low compared to the amplitude range ([0, 1]), the variance of the error is small. 

Fig. 3 (right)  shows the comparison of the Symmetric mean absolute percentage error (SMAPE) 

between our approach and Hatami et al. approach. To avoid any bias in comparison, we used 
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the CNN described in this study and train it with our training set but in one case in the form of 

scalogram and in the other case (Hatami et al.) with the data in the frequency domain. The pro-

posed approach shows less amount of error compared to their method. 

3 CONCLUSION 

Quantification of MRS is an important topic where a robust and universal panacea approach to 

quantify signals is needed. It was shown in this study that time-frequency deep learning quantifica-

tion could outperform single domain quantification used in the previous studies [2, 5] and hopeful-

ly as a method using information from both MRS domains be successfully used also for quantifica-

tion of signals with artifact patterns [8]. The next steps may be to verify the tested approach on 1) 

the simulated noisy MRS with different signal-to-noise-ratios and for different pulse sequences 2) 

on real MRS acquired from a phantom, 3) on MRS acquired from a rat, and 4) to implement this 

approach as a plugin in the jMRUI software package [11]. 
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Abstract: Analysis of non-uniformly sampled signals is often severely limited, since most signal 

processing methods rely on constant sampling period. If we still want to apply these methods, the 

signal must be resampled. Gerchberg-Papoulis algorithm is a method of signal reconstruction. It is 

commonly used for band-limited extrapolation of uniformly sampled data. We show that it is suitable 

for reconstruction of non-uniformly sampled signals as well. Our target application is reconstruction 

of time series measured by a car driving simulator. To demonstrate the benefits of band-limited re-

construction, we compare it with standard interpolation methods. The main advantage of the pro-

posed algorithm is its ability to deal with noise and sampling jitter. 

Keywords: Gerchberg-Papoulis, non-uniform sampling, jitter, band-limited signal, one-step recon-

struction. 

1 INTRODUCTION 

Signals cannot be sampled perfectly. During sampling, we are restricted by time, physical or financial 

constraints. Sometimes the acquired signal is not sampled as uniformly, or densely, as we require. If 

the quality of sampling cannot be improved, we have to use mathematical post-processing methods 

to reconstruct the original signal. 

An example of such situation occurs in a car-driving simulator [1]. Non-uniform sampling rates are 

caused by non-real time properties of the operating system. The simulator uses input devices (a steer-

ing wheel and pedals) which measure driver’s reactions. Sampling of such signals can be greatly 

improved by adding custom-made digital sensors with built-in microcontroller to assure real-time 

sampling; there is no need for signal reconstruction. However, many other signals are simulated—

e.g., the position of the car. Their samples are generated by a computer. Therefore, their sampling 

cannot be improved by mounting additional actuators; we are forced to reconstruct the signal by 

mathematical methods. 

The paper presents a solution to the problem of non-uniform sampling. It is divided as follows. In 

Section 2, we recall some fundamental facts concerning the sampling theory. We focus on the pecu-

liarities of non-uniform sampling and reconstruction. In Section 3 we discuss the computational com-

plexity. Section 4 is devoted to numerical experiments. At first, we reconstruct a theoretical signal 

to support full understanding of the method. Then we show reconstruction of a signal from the vehicle 

driving simulator. This demonstrates that the method is fully suitable for practical data processing. 

2 THEORY 

2.1 UNIFORMLY SAMPLED BAND-LIMITED SIGNALS 

A signal 𝑓(𝑡) is related to its spectrum 𝐹(𝜔) by the Fourier transform 

 𝐹(𝜔) = ∫ 𝑓(𝑡)e−j𝜔𝑡d𝑡
∞

−∞

. (1) 
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Here 𝑡 denotes time and 𝜔 stands for angular frequency. Signals which satisfy 

 𝐹(𝜔) = 0, for |𝜔| > Ω, (2) 

are called band-limited with band-limit Ω. They possess some very useful properties—engineers are 

well acquainted with the famous Shannon-Nyquist sampling theorem. It states that band-limited sig-

nal 𝑓(𝑡) can be fully represented by its samples. There is no loss of information and it can be perfectly 

reconstructed by means of sinc interpolation: 

 𝑓(𝑡) = ∑ 𝑓(𝑘𝑇𝑠)

∞

𝑘=−∞

sin π(𝑡/𝑇s − 𝑘)

π(𝑡/𝑇s − 𝑘)
, for 0 < 𝑇s <

π

Ω
 . (3) 

2.2 NON-UNIFORMLY SAMPLED BAND-LIMITED SIGNALS 

It is not so widely known that the sampling density requirement also holds for non-uniformly sam-

pled signals. Henry Landau had shown that non-uniformly sampled band-limited signals can be per-

fectly reconstructed, if the average sampling frequency is at least two times higher than the maximal 

frequency in the original signal’s spectrum [2]. 

Of course, the reconstruction can no longer be achieved via the well-known sinc interpolation. Still, 

it can be solved using Gerchberg-Papoulis (GP) method—a method which is normally used for ex-

trapolation of uniformly sampled data [3]. In [4] GP method was used for reconstruction of non-

uniformly sampled data. The authors probably did not realise that they had, in fact, implemented GP 

method. 

2.3 GERCHBERG-PAPOULIS METHOD 

Let 𝐷 denote a time-limiting operator 

 𝐷𝑓(𝑡) = { 
𝑓(𝑡) for |𝑡| ≤ 1,

0 for |𝑡| > 1.
 (4) 

Similarly, let 𝐵 denote a band-limiting operator 

 𝐵𝑓(𝑡) =
1

2π
∫ 𝐹(𝜔)ej𝜔𝑡d𝜔

Ω

−Ω

. (5) 

If we measure a signal 𝑓(𝑡), and the measurement is of finite length, we get a time-limited signal 

𝑔0(𝑡) = 𝐷𝑓(𝑡). If the original signal 𝑓(𝑡) is band-limited—i.e., 𝑓(𝑡) = 𝐵𝑓(𝑡)—then it can be re-

constructed using GP method. The method consists of time-limiting and band-limiting operations. 

The result of 𝑚’th iteration 𝑔𝑚(𝑡) is given by the equation 

 𝑔𝑚(𝑡) = �̅�𝐵𝑔𝑚−1(𝑡) + 𝑔0(𝑡), (6) 

where �̅� is the complement of 𝐷, so that for any signal 

 𝑓(𝑡) = 𝐷𝑓(𝑡) + �̅�𝑓(𝑡). (7) 

The following figure illustrates the first GP iteration. 

 

Figure 1: The first iteration of GP method. 

We start with the known signal 𝑔0(𝑡). The operator 𝐵 smoothens the signal so that is spreads out 

(Figure 1, middle). But is also changes its values in the observed interval, so the following step is 

    

𝐵𝑔0(𝑡) 𝑔0(𝑡) 

𝑡 𝑡 

  

𝑔1(𝑡) 

𝑡 
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time-limiting by �̅� and adding 𝑔0(𝑡). This way we correct all known values (Figure 1, right). Then 

another iteration may follow. 

Now we can take the last step towards the reconstruction of non-uniformly sampled signals. We 

make a generalization, that sole sample may be regarded as an infinitely small observation interval. 

Then Figure 1 shows what happens to individual sample. It widens, but its central point stays unal-

tered. So, at non-uniform sampling, 𝐷 is not a rectangular window; it is a union of many infinitely 

small intervals. 

3 COMPUTATIONAL EFFICIENCY 

The iterative algorithm requires large computational efforts. In each cycle, it uses Fast Fourier Trans-

form (FFT) and inverse FFT for long sequences of data. As we get closer to the solution, the conver-

gence slows down. The problem can be bypassed via accelerated GP algorithm [5] or one-step GP 

algorithm [6]. We choose the latter. Then, the reconstruction can be computed using single matrix 

inverse and four matrix multiplications. 

The last problem is that the calculations become numerically instable as the band-limit and the length 

of the data increase. To make the inverse computationally feasible, we had to apply Tikhonov regu-

larization. The approach is similar to [7]; however, we do not use Prolate Spheroidal Wave Functions. 

They would pose a heavy computational burden, which can only be bypassed by storing a large 

number of their samples to cover all possible positions of signal’s non-uniform samples. 

4 NUMERICAL EXPERIMENTS 

4.1 RECONSTRUCTION OF A SINE WAVE 

To demonstrate the importance of band-limit, we show reconstruction of a sine wave with angular 

frequency of 16π rad/s. The chosen signal is intentionally as simple as possible. This way we can 

fully concentrate on the proposed method. 

 

Figure 2: Sampled sine signal and its reconstruction for different band-limiting values Ω. 
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At first, the sine signal is sampled. We use real non-uniform time stamps as they were recorded by 

the car driving simulator. Then, in order to make the signal more realistic, we add Gaussian noise 

with SNR of 40 dB. This way we simulate sampling of a real noisy signal. Continuous sine signal 

𝑓(𝑡) with its noisy samples 𝑓s(𝑡) is shown in Figure 2 (blue). 

Sampled signal 𝑓s(𝑡) can be understood as a sequence of Dirac pulses multiplied by the original 

signal’s amplitude. 

 𝑓s(𝑡) = ∑ 𝑓(𝑡𝑘) ⋅ 𝛿(𝑡 − 𝑡𝑘)

∞

𝑘=−∞

. (8) 

For large band-limit Ω, the reconstructed signal still resembles closely to the sequence of Dirac pulses 

(Figure 2, top, red). 

By decreasing the band-limit Ω, pulses are widened and smoothened. We set Ω = π/𝑇, where 𝑇 is 

the average sampling period. This yields relatively good reconstruction (Figure 2, middle, red). 

Finally, we reduce the band-limit, so that Ω = π/(1.2 ⋅ 𝑇). When the Ω is small enough, we get the 

desired reconstruction (Figure 2, bottom, red). A severe sampling non-uniformity is visible in the 

time interval 60 ms < 𝑡 < 120 ms. Clearly, the method is capable of solving the problem. The re-

constructed signal is nearly indistinguishable from the original. The small discrepancies are mainly 

due to the added Gaussian noise. 

4.2 RECONSTRUCTION OF MEASURED DATA 

The car driving simulator collects data from a simulated vehicle. An example of frequently used 

scenario is a long motorway drive. The simulator records car’s distance from the centre of the lane 

(measured in metres) and stores it for further analysis. Obtained samples can be seen in Figure 3 

(blue). 

 

Figure 3: Sampled and reconstructed signal (position of the simulated car). 

The figure shows that the car moves from the right edge of the lane to the left. The driver tries to 

perform rather slow changes, as the car has relatively high speed. Thus, the signal varies slowly. 

Nevertheless, three samples after 𝑡 = 400 ms are visibly delayed (see Figure 3 in the middle). The 

anomaly is physically improbable; it should be regarded as a sampling error. 

Figure 3 compares one-step GP method with interpolation by cubic spline and Piecewise Cubic Her-

mite Interpolation Polynomial (PCHIP). If a sample is corrupted, interpolation creates undesirable 

oscillations. On the other hand, GP method simply ignores all corrupted samples and the signal re-

mains smooth. This is the method’s main advantage in practical applications. If the interpolation was 

139



used in practice, the spurious changes would complicate further data processing—e.g., the derivative 

of the signal would be severely distorted. 

5 CONCLUSION 

We have proposed a method for reconstruction of non-uniformly sampled signals based on GP 

method. The method has simple interpretation—it yields a band-limited reconstruction of sampled 

signal. In contrast with interpolation methods, it is capable of dealing with noise and corrupted sam-

ples. This is an important advantage, if the processed samples contain noise. 

The requirement of iterative computation was bypassed by computing matrix inverse. To avoid the 

‘blow-up’ problem, we have applied Tikhonov regularization. The proposed algorithm was tested 

with simple sine-wave signal and with the data from vehicle driving simulator. Our results suggest 

that the reconstruction is fully suitable for practical applications. 

We realise that there are other methods, which work for noisy signals—an example is fitting the 

samples with polynomials [8]—but these methods are rather heuristic. They require more parameters, 

most of which do not seem to have any meaningful physical interpretation. In contrast, the band-

limit Ω is well understood by the engineers and it can be selected easily. It has the same interpretation 

as for uniformly sampled signals. 

The sole disadvantage of the proposed method is the requirement of correctly chosen regularization 

parameter. We are currently conducting further research to design an algorithm to select it adaptively. 
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Abstract: The adaptive optics (AO) is an insightful tool with high potential. Since the first demon-
stration in ophthalmology has undergone immense growth in its diagnostic application, mainly be-
cause the AO enables to capture retina in vivo with resolution on the cellular level. In the center of the
retina is macula, containing the fovea. The fovea detection is possible with utilizing the knowledge
of its characteristical properties. We developed and applied two methods for fovea center estimation.
The first method is based on image maximum detection. The second is based on the 2D Gaussian
curve fitting. The first method has proved better results in comparison with manual grading. The
measured difference was 32±27 pixels. The second approach has in comparison with manual grad-
ing slightly higher difference equal to 108± 64 pixels. Both of the methods estimated the foveal
center within the expected foveal area.

Keywords: retina, adaptive optics, macula, fovea center

1 INTRODUCTION

The adaptive optics (AO) ophthalmoscope was demonstrated already in 1997 [1] and since then has
undergone great development and growth in its application. The AO consists of three major compo-
nents: the wavefront sensor, the wavefront corrector, and the control system linking those two parts
[2]. The wavefront sensor measures in real-time the optical aberrations present in the optic path of
human eye. Subsequently, the control system interprets the measured aberrations to the wavefront
corrector to compensate them.

The compensation enables to reach image spatial resolution on cellular level [1, 3, 4]. Thus, individual
photoreceptors and their properties are observable and new insight into the monitoring and detection
of retina diseases in its very first beginning is possible. Such a resolution enables to determine retina
conditions connected not only with photoreceptors but also with retinal blood vessels. Thanks to AO
imaging the inherited retinal diseases, age-related macular degeneration and vascular diseases can be
detected [5, 6].

The novel biomarkers related to photoreceptor’s properties (size, positions, and mainly density) can
be extracted from these high resolution images [7, 8]. These cones-related properties show spatial
variations within the retina, which has been also confirmed by histological research [9]. Near the
center of the retina is placed macula, a pigmented oval-shaped spot, where the vision is the sharpest
within the retina. The sharp vision is caused by higher density of cones. The fovea, a small pit in the
center of the macula, is typical by especially closely packed cones of smaller size.

Foveal detection in retinal images is a well-known problem. It is the main objective of many re-
searchers groups but mostly in colour fundus images without adaptive optics. One of the basic ap-
proaches is to identify the fovea using correlation-based approaches and typical foveal characteristics
- for example, the darkest area in the neighbourhood of the optic disc [10, 11]. Welfer et al. de-
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veloped a method based on known anatomical constraints (fovea location with respect to optic disc)
and mathematical morphology. It’s been proved to be robust against local illumination changes and
disturbances [12]. Nevertheless, the methods usually provide low specificity results in pathological
retinas.

2 MATERIALS AND METHODS

Retinal images from the macular region were acquired on both eyes of ten healthy subjects. In total
twenty AO images of size 1500×1500 pixels were captured by flood illuminated AO camera (rtx1,
Imagine Eyes, Orsay, France); an example is shown in Figure 1 (a). The framed areas in part (a)
are magnified in part (b) respectively. The red-framed area demonstrates, that the resolution enables
to display individual photoreceptors. The cones are light reflective and therefore in this image are
captured as small bright spots with size of 5-9 pixels (that roughly corresponds to 3,6 µm).

(a) (b)

Figure 1: (a) The acquired AO image with marked parts zoomed in (b). (b) Red framed zoomed
part of retina, where the cones are visible and yellow framed part of retina, where the size of cones is

below resolution.

Our method, similar to [10, 11], is based on foveal image properties - the cone size in the foveal
area is below AO system resolution and therefore the image is blurred within this area. An example
is shown in the zoomed yellow framed part in Figure 1 (b). Nevertheless, the image contains also
blurriness on edges interfering almost to the center.

2.1 METHODOLOGY

The simple methods of how to assess image blur can be based on local standard deviation. However,
normalization with respect to the image brightness is needed. Therefore a simple measure of image
blur can be defined as:

Istd(i, j) =
IS(i, j)
Im(i, j)

, (1)

where the IS denotes the estimation of local standard deviation in window of size 15 × 15 pixels and
Im denotes the image filtered by mean filter of the same size.
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Figure 2: (a) The AO image with estimated fovea centers by method based on image maximum M
and 2D Gaussian fitting G. (b) The computed image Istd with estimated fovea centers - E denotes the

manual evaluator and contours highlighting the gray-scale differences. (c) The center region
magnification of image (a), (d) The center region magnification of image (b).

The fovea center is afterward automatically estimated by two different approaches. In the first ap-
proach (labeled as M) maximum value in image Istd is detected with the constraint that the maximum
is detected only within the image center, because the fovea position is not expected close to the edges,
due to eye fixation during measurement.

The second approach (labeled as G) is based on 2D Gaussian curve fitting applied on the cropped
image Istd , where the 2D Gaussian function is defined as

f (x,y) = Ae
−
(

(x−x0)
2

2σ2
X

+
(y−y0)

2

2σ2
Y

)
, (2)

where A is the curve amplitude, x0 and y0 are the curve center coordinates and σ2
X , σ2

Y define the curve
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width. The fovea center is then defined by the positions of 2D fitted Gaussian curve.

The foveal positions have been also determined manually in order to receive a set of ground-truth data
for reliable comparison.

3 RESULTS AND DISCUSSION

The computed image Istd is shown in Figure 2 (b) in comparison with its original version shown in
Figure 2 (a). The central part magnification of image (a) and (b) is shown in (c) and (d) respectively.
The contours in (b) and (d) highlight the gray-scale difference. The brightness level in these images
corresponds directly to the blurriness.

The result of the first approach for fovea detection, based on the maximum value of the center image
region, is denoted as M in Figure 2 and E is assigned to manual evaluator. The mean distance is
defined by Euclidean distance

D(x,y) =
√

(xm − xe)
2 +(ym − ye)

2, (3)

where xm and ym denotes coordinates of M and xe and ye are the coordinates of E and is equal to
32±27 pixels.

Sign G in Figure 2 is assigned to the fovea center detected by the 2D Gaussian curve fitting. The
mean distance between G and M is 108± 64 pixels. It is clearly seen, that the foveal center G is
shifted against the M away from the upper left blurry area. This phenomenon of shift further from
the interfering edge blurriness was observable across several images and can cause the higher value
of displacement in the comparison with the manual grading.

To summarize, the method based on image maximum detection has proved better results in compar-
ison with manual grading. Nevertheless is limited by correct eye fixation because the maximum is
detected only in the center area of the image. The Gaussian fitting method is robust to the eye fix-
ation, but is strongly involved by interfering blurriness caused by minor eye movements and retina
curvature.

4 CONCLUSION

Twenty images of both eyes of ten healthy subjects were captured. Two methods for fovea center
estimation were developed. The first one is based on image maximum detection in the image center
and the second one is based on 2D Gaussian curve fitting. Both of them were compared with manual
grading. The first method has proved better results in comparison with manual grading. The mean
Euclidean distance was 32±27 pixels. The second approach has in comparison with manual grading
slightly higher difference equal to 108± 64 pixels. The defacement was probably caused by inter-
fering image blurriness. Both of the methods determined successfully the center of the fovea within
expected fovea area.
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Doctoral Degree Programme (3), FEEC BUT

E-mail: xkrejc44@stud.feec.vutbr.cz

Supervised by: Petr Beneš
E-mail: benesp@feec.vutbr.cz

Abstract: This paper deals with issue of method of acoustic emission and performed measurements
of acoustic emission signals and simulation of this phenomenon. Main interest is given into mea-
surement of acoustic emission transducer displacement to verify homogeneity on its surface in time
and simulations by finite element method. Performed simulations deal with displacement calculation
of calibration block after a capillary break, calculation of impedance characteristics of piezoelectric
sensing element and their comparison with analytic solution or measurement.
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1 INTRODUCTION

The systematic development of non-destructive testing methods has been apparent since the beginning
of the last century and is related to the development of a technique where the purpose is to test
the product without affecting its applicability.[1][2] This discipline involves many methods, such as
chemical, infrared, mechanical or electromagnetic, each with its advantages and disadvantages, and
often complement each other.

One method of non-destructive testing is acoustic emission (AE), which dates back to the middle
of the last century. Acoustic emission is related to elastic stress waves, which arise after release
of mechanical stress in the material. The frequency of propagating waves reaches high values (of
the order of tens of kHz to units of MHz). The occurrence of the AE signal is usually the first
signal to prevent irreversible deformation of the loaded object. Frequent use of AE is monitoring and
localization of plastic deformation, leak testing (hissing), corrosion, welds and other tests of products.

AE sensors are based on various principles, such as piezoelectric, piezoresistive, capacitive or mag-
netostrictive. The most common type is piezoelectric, whose basic characteristic is the ripple of the
frequency response at resonant frequencies. For discontinuous AE events, where event detection time
is important, this phenomenon is irrelevant. In continuous AE measurements, where signal amplitude
over a wide range of frequencies is essential, this is a parasitic phenomenon that needs to be sup-
pressed. At present, the design of the AE broadband sensor is a frequently discussed topic. One of
the wideband transducer solutions is the use of a thin disk that is supplemented with a damping com-
pound to reduce resonance overshoot. Other solution is to design another shape of the piezoelectric
element, which has more resonant frequencies with lower amplitude.

2 MEASUREMENT OF TRANSDUCER DISPLACEMENT

In one of the first experiments I focused on measuring displacement of the AE transducer by means
of an interferometer, similarly as presented by Monnier. [3] Unlike this paper, I did not measure the
displacement across the entire sensor surface, but only on the trajectory of its diameter. Due to circular
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symmetry, the displacement should be the same at all points on the individual circles. Another goal
for this simple measurement was to gain practical experience with available laboratory equipment.

Since the sensor is matt and its surface is slightly rough, it was necessary to ensure better reflection
of the laser beam. The use of self-adhesive reflective pads used in conventional vibro-diagnostic
applications is not appropriate. This reflective surface could affect the deflection of the sensor by its
inertial mass, the adhesive tape on the underside of the reflector may affect the surface stiffness. All
these influences are difficult to quantify, so I used a method that raises less doubt. In the measuring
line, a silver marker was applied to the surface of the sensor (Fig. 1a). The influence of the surface is
minimal and the reflected signal has reached a sufficient intensity.
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Figure 1: (a) Measured sensor, (b) Comparison of sensor displacement for different distances
from center

Radius of the sensor is 14 mm and a motorized linear stage was used for positioning of the sensor,
I proceeded from the center to the edge with a step of 1 mm. The transducer was excited by a
pulse of 400 V amplitude and a duration of approximately 0.1 μs. The start of the measurement was
synchronized with this excitation pulse. Results of three selected points are shown in Fig.1b. From
the start of the measurement up to 0.2 μs, the displacement of the sensor was zero, then it began to
increase. The peak was reached at time 0.45 μs and then decreased. In general, the displacement
of the sensor during pulse excitation can be evaluated as uniform with a short and low oscillations,
highest oscillation was measured in the center.

3 SIMULATION OF CAPILLARY FRACTURE

The next step in the performed simulations is to calculate the deformation of the material after the
capillary fracture, i.e. after the release of the applied force. This is the method defined by the standard
for the primary calibration of AE sensors. [4] The results can be verified because there exist an
analytical calculation of this phenomenon. [5][6]

As a test object I chose a calibration cylinder in our laboratories. In the simulation, a step release
of force was achieved by a two-step solution - static and time dependent, and used Solid Mechanics
physics to define boundary conditions. The static part dealt with loading of the center of the upper
side of the cylinder with a force of 10 N, time dependent assumed to applied force. Bottom part of
the object was fixed and remaining were in free settings. The deflection was detected at a distance of
14 cm, in which the calibration takes place. These values are based on experiments performed in the
dissertation of Ing. Jiří Keprt, PhD. [7]

The computation in the time domain was made in range 0 to 100 μs with step 0.1 μs and it brought
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(a) (b)

Figure 2: Progression of cylinder surface deflection calculated by COMSOL software: (a) One of
the first versions, (b) Current state of simulation

several complications, because many factors affect the results and time of the calculation. One of
them is the time step. At first the results did not differ or only slightly differed for many mesh
settings. The investigation revealed that the setting of the solver needs to be changed. By default, the
option that the time step size is set automatically. Therefore, in some simulations, changing the time
step did not affect the results. After changing the settings the results are more stable, the simulation
reacts to the configuration changes, which is evident from the comparison in Fig. 2. The calculation
time can be influenced by other elements, such as tolerance or solver. Currently, the simulation lasts
approximately 8 hours on a regular desktop PC and cannot be significantly improved due to hardware
limitations. In last weeks I requested a computing time on supercomputer at IT4Innovations [8] and
this request was approved as a project DD-19-46-Simulation of wideband acoustic emission sensor.
Thanks to this step the results of the simulation can be improved.
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Figure 3: Comparison of analytical solution and simulation of displacement on the surface of
calibration cylinder for capillary fracture
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Furthermore, I compared the deflection with the analytical solution, which was considered in Ing. Jiri
Keprt, PhD. dissertation and whose source code I followed. However, it is apparent from Fig. 3, the
time of main peak and its amplitude are different for same material constants. Biggest difference is
evident from stabilized displacement after capillary fracture event, which oscillates around zero value
in simulation, but for analytic solution is at certain value. This difference will be more investigated
with higher computing resources for different solver settings to obtain suitable setup.

4 SIMULATION OF IMPEDANCE CHARACTERISTIC

Achieving an impedance characteristics of sensing elements in sensors is one of the key part in acous-
tic emission simulations. One of them was performed for the same element dimensions as are used
in manufactured sensors, namely a thin disk with height 0.426 mm and diameter 4.50 mm (Fig. 4).
The disc is made from material PZT-5H, which is also used in simulation. Simulation was carried
out in frequency domain in range from 20 to 2 000 kHz with step 20 kHz, when a periodic voltage
was applied to the upper and lower sides (electrodes) of the element (AC/DC Module). Piezoelectic
element was not fixed by any condition, it was in a free state (Solid Mechanics Module). Results were
compared with measurement performed by impedance analyzer HP 4294, which applies voltage 500
mV to the tested object, therefore the same voltage was set-up in the simulation. The only difference
between the experiment is that during the measurement the sample is placed between the measuring
tongs, however the simulation assumes a free state.

Figure 4: Examined piezoelectric element
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Figure 5: Impedance characteristic of thin piezoelectric disc
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As can be seen in Fig 5, the results generally correspond, but their difference is increasing for higher
frequencies. This can be caused by material differences (material in COMSOL library has different
properties than produced one), in geometrical difference or some undefined features in simulation. At
this stage these result are sufficient for our purposes and more complex simulation of whole sensors
will be performed.

5 CONCLUSION

Presented paper dealt with the issue of acoustic emission sensors, performed experiments and simula-
tions. Measurement aimed at transducer displacement after pulse excitation showed the displacement
is uniform on the surface, but sufficient signal reflection must be ensured. One of simulations ex-
amined surface displacement after capillary fracture with similar peak arrival time and amplitude as
analytic solution, but different damping. Result achieved by simulation had a tendency to oscillate,
this difference will be more researched thanks to obtained computing time on supercomputer.

Another simulation was focused on impedance characteristic of piezoelectric element, which was
compared to measurement with impedance analyzer. The results differed only to a lesser extent and
they will be used as a step for further progress. That will contain more complex model of a sensor
and it should cover whole calibration process. Thanks to these steps it will be possible to optimize
sensor parameters by simulations.
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Abstract: This paper is focused on the parameter identification of the Two-Mass mechanical flexible
system for motor drive applications. The whole methodology is based on the amplitude frequency
characteristic given by the Welch spectrum analysis method. Then, an initial estimate of the plant
parameters is extracted from the amplitude frequency characteristic and it is used as the starting point
for the Levenberg-Marquardt algorithm to enhance the parameter estimation.
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1 INTRODUCTION

Plenty of mechanical rotary systems with any flexible coupling can be modeled as the two-mass
system. As the examples; the toothed belt, axial rotary flexible connection, and long torque shaft con-
nection can be given. Work [1] can be used as a good knowledge background for the physical based
modeling of the multi-mass systems. These types of systems (plants) show resonant behavior on cer-
tain frequencies. This means that there are (anti)resonant peaks on the plant frequency response. Such
a behavior causes many problems in closed-loop system design and hence, it is necessary to identify
this behavior as best as possible. For the satisfying parameter estimate, an appropriate identification
method has to be chosen. Right beside this, an appropriate input signal has to be chosen as well. This
means that the signal must be rich enough to ensure sufficient plant excitation. Widely used methods
for identification of the electric drive systems are methods based on the frequency analysis or the
spectral analysis. The method used in this paper is based on the spectral analysis using power spectral
densities (periodograms) estimates according to:[2]. The main goal of the identification experiment
presented in this paper is to obtain the plant parameters estimate, which allows successful recon-
struction of the resonant and anti-resonant peaks values and their positions on the plant frequency
response.

2 TWO-MASS SYSTEM MODELLING

The Two-Mass mechanical flexible system can be understood as the system with the single input and
with two outputs and can be described by the following set of the differential equations.

dωm

dt
= −

b
Jm

ωm−
k
Jm

θm+
b
Jm

ωl +
k
Jm

θl +
Ti

Jm
(1)

dθm

dt
= ωm (2)

dωl

dt
=

b
Jl

ωm+
k
Jl

θm−
b
Jl

ωl −
k
Jl

θl (3)
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dθl

dt
= ωl (4)

WhereJm and Jl are the inertias of the shaft and load, respectively. Parameterb is the dumping
coefficient and the parameterk is the flexible coefficient. Variablesωm andωl standfor the motor
shaft and the load angular velocities, respectively. The variablesθm andθl areshaft and load angular
positions. Finally, theTi variable stands for the input torque generated by the electric part of the
machine. The typical frequency response of the plant withTi asthe input andωm asthe output is
shown in Figure 1.
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Figure 1: Flexible system frequency response (example)

The blue line represents the magnitude of the mechanical part of the drive systems with a flexible
mechanical part. Red and green lines represent resonance and anti-resonance overshoots, respectively.
Red and green crosses then represent their positions in the frequency. The mentioned transfer function
of the examined plant is as follows:

Gp(s)=
ωm(s)
Ti(s)

=
1

Jm+Jl

1
s

Jl s2 +bs+k
JmJl s2 +bs+k

(5)

where thes stands for Laplace operator. The bi-quadratic member creates the flexible element of
the system. The main goal of this paper is to show the procedure of theJm, Jl , k, andb parameters
estimation. The resonant angular frequencyωr andanti-resonant angular frequencyωa aredescribed
by the following relations [3], [4]:

ωr =

√

k
Jm+Jl

JmJl
(6)

ωa =

√
k
Jl

(7)

The analytical form of the amplitude frequency characteristic can be easily derived by replacing
s with the jω in (5) and evaluating the absolute value to gain the following relation:

|Gp(ω)|dB = 20log10

√
(k−Jl ω2)2 +b2ω2

(k(Jm+Jl )−JmJl ω2)2 +b2(Jm+Jl )2ω2 (8)

Now, the values of the resonant and anti-resonant peaks can be easily derived by substituting (6) and
(7) into (8) respectively. Then, the following relations are obtained:

RdB = 20log10
1

Jm+Jl

√√
√
√

1+
k

J3
l

Jm

b2(Jm+Jl )
(9)
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AdB = 20log10

√
b2

b2(Jm+Jl )2 +kJ3
l

(10)

The model was widely discussed in the previous work: [5] Relations (6), (7), (9), and (10) are used
to examine the accuracy of the identified parameters in the final part of this paper.

3 DATA PROCESSING

The used Welch method of the spectral analysis can be described by the following formula:

|Ĝp(ω)| =
F 1

N ∑N
i=0Ruyi (τ)wi(τ)

F 1
N ∑N

i=0Ruui (τ)wi(τ)
(11)

The method is based on the averaging ofN periodograms. Where periodograms are given as the
Fourier images of the cross-correlation and auto-correlation functions, respectively. For accuracy
increase, there is a window function applied on each periodogram. The window function is defined
as follows:

w(τ) = 0.5−0.5cos

(
2π

L−1
τ
)

(12)

whereL is the length of the data block (periodogram). As mentioned in the Introduction section,
the spectral analysis serves only as the initial estimate for the Levenberg-Marquardt algorithm. This
algorithm minimizes the nonlinear least-squares problem:

‖f(x,B)−ym‖
2
2 = (f(x,B)−ym)T(f(x,B)−ym) = (r)T(r) (13)

wheref(x,B) is a set of nonlinear equations andB is a set of function parameters. Theym is a set of
measurements. For the optimum solutions, it is necessary that following partial derivatives are equal
to zero:

∂rT

∂B
r = JTr = v (14)

whereJ is Jacobian matrix. The vectorv should be equal to zero for the optimal solution. Levenberg-
Marquardt method presents the solution of this problem as:

(A(k) +λD(k))B(k)
d = −v(k) (15)

whereA(k) is k-th estimate of Hessian defined as theA = JTJ. Parameterλ is the value of a scale
factor and diagonal matrixD(k) is an additional scale matrix. Finally,v(k) is a gradient ink-th step.
According to: [6] theD is set asD(k) = JT(k)J(k). The estimate of the Jacobian matrix in each step of
the algorithm is calculated as follows:

J(k)
∗,i =

f(x,Bi +Δ)− f(x,Bi)
Δ

(16)

whereΔ is a user-defined tolerance value.

3.1 PARAMETERS EXTRACTION

For the initial parameter estimate, the values of resonance frequencyωr andanti-resonance frequency
ωar areused. An additional point at low frequencies (ωlow) is used as well. See Figure?? (a). The
point is half of decade distant from the anti-resonance frequency. Now, from (6), (7), (9), (10) and
with the additional point and withJc,0 = Jm,0Jl ,0

Jm,0+Jl ,0
onecan derive:

1
Jm,0 +Jl ,0

= Js = |Gp(ωlow)| (17)
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Jm,0 =
ω2

ar

ω2
r

Js (18)

Jl ,0 = J−1
s −Jm,0 (19)

k0 = ω2
r Jc,0 (20)

b0 =

√√
√
√ k0J3

l ,0

R2J3
l ,0J−3

c,0 −Jl ,0J−1
c,0

(21)

4 EXPERIMENT DESCRIPTION

The experimental testbench is formed by the long torque shaft connected to the Permanent magnet
synchronous motor (PMSM) and the flywheel (1 kg and 10 cm diametral) placed at the other end
of the shaft. The electrical part of the PMSM is considered to be controlled by the Field-oriented
control strategy and its design is omitted in this paper. And the whole electrical part of the PMSM
is abbreviated into a simple torque generator following:Ti = iqKi . Whereiq is the current applied
on the q-axis andKi is the torque-current constant of the PMSM. The sampling frequency for the
measurement was set to 2 kHz. The q-axis current and the shaft velocity were measured and used
for the spectral analysis. As the input signal, a Pseudo Random Binary Sequence (PRBS) was used.
There were 65536 samples acquired and the length of the data block (length of the periodogram) for
the Welch analysis was set to 8192 samples. The complete algorithm was implemented at the dSPACE
DS1103 platform. In the Figure 2 (a) there are two estimates of the (5). The first one (red solid line)

ω [rad/s]

|G
(ω

)|
[d

B
]

iterations

V
(B

)

(a) (b)

Figure 2: (a) - Blue dots represent curve obtained by the Welch method, red solid line stands for the
model with the initial estimate and the green line is the model given by the Levenberg-Marquardt
algorithm. The black cross is an additional point. (b) - Value of normalized cost function over the

iterations

is obtained with the initial parameter estimate based on the Welch method. The second one (green)
is obtained as the final value of the paramters estimate by the Levenberg-Marquardt algorithm. In
Figure 2 (b), there is the normalized value of the cost function with which the algorithm is optimized.
The cost function formula can be obtained from (13) as follows:

V(B) =
1
N

(|Gp(ω,B)|− |Ĝp(ω)|)T(|Gp(ω,B)|− |Ĝp(ω)|) (22)

whereN is the number of the curve data points obtained by the Welch method (blue points in Figure
2 (a)). One can see, that the convergence of the cost function is fast. The minimum of (22) is
found within the 5 iterations. The value ofλ was set toλ = 0.75 and the value ofΔ was set to
Δ = 1 ∙10−1. The ending condition of the algorithm is given by the maximum number of iterations
and the minimum change of theB parameters and minimum change of the cost functionV(B). Both
are given by the value ofΔ.
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Parameter Welch Levenberg-Marquardt theoretical
Jm 6.45∙10−5 kg ∙m2 6.76∙10−5 kg ∙m2 6.5 ∙10−5 kg ∙m2

l 1.31∙10−3 kg ∙m2 1.33∙10−3 kg ∙m2 1.3 ∙10−3 kg ∙m2

k 6.75kg ∙m2 ∙s−2 6.95kg ∙m2 ∙s−2 7 kg ∙m2 ∙s−2

b 2 ∙10−3 kg ∙m2 ∙s−1 3 ∙10−3 kg ∙m2 ∙s−1 3 ∙10−3 kg ∙m2 ∙s−1

Table 1: Parameters comparison

In Table 1, there are results compared with the theoretical values. Theoretical values are obtained
from the geometric attributes of the testbench (flywheel diameter, shaft length, shaft diameter, and
shaft shear modulus). The inertia higher values are caused by the omitted additional connections in
the testbench (flexible couplings etc.).

5 CONCLUSION

The main goal of this paper was to demonstrate the possible use of Welch spectrum analysis with
the Levenberg-Marquardt algorithm for the motor drive plants with the two-mass mechanical load
parameter estimation. The Welch method was used to create an initial estimate for the Levenberg-
Marquardt algorithm. This algorithm found the minimum of (22) within the 5 iterations. Obtained
results are presented and briefly discussed.
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Abstract: This paper deals with a random vibration generation on vibration shakers using a FIR
filter. Every shaker has its resonances and anti-resonances which causes troubles in random vibra-
tion generation, for instance in presented shaker the difference between maximum and minimum in
frequency characteristic is nearly 50 dB. Therefore, we decided to create a FIR filter with inverse
characteristic with respect to the shaker to minimize those differences. To design such a filter a fre-
qeuncy characteristic of the shaker has to be measured, then the characteristic is simplified using
Ramer–Douglas–Peucker algorithm. Finally, the characteristic is inverted and FIR filter is designed
using Remez algorithm. Using this FIR filter the difference in frequency characteristic drops from 50
dB to less 2 dB.

Keywords: Mechanical vibration, random vibration, FIR filter, resonance

1 INTRODUCTION

Mechanical vibrations are essential part of environmental testing procedure, because everything is,
during its lifetime, exposed to vibration. Different equipment are exposed to different types of vi-
bration based on their purpose and destination. For this reason, there exist many different testing
procedures, for instance for industrial equipment, cars, aerospace, etc. However all these procedures
are using sine, sweep sine, or random vibration to test the devices. Therefore generation of such a
signal is necessary for the testing. Moreover, mechanical vibrations are also used in other areas, such
as modal analysis, energy harvesters characterization, and mechanical sensor testing.

The vibrations are usually performed on electrodynamic shakers, which can be easily driven by elec-
trical signal. On the other hand, the description of electrical and mechanical parameters and their
mutual influence is complex and can be found in [1]. In general, the parameters and their mutual
influence results in resonances and anti-resonances, which has to be taken into account when driving
these shakers.

Traditional approach to control random vibrations is based on narrowband filters and control of the
effective value (rms) of the vibrations [1]. Nowadays, with increased computational power new al-
gorithms and methods have been developed, for instance robust methods [2], precision methods [3],
or energy efficient methods [4]. Unfortunately, these methods are not suitable for low computational
power systems.

Commercially available vibration driving software firstly identifies the system to find their main res-
onances and anti-resonances and then uses sophisticated control algorithms to keep the amplitude of
the vibration within specified range. Therefore, these control systems are expensive and does not
allow further modifications. So, this solution is not suitable for occasional testing and research. For
this reason we decided to develop our own vibration control system.

We have already developed a control system capable of sine and sweep sine vibration control, where
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signal effective value is controlled via PID controller [5]. This system is working quite well if the
resonances and anti-resonances have lower quality factor and are sparsely distributed. Otherwise, the
system is not able to control the amplitude properly.

Nevertheless, the resonances can have a high quality factor and especially resonance and anti-resonance
can be very close to each other. Moreover, the need for simple vibration noise control system still
lasts. For these reasons, we have decided to develop a new control system.

2 RANDOM VIBRATION CONTROL

Random vibrations are usually defined as a vibration with constant power spectral density on specified
frequency range, the maximal amplitude error is usually ± 3 dB. This is quite challenging to achieve,
due to resonances and anti-resonances in the system.

A recommended way how to achieve a white noise on vibration shakers, is to divide the frequencies
spectrum to several narrower ones, where the amplitude is controlled independently [6]. This attitude
is versatile, but require a lot of computational power to filter input and output data. Therefore, this
algorithm is not suitable for distributed systems like NI CompactRIO.

For this reason, we decided to create a FIR filter with inverse characteristic of the vibration system
and using it to filter the input data for the shaker so, the system should have a constant frequency
characteristic. Then, a PID controller can easily control the amplitude of the vibration. This system is
less computational demanding than the aforementioned method, so it can be used on NI CompactRIO.
Moreover, this filter can be also used in our current sine control system to improve its properties. On
the other hand, for a different shakers, or load on shaker a new filter needs to be created.
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Figure 1: Frequency characteristic of vibration shaker - measured and after simplification using
Ramer–Douglas–Peucker algorithm
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2.1 INVERSE FILTER

The frequency characteristic of the shaker is created using ratio of frequency spectra of the output
and input signal with 1 Hz resolution. The data are generated and measured using NI PXI 6363 card.
To minimize the error, the characteristic is created by averaging 1000 measurement. Nevertheless,
the resulted spectrum were still quite noisy therefore, a spline filter was used. The filtered frequency
characteristic is visible in the figure 1.

To create a FIR filter according to specific frequency characteristic a Remez exchange method was
selected [7]. There has to be enough input data to interpret the shape properly, however there cannot
be too much of the data due to numerical stability. In our case, the algorithm is stable if the input data
are a few hundreds samples long. And the maximum distance between samples is 100 Hz, otherwise
the algorithm creates peaks or notches between those points. For this reason, it is necessary to process
the data to describe the shape properly, but contain only a few hundreds of samples.

For this reason, the frequency characteristic was simplified using Ramer–Douglas–Peucker algorithm
[8]. This algorithm remove points which can be replaced by line segment within a specified tolerance.
This method simplified the frequency characteristic to 84 points (figure 1). However, this method
keeps some wide areas without any point. Therefore, if there is an area larger than 100 Hz without a
point, one is added. The resulted characteristic is described by 298 points.

Then, the data are inverted to create the inverse filter and the FIR filter is created using aforementioned
Remez algorithm. The length of the filter was determined experimentally to 2001 samples. The
frequency characteristic of the filter is visible in the figure 2.
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Figure 2: Frequency characteristic of the FIR filter
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Figure 3: Resulted spectrum of the vibration

2.2 VIBRATION GENERATION

The FIR filter is used to filter the input white noise data to the vibration shaker to minimize its
resonances. The amplitude of the vibration is controlled using simple PI controller. The spectrum of
the vibration signal on the vibration shaker is visible in the figure 3. In the resulted spectrum are still
visible some traces of the original resonances, however the overall error is smaller than 2 dB, which is
within the limits described by [6]. Therefore, this method can be used to generate random vibration.

3 CONCLUSION

In this paper we describe a method of generation a random vibration with constant power spectral
density. To do that a shaker resonances has to be suppressed. In our case, we do this using FIR
filter. To design such a filter we need the frequency characteristic of the shaker, which can be eas-
ily measured using the input and output signal spectrum ratio. Then, from the spectrum are using
Ramer–Douglas–Peucker algorithm extracted important points, which are then inverted and used to
design FIR filter using Remez exchange method.

The resulted FIR filter is then used to filter the input signal to the shaker. The resulted system has
more or less constant frequency characteristic. The differences in the resulted spectrum are smaller
than 2 dB, which is great improvement because the in the original spectrum were nearly 50 dB. The
effective value of the vibration is then controlled by simple PID controller.

Moreover, this method can be used also in sweep sine vibration to overcome the resonances and anti-
resonances. On the other hand, The FIR filter has to be designed for different vibration shakers and
loads, as it can change the resonances. However, the FIR filter can be easily created, so this constrains
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does not cause much difficulties.

Unlike the standard approach, this method is not able to reflect runtime changes in the frequency
characteristic of the vibration system, which can be caused for instance by temperature. On the
other hand, it is possible to update the inverse filter during vibration generation, however this will
largely increase needed lot of computational power, so in that case a standard approach seems to be a
better option. Nevertheless, in applications with minor runtime frequency characteristic changes this
method can be used.
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Abstract: This paper introduces the topic of measuring the wind-induced forces on a concrete roof
pavers. It describes the creation of a system, allowing such measurements and it also proposes two
methods. First discussed method is measuring differential pressure. The second is measuring the
weight of a roof paver. This article proved, that those methods can give meaningful results and that
the future research should continue to use and improve this measurement system.
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1 INTRODUCTION

The influence of wind has been a subject of research for ages. One of its aspects is its ability to
demolish land objects such as buildings. Hurricanes, for example, are on a par with earthquakes in
terms of environmental loads for buildings. [1, 2] For that reason construction industry is constantly
trying to reinvent building procedures to build structures, which can withstand the forces of strong
winds. On the contrary every time a building is being constructed, there is also a significant focus on
price. Stronger constructions are more expensive than the less robust. With this in mind we can say,
that it is important to know where is the border when forces, caused by wind, becomes dangerous
to people or buildings. Because when we know the border, then we can build construction durable
enough to withstand strong winds, but not overly strong which would be unnecessarily expensive.

The most stressed part of a building during strong winds such as hurricane is the roof. Most of the
industrial structures, offices or commercial buildings etc. uses flat roofs, which are constantly under
the influence of flow of wind. More stronger winds can cause significant uplifting forces, which then
leads to damage of the roof or in a worse scenario, to separation of a roof from the rest of the building.

Flat roofs are usually covered with loose concrete roof pavers. Pavers are not only used on roofs, but
they are commonly used in construction of podiums or small city squares etc.. Loose concrete pavers
are heavy, relatively thin concrete blocks, which are resting on a pads, made usually from plastic.
That means, that only the gravity force is holding them in place. The flow of wind creates difference
between external (over the paver) and internal (under the paver) pressure and that creates an uplifting
force. If the uplifting force is larger than the gravity force, then the concrete pavers dislodge and can
transform into an airborne missiles. So its important to know, how the pavers are influenced by the
wind flow.

The main focus of this research is to measure and determine pressures acting on loose concrete roof
pavers. First necessary step was to decide what method to use for measuring those forces. The
measurement of differential pressure method was selected as one of the first methods. This method is
comparing pressure over and under the paver and determines difference between them. To determine
if the data from differential method are meaningful, the measurement of paver weight was used.
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After the sensors were chosen, the measurement system could be made. This article is about that
measurement system, its components, properties and future plans for making this system better.

2 DEVICES

Sensor DLH-L05D-E1BD-C-NAV8 from company Amphenol All Sensors was chosen for measuring
differential pressure. This sensor has two pressure inputs. The measuring range of this sensor is ±
1.250 kPa with typical precision of ± 0.20% from fullscale[3]. This range was estimated based on
the measurement made by Aly Mousaad Aly et al.[4]. They measured maximum of 1.419 kPa during
their test with wind speed up to 28.48 m/s with simulation of turbulence and wind gusts [4]. Test
of Aly Mousaad Aly et al. was slightly different in nature so we decided to use measurement range
mentioned above. The sampling frequency is up to 230 Hz. This sensor communicate through I2C
interface.

The reason was also because wind, with velocity of 28.48 m/s is declared as violent storm in Beauforts
scale [5]. We do not expect stronger winds in the place of the measuring.

(a) Full bridge circuit with four 50 kg load
cells.

(b) 50kg load cell [6]

Figure 1: 50 kg load cell and its usage in making full bridge circuit.

The second sensor, was the load cell, used to measure weight of the concrete paver this sensor can be
seen in figure 1b. This load cell is simply called “Load Sensor - 50kg” by the manufacturer Sparkfun.
The four of this load cells were used for supporting each corner of the paver, which weighs 27 kg.
The load cells measurable weight range is up to 50 kg. Manufacturer states, that if you use 4 of them,
then the range is up to 200 kg[6]. This load cells were used, because they were already available in
our department. They are sufficient for proofing pressure measuring, but load cell with smaller range
should be used in future for more precise measuring.

The load cell is made out of metal beam and two strain gauges, which are glued to the metal beam
made for transition of forces. Two 1 kΩ strain gauges are connected to the half-brige. This half
brige has 3 outputs. The strain gauges has opposite resistance coefficients in the same direction of
deformation. This property is utilized for building full bridge with four load cells. The four load cells
are put under plate to create a scale. The circuit of a full bridge can be seen in figure 1a.

The opposite coefficient ensures that measured load can be anywhere on the plate and still be mea-
sured correctly. So the measured weight is not dependent on load position on a plate. In case of this
experiment the plate is the paver and simultaneously the load.

The full bridge is powered and measured by circuit board HX711, which contains 22-bit AD converter.
This converter then communicates through proprietary interface. Creation of a special software, to
communicate with this interface, was needed. The sampling frequency is up to 12 Hz.
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The data from the sensors are being gathered by measurement cards for CompactRIO from the Na-
tional Instruments. This device is placed in nearby wiring closet, where it is connected to the WAN
network, from where the data flow is redirected to the PC trough TCP/IP interface. All of the mea-
sured data are being saved on the PC. All software for communication and data management had to
be created for the purpose of this research. Also the calibration of the weight had to be performed.
All of this was a significant part of the research, but this article doesn’t focus on that.

3 METHODOLOGY AND CONFIGURATION

As mentioned before, the differential pressure is being determined from pressure under and over
a concrete paver, which is placed on a roof of a building of Faculty of electrical engineering and
communication in Brno. The placement of the paver is half meter from a ledge which is 40 cm high
parapet. The other ledges are more than 2 meter distant.

The paver is in lee of that parapet. We can presume that the parapet is causing turbulence and thus
slowing the wind speed. That is the reason why the ± 1.250 kPa range for pressure sensor was chosen.
Placement of the paver on the roof can be seen in figure 2a.

(a) Position of measured paver
on the roof

(b) Circuit under the Paver (c) Model of the shell of the case

(d) Model of the inside of the case (e) Paver set-up

Figure 2: Placement of the paver. Circuit underneath the paver and model of the load cell case

The load cells are placed in custom made cases. Those cases were designed in SolidWorks 2017 and
printed from PETG material on a 3D printer. This material should be durable enough to withstand at
least a half of a year in harsh conditions. Case is made from two parts, the inside and the shell. The
shell is made to be in contact with the paver. It is designed to keep the load cell in place and to allow
flex of the inner beam with strain gauges. The inside part of the case is made for fixing the load cell
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in place. Its another purpose is to transmit the stress trough stand and little metalic sheet to the inner
beam to cause flex of the strain gauges. Whole case is high enough to sit in the plastic pads and still
elevate the paver to the level of the rest of the pavers, so the measured paver doesn’t stick out. The
cases and their placement can be seen in figure 2b. The models and dimensions of the case parts are
shown in figure 2c and 2d.

The reason for measuring weight is, that without the wind flow the weight of the paver would be
stable over time. But when the wind start flowing, the uplifting forces will act against the gravitational
force. Resulting force of the paver against the roof (or the scale) will be lower, so will be the measured
weight. Weight can be transformed directly into force and then into a pressure. This principle is used
in section 4. Resulting paver setup is shown in the figure 2e.

4 MEASURED DATA AND RESULTS

The measuring was running all day from 10. 2. 2020 to 17. 2. 2020. During this time span the Sabina
storm hit most of the Europe. The data were stored in files, which were saved every hour. The wind
speed that day in Brno, was up to 11 m/s and the gust speed was up to 25 m/s [7].

The data from that day were put trough algorithm for signal processing, created in LabVIEW 2017.
This algorithm removes DC part from both signals and uses Furrier transform for re-sampling the
signal from weight sensors. The re-sampling was needed for making correlation possible. A slow
drift of a signal from weight sensors could be seen. This drift was caused by temperature changes.

The pressure sensor is compensated, in terms of temperature changes, but not the weight sensors.
Fortunately we can presume that variation of the signal in dependency on temperature is much slower
than the variation caused by wind. So the filtration of low frequencies was performed to remove
temperature dependency.

Correlation followed after the filtration and re-sampling process. The results of correlation showed
that those two signal are very similar to each other, but also showed that the signal from weight
sensors is delayed. The results of correlation made possible do determine how much should be the
slower signal shifted in time so we could see the overlap. The signal processing section is also a very
significant part of the research, but its not the focus of this article.

In the figure 3a we can see data after signal processing but before the time shift. The resulting overlap
can be seen in figure 3b. This similarity is proving, that both sensors are measuring similar signals.

The area around 2045th second in figure 3 shows significant variation in measured weight and dif-
ferential pressure. This was caused by strong gust. The difference of the pressure is 151.9 Pa. The
difference in weight is 1602 g. That is 15.71 N. If we use pressure equation, where F is the uplifting
force and the S is the surface area of a paver:

p =
F
S
=

15.71
0.52 = 62.84 Pa (1)

Then we get the pressure of 62.84 Pa. This is significantly different. The possible reasons will be
discussed in conclusion.

5 CONCLUSION

In this research the measurement system for measuring forces acting on a roof paver, was created and
proved to be functional. The research also showed, that the data from weight scale and from pressure
sensor are similar and meaningful. Several tools were utilized in creation of this system, such as 3D
printing, virtual instrumentation or signal processing in LabVIEW.
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(a) Data before time correction
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(b) Data after time correction

Figure 3: Part of the data measured on 10th of February 2020 at 17:00, showing the strong gust.

The final pressure values are different, but that could be caused by the plastic cap, protecting pressure
sensor from the water. It is possible that it disturbs the flow of the wind and causes turbulence. The
dependency of a cup shape on a pressure should be object of the future study.

Another future step should be determining the uncertainties and to extend the measurement to the
adjacent pavers to create a measurement matrix. That would mean that we could measure the distri-
bution of pressure in larger area and possibly determine the direction or the speed of the wind. In
addition, the next iteration of this system should include directional anemometer.
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Abstract:

For nearly two decades, a substantial part of developed anti-abuse and anti-spam systems for web
applications called CAPTCHA is based on imperfections in OCR (Optical Character Recognition)
algorithms. But with improvements in Deep Learning in OCR, these systems are now obsolete. More
and more systems can now break various text Captchas with great accuracy. Now with sufficient
training dataset, almost every text-based Captcha scheme can be broken.

The focus of this work is to present an idea of a semi-supervised method for reading text-based
Captcha which needs only a small initial dataset. The main part of this article is dealing with the
problem of training a deep learning system with only a small sample of target Captcha scheme via
transfer learning.

Keywords: OCR, CAPTCHA, Deep learning, semi-supervised learning, MATLAB

1 INTRODUCTION

Common most used approach to Captcha (Completely Automated Public Turing Test to tell Com-
puters and Humans Apart) implementation for web services is based on OCR (Optical Character
Recognition) problem. Current OCR algorithms can be very robust, but they have some weaknesses.
This imperfection limits the usage of these algorithms but can be utilized for Captcha purposes with
great advantage. The server sends an image with a sequence of characters to the client-side. This
image is prepared in a way that uses known OCR issues against the artificial solver (computer). At
the same time, as the Captchas become more and more robust, people who try algorithmically solve
this kind of Captcha challenge helps to improve the OCR algorithm [1].

This kind an iteration process helps both sides, but development advanced so far, that current Captcha
schemes are very complex for humans and the computers have a significantly higher success rate than
humans. Many current Captcha challenges are so complicated, that humans cannot solve them, but
machines can. Automated versatile systems for cracking Captcha can beat many schemes without
any kind of human interaction. Some of these systems can be tweaked to learn new unknown Captcha
challenge. As previous research has shown, this kind of system can overcome almost any possible
Captcha scheme with a high success rate [2, 3, 4].

Most recent attacks use convolutional neural networks (CNN) in combination with other techniques.
For example in [5] Gao et al utilized CNNs in the first phase for feature extraction and Long short-
term memory for actual recognition. Another similar work was presented in [6], where 2 deep nets
were used, one estimating the length of the text, the other using this information to get the supposed
correct answer. The disadvantage in both works are in the need to build a large annotated dataset for
initial system learning.
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This disadvantage is bypassed by the system in [7]. The system use a small annotated sample (about
500pcs) to learn the generator of synthetic Captcha codes of the same style. The generator is based on
a Generative adversarial network. The generated data is then used to train the basic version of CNN
and the original data is used to fine-tune the network.

2 PROPOSED SOLUTION

The main idea of this paper is to use the target web-page for generating sufficient enough dataset
without annotation a huge number of data. The process benefits from the fact, that the target web-
page uses the Captcha to validate the input data. The target web-page needs to generate a Captcha
image for every request and validate data received from the user. The attacker can easily make an
autonomous system, which downloads the Captcha image, tries to guess the answer (with a random
answer or with a Captcha breaking system) and send it to the server. The attacker is automatically
notified by the server, whether the sent answer is correct or not. With the use of distributed attacks
and the great number of attempts, the attacker can obtain a great number of testing samples without
annotating a single Captcha image.

In this paper, the method will be tested on the annotated dataset, rather than the online test to lower
the network traffic. To speed the initial phase up, the small sample of 30 images was used to pre-train
the classification network as a starting point for this experiment.

2.1 INPUT DATASET

The dataset used in this experiment was created by downloading 16731 Captcha images from the
page http://geocheck.org via Selenium Webdriver. This Captcha scheme used on this page
consists only of numbers of the constant length of 5 digits. The implementation has a great weakness.
The verification process is located at the client-side, e.g. the correct answer is present on the web
page send to a user computer. The only security measure used is insecure MD5 hash. The automated
Python script can download the Captcha image and break MD5 hash to obtain the right answer in less
than 0.25s. This makes this Captcha scheme perfect for rapid dataset creation. The sample image
from the dataset is presented in figure 1.

Figure 1: Sample of input dataset used for the experiments

2.2 IMPLEMENTATION

The entire experiment was done in MATLAB computational environment using Deep Learning Tool-
box and Computer Vision Toolbox. Experiment setup and data flow is described on figure 2.

In the first stage, the 30 Captcha images was labeled via Image Labeler to create precise annotation
of character location. Extracted regions was then used to train segmentation deep neural network
[8] with layers shown on table 1. Training used algorithm called stochastic gradient descent with
momentum [9], initial learning rate set to 0.001 and mini batch size of 10 for total number of 100
epochs. The class weights were set according the ratio of the classes in training data.

With this segmentation network, the initial batch of learning images was created. This RGB image
contains one letter each and each was resized to 28x28px size and saved to disk with the correct label.
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Figure 2: Experiment setup diagram

Layer type Layer description
1 Image Input 60x213x3 images with ’zerocenter’ normalization
2 Convolution 32pcs 3x3x3 convolutions with stride 1 and padding 1
3 ReLU ReLU
4 Max Pooling 2x2 max pooling with stride 2 and padding 0
5 Convolution 32pcs 3x3x32 convolutions with stride 1 and padding 1
6 ReLU ReLU
7 Max Pooling 2x2 max pooling with stride 2 and padding 0
8 Transposed Convolution 32pcs 4x4x32 transposed convolutions with stride 2 and cropping 1
9 ReLU ReLU
10 Transposed Convolution 32pcs 4x4x32 transposed convolutions with stride 2 and cropping 1
11 ReLU ReLU
12 Convolution 2pcs 1x1x32 convolutions with stride 1 and padding 0
13 Softmax Soft-max
14 Pixel Classification Layer Class weighted cross-entropy loss with 2 classes

Table 1: Segmentation deep network used to classify pixels between background and foreground

The classification network was pre-train on 10000 handwritten digits dataset (1000 per digit) from
Matlab demo datasets, 7500 images were used for training, 2500 for validation. The original dataset
contains binary images, but for the test purposes, random color for character and background was
selected and every image was colored. The structure of the network is shown in table 2. Training also
uses an algorithm called stochastic gradient descent with momentum [9], an initial learning rate set
to 0.01 for the total number of 4 epochs. This pre-trained network was saved as a starting point for
further fine-tuning.

The pre-trained classification network was then fine-tuned using a labeled segment from the seg-
mentation network. During the first stage of fine-tuning, 100 segments (10 per digit) were used for
training, 50 for validation. The training uses the same parameters, but the number of epochs was set
to 20 to make more emphasis on real data.

With both deep neural networks learned, the whole system was tested on the dataset of 16731 images.
As can be seen in figure 2, every input image was segmented using the first network, preprocessed
and every segment was classified. The resulted digits were compared with the ground truth. To make
proper simulation of server response, the simulation only outputs true or false for the entire response,
not for each digit. The correctly answered Captchas are then used to create a new dataset for next
stage fine-tuning. The classification network fine-tuned on the new data and the process is repeated.
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Layer type Layer description
1 Image Input 28x28x3 images with ’zerocenter’ normalization
2 Convolution 8pcs 3x3x3 convolutions with stride 1 and padding ’same’
3 Batch Normalization Batch normalization with 8 channels
4 ReLU ReLU
5 Max Pooling 2x2 max pooling with stride 2 and padding 0
6 Convolution 16pcs 3x3x8 convolutions with stride 1 and padding ’same’
7 Batch Normalization Batch normalization with 16 channels
8 ReLU ReLU
9 Max Pooling 2x2 max pooling with stride 2 and padding 1
10 Convolution 32pcs 3x3x16 convolutions with stride 1 and padding ’same’
11 Batch Normalization Batch normalization with 32 channels
12 ReLU ReLU
13 Fully Connected 10 fully connected layer
14 Softmax Soft-max
15 Classification Output crossentropyex with ’0’ and 9 other classes

Table 2: Classification deep network used to translate image regions into corresponding characters

3 RESULTS OF EXPERIMENT

All experiments was realised on a laptop computer with Intel Core i5-6300HQ with 4 cores and
2.3GHz frequency. The graphic card used was NVIDIA GeForce GTX 950M. The segmentation
network was trained on 30 images for 300 iterations divided into 100 epochs. The entire training time
was 1 minute and 50 seconds and resulted accuracy was 94.61%.

Training of the classification net was done in iterations. The statistics of the whole process is in table
3. In the pre-training phase, the dataset was trained on a different dataset to prepare the network
working on similar image data. Then the pre-trained network was saved and then the learning contin-
ues on a tiny sample of annotated data (Iteration 1). Then the correctly classified images were used
to enlarge the training data and were fine-tuned the network again twice. It is depicted in the table 3,
that the number of epochs was updated in every iteration to prevent over-learning.

Iteration Training count Test count Test accuracy Total epochs Total time
Pre-training 7 500 2 500 92.16 4 1m 26s
Iteration 1 100 50 78.00 20 5s
Iteration 2 1 190 1380 95.93 10 35s
Iteration 3 15 530 5 635 99.61 4 2m 55s

Table 3: Training results per iteration

After each training iteration, the validation accuracy was evaluated to see the progress and to enlarge
the training dataset. The main parameter in the table 4 is image accuracy. With every phase (and with
more train data) the success rate per image rises significantly.

4 CONCLUSION

This paper presents an idea of a semi-supervised method for text-based Captcha which needs only
a very small initial dataset. Previous works need thousands of samples to learn the target scheme
and break it. The presented experiment presents a semi-supervised method for training the Captcha
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Iteration Image Segment Image Successfully Total
count accuracy accuracy classified images time

Iteration 1 16 731 48.62% 3.07% 514 15m 40s
Iteration 2 16 731 74.58% 25.30% 4 233 20m 21s
Iteration 3 16 731 83.15% 43.71% 7 313 25m 12s

Table 4: Validation results per iteration

breaking algorithm with only 30 annotated images.

The following work will focus on a more general method to break Captcha schemes with more secu-
rity measures, like a wider character set and various lengths.

ACKNOWLEDGEMENT

The completion of this paper was made possible by the grant No. FEKT-S-20-6205 - “Research in
Automation, Cybernetics and Artificial Intelligence within Industry 4.0” financially supported by the
Internal science fund of Brno University of Technology.

REFERENCES

[1] K. Kaur and S. Behal, “Designing a Secure Text-based CAPTCHA,” in Procedia Comput. Sci.,
vol. 57, pp. 122–125, Elsevier, 2015.

[2] E. Bursztein, J. Aigrain, A. Moscicki, and J. C. Mitchell, “The End is Nigh: Generic Solving of
Text-based CAPTCHAs,” 2014.

[3] H. Gao, J. Yan, F. Cao, Z. Zhang, L. Lei, M. Tang, P. Zhang, X. Zhou, X. Wang, and J. Li,
“A Simple Generic Attack on Text Captchas,” in Netw. Distrib. Syst. Secur. Symp. (NDSS 2016),
2016.

[4] O. Bostik and J. Klecka, “Recognition of CAPTCHA Characters by Supervised Machine Learn-
ing Algorithms,” in 15th IFAC Conf. Program. Devices Embed. Syst. PDES 2018, (Ostrava), p. 6,
IFAC-PapersOnLine, 2018.

[5] Y. Zi, H. Gao, Z. Cheng, and Y. Liu, “An End-to-End Attack on Text CAPTCHAs,” IEEE Trans.
Inf. Forensics Secur., vol. 15, pp. 753–766, 2020.

[6] M. Tang, H. Gao, Y. Zhang, Y. Liu, P. Zhang, and P. Wang, “Research on Deep Learning Tech-
niques in Breaking Text-Based Captchas and Designing Image-Based Captcha,” IEEE Trans. Inf.
Forensics Secur., vol. 13, pp. 2522–2537, oct 2018.

[7] G. Ye, Z. Tang, D. Fang, Z. Zhu, Y. Feng, P. Xu, X. Chen, and Z. Wang, “Yet Another Text
Captcha Solver: A Generative Adversarial Network Based Approach,” in Proc. 2018 ACM
SIGSAC Conf. Comput. Commun. Secur., CCS ’18, (New York, NY, USA), pp. 332–348, As-
sociation for Computing Machinery, 2018.

[8] K. Horak and R. Sablatnig, “Deep learning concepts and datasets for image recognition: overview
2019,” No. March 2016, p. 100, 2019.

[9] K. P. Murphy, Machine Learning: A Probabilistic Perspective, vol. 27. Cambridge, MA: The
MIT Press, 1. edition ed., 2012.

170



COMPUTING PLATFORMS FOR DEEP LEARNING TASK IN
COMPUTER VISION

Lukas Kratochvila
Doctoral Degree Programme (1), FEEC BUT

E-mail: kratochvila@feec.vutbr.cz

Supervised by: Karel Horak
E-mail: horak@feec.vutbr.cz

Abstract: The recent progress in machine learning in computer vision guides to enormous hardware
requirements. This paper discovers new innovative hardware capable of dealing with immense de-
mands. The important decision is concentrating on task learning or the final classification. The main
concern is on five domains: single-board computers, hardware accelerators, graphics cards, workstati-
ons, and cloud computing. These devices have several key features for detection that are discussed.
Cloud computing is another presented approach. Furthermore, different delivery models of cloud
computing are addressed.
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1 INTRODUCTION
The recent development in machine learning leads to the
use of large data sets and time-consuming algorithms. A
deep learning field especially needs immense resources
as it is mentioned in [1]. The progress creates huge de-
mand on hardware. The most time-consuming part is
learning a model because we have to work with large
data sets. On the other hand, the final classification
could be done with less computing and resource de-
mands, therefore, it can be used as hardware solution
with limited resources. Figure 1: Cloud delivery models [2]

The hardware advances and we can see a new device development, e. g. Graphical Processing Units
(GPU) or Tensor Processing Unit (TPU). Or we can use specific graphic cards to learn a model.
These tools are employed mainly with rendering a 2D view from a 3D object. Another devices are
workstations specialized in deep learning and hardware accelerators. Beside the presented devices,
new equipment with limited resources, has been developed. An example can be a single-board device
capable of running an operating system. This kind of device still can be used for computer vision [3].

Another option is the use of cloud service. Then we can use the advantages of the cloud. Kapil and
all [2] suggest these advantages: efficient use of hardware, better and cheaper backup and disaster
recovery, better management, ability to set up and test new machines, fewer network infrastructures,
lower power and cooling costs, lower co-location costs and better security.

In this task it is essential to make a decision, if we will use the hardware for learning a new model or
for computing the final classification. The most common arrangement is to apply cloud computing,
workstations or GPU graphic cards for learning and embedded devices for the final classification.

National Institute of Standards and Technology defines standard cloud services, which can be divided
into three delivery models. The first option is infrastructure as service (Iaas), the second option is
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platform as a service (Paas), and the third option is software as a service (Saas). This division could
be seen in Fig 1. We can distinguish the hierarchy of the models. Each level integrates levels below.
The Iaas offers only virtualized hardware resources, like storage, or server. The Paas delivery model
proposes a platform for the client to develop, debug and build. The Saas providers are e.g. BigML,
BitYota, Precog, Google prediction API, EigenDog, Metamarkets, Myrrix, PriorKnowledge Veritable
API or Predictobot [4]. Another view is in Fig. 3. The conceptual model of the cloud is in Fig 2.We
can see that the delivery models are just a part of the whole conceptual model.

Figure 2: Cloud conceptual reference model [5]

Peteiro-Barral[6] presents three main approaches on how to speed up the learning process: devel-
opment of faster algorithms, use of a relative data representation, or data partition. In our case, we
can use a faster algorithm, but our main concern will be the partition of the data. Pop [4] describes
in detail distributed learning options and classifies five distinguished categories: Machine Learning
environments, Plugins for Machine Learning tools, Distributed Machine Learning libraries, Complex
Machine Learning systems, and Software as a Service providers for Machine Learning.

2 POSSIBILITIES FOR DEEP LEARNING

2.1 HARDWARE

We begin our survey on hardware solutions. In this case, We will go through 4 categories: single-
boards, accelerators, graphic cards, and workstations developed mainly for this task. The first and
second instances could be mixed and used for the learning model, but it will be unreasonable because
we can use other solutions to learning and achieve better results.

The first category concerns single-board devices. Though limited in resources, they have remarkable
computational power. Examples are presented in Tab. 1. When we want to apply them for our
calculation, we may need some variety of cluster structure or use of a specific library. Notable device
in this category is Jetson TX2 from the NVIDIA company.

The price of this kind of device is in the tens or hundreds of US Dollar(USD). The key features are
computational units: the CPU, GPU, or TPU. Significant property is also the amount of memory.
Also, an important parameter for access to memory is the type that is in the brackets.
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Name CPU GPU Memory[GB]
Rpi4B [7] 4x1,5GHz VideoCore IV 500MHz 4 (LPDDR4)
ODROID-N2 [8] 4x1,8GHz Mali-G52 4 (DDR4)
Beagleboard X15 [9] 2xCortex-A15 2xSGX544 2 (DDR3)
Tinker Edge R [10] 8xCortex-A72 + 4xCortex A53 Mali-T860 4 (LPDDR4)
Jetson TX2 [11] 2xDenver 1.5 + 4xCortex-A57 256xNVIDIAPascal 8 (LPDDR4)
Coral DevBoard [12] 4xCortex-A53 + Cortex-M4F GC7000+TPU coprocessor 1 (LPDDR4)

Table 1: Table with examples of single-board computers.

The second category focuses on accelerators. In this area, we have two options. The first one is a
video processing unit (VPU) developed by the Intel company. The mentioned TPU is produced by
the Google company. The cost of these devices moves around tens of USD.

Figure 3: Cloud service definition.1

The third part is about the graphic card. These cards are developed mainly for computer games
or rendering programs. Their power is being presented in GPU. GPU is focused on multiplication,
therefore, can be used efficiently for deep learning. The Tab. 2 contains comparison of the graphic-
card attributes from two leading producers. Notable advantage of the CUDA library from NVIDIA, in
contrast to the library from AMD, is it’s open character. Another advantage of NVIDIA is the library
cuDNN specialized in deep learning. Other producers of the graphic cards are ASUS, ATI, Leadtek,
or S3 Graphics.

Name Producer Clock Rate[MHz] Memory[GB] FP64 [GFLOPS] TDP[W]
Pro WX7100 AMD 1243 8 (GDDR5) 358 130
RX 5700 XT AMD 1605 8 (GDDR6) 609,6 225
M4000 NVIDIA 773 8 (GDDR5) 80,39 120
RTX 2070 NVIDIA 1620 8 (GDDR5) 233,3 175
RTX 4000 NVIDIA 1545 8 (GDDR6) 222,5 160
RTX 2080Ti NVIDIA 1545 11 (GDDR5) 420,2 250

Table 2: Table with examples of graphic card for PC [13].

The price of these devices is in thousands of USD. The key features, in this area, are listed in the

1Source: <https://venturebeat.com/2011/11/14/cloud-iaas-paas-saas/>
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Tab. 2. The clock rate indicates how many operations the processor can do in one second. Again
the memory is significant, especially for working with files, e. g. computer vision operates with
large images thus this operation requires more memory space. Floating Point Operations Per Second
(FLOPS) is a theoretical value that shows how many operations (in our case with a 64-bit number) are
possible to process. Thermal design power (TDP) is a value of maximal heat, which can be produced
in order of a safe performance of the device.

The last category of the listed hardware solution are workstations. In Tab. 3 are two examples of
workstations specially developed for machine learning. Key features are two. The first one are de-
vices, from which the workstation is composed. The second are interfaces. As we can see, they are
composed from the above mentioned categories of hardware solutions. These workstations can be
applied e. g. in autonomous cars.

Name Hardware Interfaces

NVIDIA Data Science
Workstation

3XS DSW Q116X, Intel Xeon W-2145,
128GB RAM, 24GB NVIDIA Quadro
RTX6000, 1TB M.2 SSD, 4TB HDD

2x RJ-45, 6x USB 3.0,
1x USB 3.1 Gen2 Type-A,
1x USB 3.1 Gen2 Type-C

Puget Systems

2 or 4 RTX 2080Ti, RTX 2070 or Titan V,
Intel Xeon-W 2145 8-core or Intel Xeon-W
2195 18-core, 128 or 256GB memory, 1TB
system SSD, 2TB data SSD, 4GB storage
HD

2x RJ-45, 4x USB 3.0,
1x USB 3.1 Gen2 Type-A,
1x USB 3.1 Gen2 Type-C

Table 3: Table with examples of workstations.

2.2 CLOUD COMPUTING

Remarkable approach to development of a deep learning model is usage of cloud computing. When
we use Iaas, we gain cloud advantages and acquire a new model. The cloud services should be work-
ing all the time, so we can learn the model continuously. In Tab. 4 are shown some representatives of
various delivery models with examples and content.

Type Examples Content

Iaas
Salesforce, NetSuite, Zoho, Zimbra,
Office Live, Concur, Taleo

Computer, Block Storage, Nework

Paas Google app engine, Force.com, Azure
Object Storage, Identify, Runtime,
Queue, Database

Saas
Amazon EC2 & S3, Rackspace, EMC,
Sun, BlueCloud

Monitoring, Content, Colaboration,
Communication

Table 4: Table with examples of cloud services [14].

3 EXPERIMENTAL SETUP

In the context of this article an experimental setup was build. For the learning part, was chosen graphic
card RTX2080Ti from NVIDIA company. This card can be also used for the final classification, but
for the experiment were chosen single-board computer RaspberryPi 4B.

4 CONCLUSION AND FUTURE WORK

This article discusses hardware possibilities for deep learning computing. In section 2, were pre-
sented tables with key features in each category of devices. We studied four main categories. Cloud
computing was presented and several examples were given. In section 3 were given laboratory setup.
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The following work could be focused on hybrid systems. Interesting idea of these systems is to create
a server constructed of powerful graphic cards and clients constituted from embedded devices.
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Abstract: This article is focused on the influence of reactive power compensation on the secondary 

side of the distribution transformer on the Volt-Var regulation of distributed power sources in LV 

networks. The paper shows the mutual effects of compensation and Volt-Var control on a simple 

simulation in PSS® Sincal. The first part of the paper is dedicated to the description of the simulat-

ed scheme and parameterization of individual components. In the second part the results of the 

simulation are summarized, the contraindications identified, and recommendations are given.  
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1 INTRODUCTION 

The power system is currently undergoing many changes. Share of distributed power sources is in-

creasing, the character of appliances is changing and the number of cable lines is rising. These 

changes must be adapted to the way the electricity system operates. Reactive power flows are one 

of the problems to be addressed. Distributed power sources use reactive power to stabilize the volt-

age at the connection point, which then passes to the networks of higher voltage levels. Other 

sources of reactive power are consumers of electricity themselves, where due to the increasing 

numbers of appliances with inverters, it is possible to expect an increase in consumption of capaci-

tive character. Network elements themselves are also a significant source of reactive power. For the 

above reasons, distributors are starting to consider compensation at the low voltage (LV) level. 

The transfer of active power is accompanied by reactive power, which does not do any active work. 

However, reactive power transmission on the network elements causes active losses and voltage 

drops. Reactive power also blocks the transmission capacity of network elements that could be 

used to transmit active power.  

2 LOW VOLTAGE NETWORK SIMULATION 

The main subject of the simulation is to assess the effect of compensation and implementation of 

Q(U) (Volt-Var) regulation of distributed sources at LV level during selected operating conditions. 

At the same time, the contraindication of compensation on the secondary side of the DT (Distribu-

tion Transformer) to Q(U) source control in terms of stable and economical operation of the whole 

network is also assessed. For better demonstration of interconnections between Q(U) regulation 

and compensation, a model of only one medium voltage (MV) branch formed by cable, at the end 

of which is one distribution transformer 22 / 0.4 kV, is used first. The scheme of the simulated 

network including the monitored parameters is in Figure 1. 
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Figure 1: Schematics of simulated network with Q(U) regulation of PV power source and compen-

sation on LV side of DT 

The simulation was performed in the PSS® Sincal 14.5 software. The load profile mode was used 

for the simulations. This mode enables the calculation of steady-state sets in which the P (active 

power) and Q (reactive power) of the source and load changes. In the computational program, these 

individual steady state sets are seen as the behaviour of source and load over time. The calculation 

was set on a daily basis in steps of 1h. With this setting, it was possible to create 24 separate 

steady-states. Since the simulation did not model the daily load curves, these individual steady-

state runs with respect to the parameterization of the source and load powers are referred below as 

states. 

The LV network that is the subject of this simulation is fed from a 22 / 0.4 kV distribution trans-

former with a nominal apparent power 630 kVA. The transformer is parameterized according to 

[1]. On its secondary side, there is a compensation, which allows continuous regulation to zero Q 

flow through DT (QDT = 0). The compensation means being the ideal compensator. The secondary 

side of the transformer is connected with a 1 km long LV cable N2XY 150 mm2. The LV line was 

selected from the element library available in PSS® Sincal. The specific impedance of this line is: 

= 0,124 + j0,078 /kmk k kZ R jX   . The cable was chosen intentionally because it has a low 

specific reactance compared to the specific resistance. This should lead to higher Q values provided 

by Q(U) regulation of power supply. The use of cable in the simulation also takes into account the 

trend of expansion of low-voltage cabling. 

At the end of the LV line is considered a node to which a constant load with a P of 100 kW and a 

cosφ = 1 is connected, as well as a power source with a maximum Pmax = 200 kW. The power sup-

ply is parameterized as a linear ramp where the P rises linearly from 0 kW to 200 kW in steps of 0 

to 12 and decreases from 200 kW to 0 kW in steps of 12 to 24. This setting of the power source and 

load ensures the transmitted P profile over LV line in the range of 100 kW (direction of P flow 

from MV to LV) to -100 kW. 

The simulation is a set of 24 steady-state runs. The input parameter that changes in these individual 

steady-state runs is only the P produced by the PV. The load remains constant. The monitored pa-

rameters are the voltage in the DT and PV nodes and the Q provided by the PV within the Q(U) 

control (its setting is described in section 2.1). Three variants are then tested with respect to com-

pensation in DT and Q(U) source control. These variants are as follows: 

 without compensation and Q(U) control, 

 without compensation, with Q(U) control, 

 with compensation and Q(U) control. 
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2.1 Q (U) SOURCE CONTROL 

The Q(U) control is primarily used to compensate the ΔU (voltage drop) caused by the P by Q. Ide-

ally, the voltage increase due to P supply should be suppressed by Q consumption. In a simplified 

form, the ΔU across the series impedance, which forms resistance and reactance (e.g. line or trans-

former), can be expressed by equation (1). 

 
L-N L-N

        V
P Q

U R X
U U

      (1) 

Where R (Ω) is the series resistance, X (Ω) is the series reactance, P (W) is the single-phase trans-

mitted active power, Q (VAr) is the single-phase transmitted reactive power, and UL-N (V) is the 

line-to-neutral value of the voltage. The reactive power of inductive character is considered in this 

paper.  

The equation (1) applies when we consider both P and Q consumption. Then just this voltage drop 

decreases the voltage in the PV node. It can be seen from the equation (1) that while the part of the 

ΔU caused by the transmission of P through the line is dependent on the R, the part of the ΔU 

caused by the transmission of Q is proportional to the X. If the direction of P or Q is reversed, it is 

necessary to respect this fact and change the sign of P or Q in equation (1). 

It follows from the above equation that the efficiency of voltage regulation by Q injection is strong-

ly dependent on the X, respectively the principle of compensating the ΔU caused by the transfer of 

P by Q depends on the R/X (ratio of resistance to reactance). From [2] it follows that while over-

head LV lines have the R/X ~ 2.3, LV cable lines have the R/X ~ 5.4. Voltage regulation is the more 

efficient, the lower the R/X is. Therefore, the regulation is more effective in overhead LV networks 

than in cable networks. For comparison, the overhead MV lines have the R/X ~ 1.2. 

a. 

P

Q

1.0 Smax

PD

0.1 Smax

- 0.484 PD + 0.484 PD

Required
Free design 

area
Other requirements 
in some countries

b. 

Figure 2: a. Setting the Q (U) source control, b. Requirements for reactive power supply / con-

sumption 

The parameterization of the Q(U) characteristics of the PV control is set according to the setting 

example given in the valid Annex No. 4 PPDS (Czech rules for the operation of distribution net-

works) [3]. The setting of the characteristics is shown in Figure 2 a.  

In addition to the application of the Q(U) characteristics, amount of Q support is also affected by 

PQ diagram which is also defined in [3]. The duty to enable voltage support by Q is within the cosφ 

= 0.9 (blue area of Figure 2 b.). Conventional inverters are usually designed to a maximum Q value 

that corresponds to the Q value at rated P and a cosφ = 0.9 (red area of Figure 2 b.).  

In the simulation, the source is set according to the red area of Figure 2 b. The Q(U) control is al-

lowed even though P provided by PV is zero. This has the advantage that the power supply can 
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compensate (or at least reduce) the ΔU due to P consumption by supplying Q. In these load-

dominant conditions, this behaviour can emulate e.g. an electric vehicle charging station equipped 

with Q(U) control. 

The combination of the type and length of the LV line and the nominal P of the source and the load 

was intentionally chosen so that the voltage is within the permissible limits even when the Q(U) 

control is switched off. To demonstrate the effect of compensation on Q(U) control, the line cross-

section was selected so that the power supply did not deliver its maximum Q when the Q(U) was 

switched on, i.e. the voltage was between 0.94Un and 1.08Un. 

3 SIMULATION RESULTS 

The simulation results are shown in Figure 3. In the first part of the figure, the active power is at 

the end of the LV line. This power is a set parameter and is the same for all three variants. In the 

second part of the graph, there is the Q at the end of the LV line QPV. Since there is no power 

source / consumption of Q other than PV, this value can be considered as a value provided by the Q 

(U) control. It can be seen from this that if the Q(U) control is switched off, the PV does not pro-

duce or consume any Q. When the control is switched on, the PV supplies / consumes Q that corre-

sponds to the UPV voltage according to the set control curve Q(U) (Figure 2 a.). The Q supply / 

consumption will then cause a voltage drop (in positive / negative direction). If the transmitted P is 

low and the voltage at the PV is within the dead band of Q(U) control, the PV does not supply or 

consume any Q. 

If both the Q(U) control and the compensation are switched on, it can be seen from the QPV that this 

value is greater than when the compensation is switched off. In a condition where 100 kW is trans-

ferred to the load through the line, the difference in Q is approximately 10 kVAr. This increase oc-

curs only if the power supply PV is not at the maximum Q, i.e. the voltage UPV is within the limits 

0.94Un – 0.97Un and 1.05Un – 1.08Un according to Figure 2 a. This QPV increase is caused by the 

fact that Q does not pass through DT and therefore does not cause the ΔU on the MV line and espe-

cially on the distribution transformer. In equation (1), the part of ΔU in which the Q appears, is on-

ly relevant for the X of the LV line. 

In Figure 3, the voltage in the DT node is also plotted. It can be seen from this curve that when the 

compensation is switched on, the voltage is slightly higher than the value when the compensation is 

switched off (both states without Q(U) control). This is due to the fact, that even though the load is 

only active, the transmission of this power over the LV line produces Q on the LV line X. This Q 

with off compensation is not compensated and causes ΔU in negative direction. On the other hand, 

when Q(U) control is on and compensation is off, the supply of Q through the distribution trans-

former causes a positive ΔU and increases the voltage in the DT when the P is consumed (variants 

1-4 and 20-24). Conversely, the Q consumption at an increased voltage at the PV node causes a 

negative ΔU at the secondary side of the DT (variants 10-14). 

4 CONCLUSION 

The results shows that when the compensation is switched on, the section of the grid on which the 

controlled ΔU occurs by regulating the Q is reduced. The control is then limited only to the LV 

line, which usually has a larger R/X and thus the control is less efficient. This results in a greater 

amount of Q provided by the Q(U) control.  

Under the conditions of the simulation, an extreme increase of approximately 10kVAr occurred. If 

the PV were closer to DT, it could be expected that the amount of Q would be even greater and this 

Q could not affect the voltage due to the small value of X between PV node and DT node. 

Compensation in LV networks with a high proportion of distributed generation sources should 

therefore be avoided.  
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Figure 3: Voltage and reactive power profiles depending on the active power transmitted through 

LV cable 

REFERENCES 

[1] Trojfázové olejové hermetizované transformátory 50 - 2 500 kVA, 7.2 - 24 kV, straty CoCk , 

Al vinutie [online]. [cit. 2019-01-21]. Available from: http://www.bez.sk/subor/103.pdf 

[2] PNE 33 3430-0: Výpočetní hodnocení zpětných vlivů odběratelů a zdrojů distribučních 

soustav. Páté vydání. 2015. 

[3] Pravidla provozování distribučních soustav: Příloha 4 - Pravidla pro paralelní provoz výro-

ben a akumulačních zařízení se sítí provozovatele distribuční soustavy [online]. 2017 [cit. 

2020-03-05]. Available from: https://www.eon-distribuce.cz/sites/default/files/2018-

09/Priloha_c_4_Pravidla_pro_paralelni_provoz_vyroben_a_akumulacnich_zarizeni_se_siti_

PDS_new.pdf 

180

http://www.bez.sk/subor/103.pdf
https://www.eon-distribuce.cz/sites/default/files/2018-09/Priloha_c_4_Pravidla_pro_paralelni_provoz_vyroben_a_akumulacnich_zarizeni_se_siti_PDS_new.pdf
https://www.eon-distribuce.cz/sites/default/files/2018-09/Priloha_c_4_Pravidla_pro_paralelni_provoz_vyroben_a_akumulacnich_zarizeni_se_siti_PDS_new.pdf
https://www.eon-distribuce.cz/sites/default/files/2018-09/Priloha_c_4_Pravidla_pro_paralelni_provoz_vyroben_a_akumulacnich_zarizeni_se_siti_PDS_new.pdf


POWER CONVERTERS FOR CELL ELECTROPORATION 

Martin Folprecht 

Doctoral Degree Programme (3), FEEC BUT 

E-mail: xfolpr01@stud.feec.vutbr.cz  

Supervised by: Dalibor Cervinka 

E-mail: cervinka@feec.vutbr.cz  

Abstract: This contribution refers about some topologies of power converters, which are used for 

medical purposes. The use of power converters in treatment of a cancer or an arrhythmia is a modern 

medical technique, which is still in development. The aim of the contribution is to compare current 

samples of power converters for medical purposes and briefly describe a design of a high-frequency 

power generator for AC electroporation.        
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1 INTRODUCTION 

A cell electroporation is a modern non-invasive method, which is suitable for treatment of some 

diseases. For example, the cancer and the arrhythmia. It is also used in genetic engineering, biotech-

nologies and food processing. Impacts on patient´s body are minimalized, so it leads to shortening 

the period of the treatment. The method requires rectangular high-voltage pulses with very short 

length. These pulses are generated by power converters, whose topologies are described in following 

statements. Two samples are from the USA and two have been developed at FEEC BUT.         

2 CELL ELECTROPORATION 

The cell electroporation is based on very short high-voltage pulses. These pulses are applicated to 

a treated tissue by special electrodes. Pulses lead to an increase of the permeability of the cell mem-

brane. Ions, molecules and other chemical compounds can flow through nanopores created in the 

membrane. There are two ways of electroporation: reversible electroporation and irreversible elec-

troporation. The difference between these two ways consists in a lifetime of nanopores. Temporary 

nanopores are created during reversible electroporation (RE), whereas irreversible electroporation 

(IRE) causes permanent nanopores, which lead to the death of the cell. The lifetime of nanopores 

depends on electrical properties of pulses (voltage, shape, frequency) and on biological properties of 

tissue and cells (dimensions, shape, density, temperature). Reversible electroporation is used in ge-

netic engineering, irreversible electroporation is suitable for treatment of diseases. Electroporation 

can be also divided according to polarity of pulses: DC electroporation uses unipolar pulses and AC 

electroporation is based on bursts of high-frequency bipolar pulses. The length of the burst is similar 

to the length of one DC pulse. AC electroporation is suitable especially for the treatment of arrhyth-

mia, because it does not cause muscular contractions [1].        

3 TOPOLOGIES OF POWER CONVERTERS FOR CELL ELECTROPORATION 

Power converters are usually divided into four groups: AC-DC (rectifiers), DC-DC (pulse convert-

ers), DC-AC (inverters) and AC-AC (triac regulators). These groups can be further classified accord-

ing to different criteria. DC electroporation requires unipolar pulses, which are generated by DC-DC 

converters, whereas DC-AC inverters are suitable for high-frequency AC electroporation. Required 

output voltage reaches units of kilovolts with current about tens of amperes in both cases, so it is 
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advantageous to use a pulse transformer to increase the voltage. The transformer also provides a gal-

vanic isolation between AC mains and patient´s body. There are two different topologies, where the 

transformer is used. In the first case, the transformer is a part of the converter, which generates elec-

troporating pulses. This topology is more advantageous, because there is not a risk of high-voltage 

pulse with uncontrollable length in the case of failure in the control or power circuits. One disad-

vantage can be seen in possible deformation of the pulse shape due to parasitic capacitance of the 

transformer. The second solution is a combination of DC-DC converter and high-voltage capacitors. 

These capacitors are charged from DC-DC converter with transformer. Electroporating pulses are 

generated by a high-voltage switch, which connects the capacitors with application electrodes. When 

the high-voltage switch fails, capacitors are discharged into the patient´s body. This the main disad-

vantage of this topology. On the other hand, high-voltage pulses are purely rectangular without any 

deformation. High-voltage supplies with capacitors must be equipped with safety transistor switches, 

which provide discharge of the capacitors. Some current high-voltage supplies are described in fol-

lowing paragraphs [2].    

   NANOKNIFE DEVICE FOR DC IRE 

Nowadays, NanoKnife is the one and only commercial device, which is approved for DC electro-

poration. It is the topology with battery of high-voltage capacitors. A block diagram of this device is 

in Figure 1. The device is powered from AC mains. AC voltage is rectified by bridge rectifier with 

capacitor. The second stage is the DC-DC converter with pulse transformer, which charges the bat-

tery of high-voltage film capacitors. The output voltage of the converter can be regulated from 100 V 

to 3 kV. Electroporating pulses are generated by IGBT transistor. The device is equipped with 6 

output terminals for 6 application electrodes, which are chosen by relay switch [3]. 

 

Figure 1: Block diagram of the NanoKnife device 

The length of the pulse is variable from 20 to 100 μs. An operator can also adjust the count of the 

pulses from 10 to 100. Maximal value of the output current is 50 A. Pulses can by synchronized with 

EKG. The device contains safety circuit, which discharges high-voltage capacitors in the case of fault 

[3].   

   FEEC BUT HIGH-VOLTAGE SOURCE FOR DC IRE  

This high-voltage source has been developed for experimental purposes, because NanoKnife device 

is very expensive. Block diagram of the source is in Figure 2 [1]. 
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Figure 2: Block diagram of high-voltage source from FEEC BUT 

It is a cascade of two DC-DC converters with pulse transformers. The first one is a two-switch for-

ward converter, which is powered from AC mains. AC mains is rectified by bridge rectifier. The 

output voltage of this converter can be regulated from 0 to 1000 V. Output voltage is used for charg-

ing of the second DC bus, which is constructed from film capacitors. Total capacity of these capaci-

tors is 110 μF. Electroporating pulses are generated by the second DC-DC converter. It is also the 

two-switch converter topology. The height of electroporating pulses can be set from 0 up to 5000 V. 

Maximal value of the output current is 100 A. These maximal values are higher than output param-

eters of NanoKnife device. Application electrodes are connected by relay switch. High-voltage 

pulses are rectified by HV rectifier created from 10 SiC diodes C4D20120D manufactured by CREE. 

Reverse voltage of each diode is 1200 V, so the total reverse voltage is 12 kV. The power part of the 

converter contains two IGBT modules FF1000R17IE4 by Infineon. Maximal collector to emitter 

voltage is 1700 V and maximal collector current is 1000 A. Modules are driven from integrated 

drivers 2ED300C17-S. Voltage and current are sensed by LEM sensors. The whole device is con-

trolled by signal processor. Besides the height of the pulse, the operator is also able to adjust the 

pulse width from 20 to 150 μs and the time space between pulses from 0.2 to 2 s. Adjusted values 

are viewed on alphanumeric display [1].    

   HIGH-FREQUENCY GENERATOR FOR AC IRE 

High-frequency generator for AC electroporation was patented in 2019, but commercial device is 

not available. The block scheme of the generator is in Figure 3. 

 

Figure 3: High-frequency generator for AC electroporation 
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A source of rectangular pulses is the function generator (Tektronix AFG 3011). The length of the 

burst, the space between bursts and the count of bursts is controlled by microcontroller (Arduino). 

Programmable laboratory supply LabSmith HVS448 works as a high-voltage source, which charges 

the battery of capacitors. Current limit is provided by resistors. Bursts of high-voltage pulses are 

generated by two MOSFET modules HV 1000 by DEI. The first module is driven from Tektronix 

generator directly, the second one through signal invertor (LM7171). Maximal input voltage of each 

module is 950 V and maximal output voltage is ± 850 V. Maximal output current into 50 Ω load is 

17 A. A control part of each module is powered from AC mains. Output frequency can be varied 

from 250 kHz to 2 MHz, the length of each burst is 100 μs and the space between bursts is 1 s. 

Described high-frequency generator is created from connected laboratory appliances and does not 

contain pulse transformer. Application electrodes are connected directly to high-voltage capacitors 

by MOSFET switches. When the switch is damaged, capacitors are discharged into electroporated 

tissue [4].            

4 FEEC BUT POWER CONVERTER FOR AC ELECTROPORATION 

This converter was developed at FEEC BUT for experimental purposes. It is a compact device pow-

ered from AC mains. Two changeable pulse transformers allow to choose maximal output voltage 

value (2.5 kV or 1.3 kV). Maximal output current is 11 A (or 21 A with the second transformer), 

output peak power 27.5 kW is the same for both transformers. The operator can set the frequency of 

pulses from 65 to 470 kHz, the length of the burst from 40 to 120 μs and the space between following 

bursts from 0.5 to 1.5 s. Output values are adjusted by potentiometers. Output voltage value and the 

count of bursts is viewed on displays. Circuit diagram of the power part is in Figure 4 [2]. 

 

Figure 4: Circuit diagram of power part of the converter 

Power part of DC-AC converter consists of four MOSFET transistors T1-T4. These transistors are 

switched in diagonals. It means that two transistors, T1 and T4 or T2 and T3 are switched together. 

Capacitor C1 is used for elimination of DC magnetization of pulse transformer. Primary voltage u1 

and secondary voltage u2 have rectangular shape and the height of secondary pulses is different with 

transfer ratio N2/N1 of the transformer. Primary current i1 consists of magnetizing current iμ and sec-

ondary current i2 transferred to the primary winding. The shape of secondary current i2 is rectangular 

and the shape of magnetizing current iμ is triangular. The transformer is constructed on ferrite core 

Lj U 7020 CF 297. Ferrite material is used for its high resistivity, which eliminates eddy currents. 

The core does not contain air gap, which is useless here. Effective area of the core SFe is 400 mm2, 

effective magnetic length lFe is 269.8 mm and relative magnetic permeability μrFe = 2100. The number 

of primary turns N1 is given by equation (1) and it is calculated for the lowest frequency f = 65 kHz: 
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𝑁1 =
𝑈d

4 ⋅ 𝑓 ⋅ 𝐵max ⋅ 𝑆Fe
 (1) 

Maximal flux density value Bmax = 0.35 T is chosen. Ud is voltage in DC bus. For maximal value 

Ud = 320 V, the number of primary turns N1 = 9 is obtained. This number is valid for both transform-

ers. The number of secondary turns N2 can be calculated from equation (2): 

𝑁2 =
𝑈2
𝑈1

⋅ 𝑁1 (2) 

U1 is chosen voltage value in DC bus and U2 are required maximal values of the output voltage. For 

U1 = 300 V, N1 = 9 and U2 = 2500 V, N2 = 75 is obtained. The second transformer with U2 = 1300 V 

has N2 = 39 secondary turns. Maximal drain current of transistors IXFK100N65X2 is 100 A. An 

over-current protection turns the driving circuits off, when primary current I1max exceeds 96 A. Max-

imal value of magnetizing current Iμmax is given by equation (3): 

𝐼μmax =
𝐵max ⋅ 𝑙Fe

𝑁1 ⋅ 𝜇0 ⋅ 𝜇rFe
 (3) 

For Bmax = 0,35 T, lFe = 269.8 mm, N1 = 9, μ0 = 4·π·10-7 and μrFe = 2100, Iμmax = 4 A is calculated. 

Maximal value of the output current I2 can be calculated now (4): 

𝐼2 =
𝑈1 ⋅ (𝐼1max − 𝐼μmax)

𝑈2
 (4) 

For U1 = 300 V, I1max = 96 A, Iμmax = 4 A and U2 = 2500 V, I2 = 11 A is obtained. When the second 

transformer with U2 = 1300 V is mounted, secondary current reaches I2 = 21 A. Magnetizing current 

decreases, when working frequency f rises. For that reason, maximal output current I2 can exceed 

calculated values (4), when the operator sets higher working frequency. The cross-section area of the 

primary and secondary conductor must be divided into many thin insulated conductors because of 

skin effect. Variable inductors L3 and L4 (Figure 4) are used for elimination of high-frequency ca-

pacitive currents, which flow through the parasitic capacity of the transformer into patient´s body 

and then into the ground. These currents can affect measuring devices [2].       

5 CONCLUSION 

This contribution was focused on power converters used for medical purposes, especially for cell 

electroporation. DC electroporation uses unipolar pulses, that can be generated by DC-DC convert-

ers. AC electroporation is based on bursts of high-frequency bipolar pulses, which can be generated 

by DC-AC converters. In topologies with pulse transformers, electroporating pulses are transmitted 

by the transformer, which provides the galvanic isolation of patient´s body from AC mains. Different 

topologies are based on high-voltage capacitors, which are connected to application electrodes by 

solid-state switches with MOSFET or IGBT transistors. Both topologies have their advantages and 

disadvantages, that are mentioned in relevant paragraphs. Two described converters are from the 

USA and two have been designed and developed at FEEC BUT.      
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1 INTRODUCTION

Switching converters are used today in almost every electrical or electronic device. Switching convert-
ers enable to reduce dimensions and weight of used transformers, coils and capacitors in conventional
power sources and allow to reduce losses and thus increase efficiency, even with the possibility of
electronic regulation of output quantities.

However, conventional hard-switched converters cause considerable electromagnetic interference due
to the fast switching of semiconductor elements.

During the switching events, switching losses are on the semiconductor elements, which negatively
affect the resulting efficiency of the converter. E.g. during the switching-on or switching-off pro-
cess of the switching transistor in a buck-converter, a state occurs in which the supply voltage is on
the semiconductor element and simultaneously through which the output current flows. The instanta-
neous value of the power losses on the switch pSW(t) is then given by the relation 1.

pSW(t) = vDS(t) · iD(t) (1)

Resonant and quasi-resonant converters are removing these shortcomings. They switch the semi-
conductor elements either when zero voltage vDS is on the switching element or no current iD flows
through it. Surrounding elements ensure that this condition is approximately fulfilled during the entire
duration of the switching event.

Resonant and quasi-resonant converters can generally use various types of half controllable semicon-
ductor elements or fully controllable elements as controllable switches. In this article I will limit
myself to transistor switches, namely MOS-FET. However, the basic properties described will not
differ significantly even when using some other semiconductor switching elements.

2 QUASI-RESONANT CONVERTERS (QRC)

The basic topologies of the quasi-resonant converters can be divided according to the switching
method into zero current switching (ZCS) and zero voltage switching (ZVS).
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2.1 ZERO VOLTAGE SWITCHING (ZVS)

The principle is based on the fact that a capacitor is connected in parallel to the switching transistor.
This ensures that when the switching event occurs at zero voltage, the voltage does not manage
to increase too much during the short time of switch on or switch off events of the transistor so that
the voltage can typically be considered to be zero during the entire duration of the switching event. [1]
Basic topology of half-wave zero voltage switching quasi-resonant DC-DC converters is in the Fig. 1.

L

L SR
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L FD2
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Figure 1: Basic topology of half-wave zero voltage switching quasi-resonant DC-DC converters

2.2 ZERO CURRENT SWITCHING (ZCS)

Analogously, the principle is that an inductor is connected in series with the switching transistor. This
ensures that when the switching event starts at zero current, the current does not manage to increase
too much during the short time of switch on or switch off events of the transistor so that the current
can typically be considered to be zero during the entire duration of the switching event. This type of
converter is further divided into two types: half-wave ZCS QRC and full-wave ZCS QRC. [2]

2.2.1 HALF-WAVE ZCS QRC

Basic topology of half-wave zero current switching quasi-resonant DC-DC converters is in the Fig. 2.
Important waveforms are in the Fig. 3.

L

L SR

C SR
T

D1

C FD0

L FD2

RV0 VL

Figure 2: Basic topology of half-wave zero current switching quasi-resonant DC-DC converters

Transistor T is switched on when the capacitor CSR is completely discharged and a free-wheeling
diode D0 is flowed by current ILF (time t1). Thus, the inductance LSR is applied to the entire input
voltage V0. The current inductance ILSR will start to grow linearly (until t2). When ILSR reaches ILF,
the free-wheeling diode D0 closes and the capacitor CSR starts charging.
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This decreases the voltage at the inductance VLSR and thus the steepness of the current increase by
the inductance ILSR begins to decrease. As soon as the voltage at the capacitor VCSR reaches the supply
voltage V0, the current by the inductance ILSR stops rising and then starts to drop (t3). However,
the capacitor CSR is still charging, so the voltage on it increases (until t4).

Figure 3: Simulation time courses of half-wave zero current switching quasi-resonant DC-DC
converters

After the current ILSR drops of inductance to zero, no current flows through it because the diode D1
closes (t5). Furthermore, the capacitor CSR is discharged only by the current drawn ILF. When it is
completely discharged, the diode D0 will open and the current ILF will only flow through this diode
(t6).

2.2.2 CONTROL OF HALF-WAVE ZCS QRC

The inverter can be continuously controlled by changing the turn-off time. After the capacitor CSR
is discharged (t6), the next period can be started immediately, thus achieving the maximum output
voltage. In case the no-load, output voltage VL will be equal to the input voltage V0.

If the transistor T does not switch on immediately after the capacitor CSR has been discharged, but
the switch on is delayed, the mean value of the output voltage will drop. The LC filter smooths
the pulsating voltage on the VCSR capacitor so that the output voltage VCF can be almost constant.

The basic condition of the function of this circuit is that an amplitude of a resonant current IRES,MAX
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will be higher than the current drawn by the load ILF.

IRES,MAX = ILSR,MAX − ILF (2)

IRES,MAX > ILF (3)

ILSR,MAX > 2 · ILF (4)

If this condition were not met, the inductance current ILSR(t) would not drop to zero and the transistor
T would not be able to be switched off at zero current. [3]

2.2.3 FULL-WAVE ZCS QRC

Basic topology of full-wave zero current switching quasi-resonant DC-DC converters is in the Fig. 5.
Important waveforms are in the Fig. 4.

Figure 4: Simulation time courses of full-wave zero current switching quasi-resonant DC-DC
converters

Until time t5 this inverter behaves exactly the same way as the half-wave ZCS QRC described in
the 2.2.1 section. Then, the current flows through the inductor ILSR in the opposite direction – to
the power supply via diode D2. This will eliminate the losses caused by the diode D1 compared to
the previous solution.

Diode losses of D2 are considerably smaller with ILF compared to IRES,MAX, as the ILSR current in
the positive direction is significantly greater than the current ILSR in the negative direction, as can be
seen from the time course in the Fig. 4.
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Figure 5: Basic topology of full-wave zero current switching quasi-resonant DC-DC converters

Another advantage of this converter can be the significantly lower dependence of the switching period
on the current consumption ILF. The disadvantage, however, is that part of the period returns part of
the energy stored in the resonant circuit to the power supply, which unnecessarily increases line losses.
[3]

3 CONCLUSION

Zero current switching quasi-resonant buck DC-DC converters combine the advantages of conven-
tional converters in the form of relatively simple control and resonant inverters in the form of soft
transistor switching, eliminating transistor switching losses and the absence of steep edges causing
broadband interference.

The above-mentioned ZCS QRCs are very simple wiring with the minimum necessary components
to ensure reliable operation. The only limitation for proper operation is not to exceed the maximum
load current.

ACKNOWLEDGEMENT

This research work has been carried out in the Centre for Research and Utilization of Renewable
Energy (CVVOZE). Authors gratefully acknowledge financial support from the Ministry of Educa-
tion, Youth and Sports under institutional support and BUT specific research programme (project No.
FEKT-S-20-6379).

REFERENCES

[1] S. Chauhan and A. K. Pandey. Simulation of ZVS buck converter for charging application us-
ing PSIM simulator In 2017 International Conference on Computation of Power, Energy Infor-
mation and Commuincation (ICCPEIC). Melmaruvathur. 2017. pp. 809-814. doi: 10.1109/IC-
CPEIC.2017.8290478

[2] J. Sun, X. Wang and X. Han. Averaged modelling and analysis of buck ZCS-QRC. In Proceedings
of the IEEE International Symposium on Industrial Electronics. Xian. China. 1992. pp. 680-684
vol.2. doi: 10.1109/ISIE.1992.279689.
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Abstract: This initial study aims to explore the topic of thin barrier layers for single tip cold field 

emitters. The experiment and measurements have been conducted in ultra-high vacuum field electron 

microscope. Additionally, micrographs of the emitter were obtained using scanning electron micro-

scope. The performance of the emitter was evaluated using orthodoxy test and Murphy-Good plots, 

which can give more complete picture of emitter changes during field emission. 

Keywords: Cold field emission, single tip field emitters, tungsten tip, self-heating of electron emit-

ter, tungsten trioxide, dielectric barrier, Murphy-Good plot 

1 INTRODUCTION 

The research on the topic of field electron emission sources is motivated by many practical applica-

tions, which ranges from electron guns operating at room temperature, compact X-ray sources to 

novel field emission displays. Two main categories have emerged over the years, single tip field 

emitters (STFEs) and large area field emitters (LAFEs), usually consisting of many emission sites, 

for example arrays or clusters of nanorods or nanotubes. This paper deals with the former group of 

field emitters. The material mainly used for STFEs is tungsten due to its durability, high melting 

point, low sputtering ratio, the main applied research goals are to increase stability, emission current 

density, brightness, while also improve the longevity.  

In cold field electron (CFE) emission regime, most of the electrons escape by tunneling from electron 

states below the Fermi level. An equation describing CFE from ideal planar metallic surfaces was 

published in 1956 by Good et al. [1], which since then has been modified and extended and used for 

analysis of CFE current–voltage (I–V) characteristics of various emitters not only the metallic. This 

approach may not be always phenomenological or mathematically correct but may still be “good 

enough” approximation. Recently, an orthodox CFE emitter test [2] for measured I–V characteristics 

to indicate, whether CFE theory can be used to describe an emitter properly and orthodox conditions 

[3] was developed.  

The family of equations starting with the one in 1956 is called Fowler-Nordheim equations. Tunnel-

ing is assumed through Schottky-Nordheim (SN) barrier, which is illustrated in the Figure 1. Directly 

measured I–V characteristics from field electron microscope (FEM) can be used under specific or-

thodox conditions to extract emitter performance related properties. In this paper, extended Murphy-

Good equation (EMG) is employed (more details on the subject in [2,3,4,5]):  

                                         𝐼(𝑉) = {𝐴SN(𝜃 exp 𝜂)𝑉R
−𝜅}𝑉 

𝜅 exp( − 𝜂𝑉R
 /𝑉)                                   (1) 

where ASN is the formal emission area assuming SN barrier tunneling, VR is a (constant) reference 

measured voltage [4] needed to pull the top of a characteristic SN barrier, of zero-field height φ, 

down to the emitter Fermi level [2], θ and η are work function dependent scaling parameters defined 
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in [4], η ∼ 9.836239 (eV/φ) 1/2, parameter κ(η) is also related:  κ = 2 − η/6. By applying natural 

logarithm to (1), the equation becomes: 

                                         ln {𝐼/𝑉 
𝜅} = ln{𝐴SN(𝜃 exp 𝜂)𝑉R

−𝜅}𝑉 
𝜅  − 𝜂𝑉R

 /𝑉                               (2) 

The equation (2), called theoretical Murphy-Good plot, is linear as every parameter on its right side 

is constant except for 1/V. For orthodox field emitters, it is possible to extract the emitter character-

istic voltage conversion length (VCL) ζC and related [4] field enhancement factor γ and formal emis-

sion area ASN by transforming measured characteristics into ln{I/Vκ} vs. (1/V) and fitting it with a 

linear function [3]. When the transformed I–V characteristics cannot be fitted with linear function, it 

is an indicator of non-orthodox behavior and field emission related parameters cannot be extracted. 

The electron emission convention is used, which omits negative signs in electric fields, voltages, 

currents, and current densities and treats them as positive. 

 

Figure 1: Representation of a metal-vacuum interface, Ef Fermi level, φ work function, dot-dash – 

triangular barrier, dashed line – image potential, full line – Schottky-Nordheim barrier. From [6]. 

2 EXPERIMENTAL CONDITIONS 

The preparation and characterization of the electron emitter can be described in three phases. In the 

first phase, tungsten wire (GoodFellow no. 7440-33-7, 99.9+%) with diameter of 0.3 mm was elec-

trochemically etched in in-house setup described elsewhere [7], which was configured for simple 

one-step lamellae drop-off technique. The etching of tungsten wire takes place in a thin lamella of 

2M NaOH solution stretched out on a Pt ring, where the tungsten wire acts as the anode, and Pt ring 

acts as the cathode, detailed description can be found in [8,9]. With this etching technique, sharp 

tungsten tips with tip radius of 50 nm and less can be prepared, which makes them suitable for field 

electron emission applications. After the etching in NaOH solution the produced tungsten tip is in-

evitably covered with thin layers of WOX and ternary-phase oxides [10].  

In the second phase, the tungsten tip was loaded into in-house FEM for subsequent cleaning of the 

tungsten tip by self-sputtering and then the measurement of field electron emission characteristics 
and field emission pattern of the clean tungsten tip. During these steps, FEM was continuously 

pumped down to ultra-high vacuum (UHV) levels up to 10−7 Pa. The applied cathode voltage was 

set by Delong Instruments high voltage supply. The emission current between the tungsten emitter 

and Al coated Nd:YAG scintillator was measured by Keithley 485 Pico ammeter.  

In the third phase, high cathode voltage was applied to the tungsten tip, which resulted in heating up 

of the tip by high current density. The temperature of the apex may reach up to over 1300 K, the emis-

sion shifts from field to field-thermal. After 5 minutes, the applied voltage, also the emission was 

switched off, and oxygen from a small attached cylinder was introduced into the FEM chamber 

through a precise needle valve, effectively increasing the pressure from 3.7 ⋅ 10−7 Pa to 1 ⋅ 10−5 Pa. 

After 2 minutes, the oxygen flow was stopped and the chamber was left to pump down for 4 hours 

until the initial pressure was restored. The formation of nanometer thin layer of high quality WO3 on 
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the clean surface is assumed. The measured I–V characteristics of clean emitter and oxidized tungsten 

emitter are presented in the Figure 2. 

  

Figure 2: The emission characteristics of clean and oxidized tungsten emitter, forward (up) and 

backward (down) voltage scanning. 

3 RESULTS  

The work function of tungsten and WO3 is assumed to be 4.5 eV and 5.6 eV respectively. Although 

the formation of WO3 could not be observed directly, after the supposed oxidation of the apex of the 

emitter, the threshold voltage needed for stable emission current > 2 nA shifted significantly from 

the value of 2030 V for clean emitter to 2350 V, when the forward voltage scanning was performed 

(up). But during backward voltage scanning (down), the threshold voltage of oxidized emitter de-

creased and was of similar value: 2050 V (clean) and 2070 V (oxidized). This behavior indicates the 

surface changes on the apex of oxidized emitter during measurement steps. Recorded emission pat-

terns are illustrated in the Figure 3, the main observable difference is in the brightness of the patterns, 

the change of emission centers is not noticeable. Accurate evaluation of changes over time in emis-

sion centers would require setup adjustments and is considered in the future.  

 

Figure 3: Comparison of the electron pattern projected at the backside of the scintillator. Applied 
cathode voltage of 3 kV (maximum measurement value). A) clean emitter, higher intensity/higher 

current observed B) supposedly oxidized emitter. 

From the Murphy-Good plots presented in the Figure 4, the clean emitter shows clearly non-orthodox 

behavior in the left upper part of M-G plot for upward voltage increase, there may be several causes 

[3] including field-dependent geometry, heating-dependent changes in work function, absorbate re-

moval and the tip can no longer be described by Fowler-Nordheim theory. The extracted data of 

interest are in Table 1, note the significant difference in ASN by the factor of 7 between the spurious 

and the correct values. The non-spurious values are in good agreement with those of a conventional 
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< 100 nm radius tungsten tip. In the first three steps (excluding spurious part), the extracted param-

eters show a small progress, which may be attributed to the gradual tip blunting. The thickness of 

tungsten trioxide deposited during the third step is assumed to be several nanometers, because the 

difference between the values of ASN, ζC, γ before and after the oxidization would be more significant 

otherwise.   

Emitter, Step Orthodoxy test ASN (nm2) ζC (m) γ (-) 

Clean, Up (spurious) Undecided/Fail 1.01 4.32 ⋅ 10−7 2.32 ⋅ 104 

Clean, Up, Pass 7.44 4.89 ⋅ 10−7 2.05 ⋅ 104 

Clean, Down Pass 7.98 5.39 ⋅ 10−7 1.85 ⋅ 104 

Oxidized, Up Pass 9.41 5.51 ⋅ 10−7 1.81 ⋅ 104 

Oxidized, Down Pass 24.29 6.002 ⋅ 10−7 1.665 ⋅ 104 

Table 1: Emitter orthodoxy test results and field emission values: formal emission area ASN, volt-

age conversion length ζC, field enhancement factor γ, calculated from plots in Figure 4. 

  

Figure 4: Murphy-Good plots and linear fits. Note the dash-dot black line – the example of improper 

fit leading to spurious results. 

  

Figure 5: SEM micrographs of the examined emitter. The detail shows destruction of the apex. 

After the FEM experiment, analysis using SEM revealed the destruction of the emitter apex, which 

is shown in the Figure 5. This phenomenon is common when the cold field emission regime changes 

towards thermal regime, which drains electrons even more towards the anode, resulting in rapid heat-

ing and melting.  

Counterintuitively, it may not result in a significant change of the emission current. It is largely 

controlled by applied cathode voltage but also the setup conditions and the occurrence cannot be 

completely predicted. The values extracted from the M-G plots also give information, when the apex 
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of the emitter started to melt. It was most probably at the maximum applied voltage of 3 kV, between 

forward and backward voltage screening of the oxidized emitter. Then, during the backward voltage 

screening, the formal emission area increased by the factor of 2.5 and the tip became more blunter 

as indicated by the larger further decrease of extracted field enhancement factor.  

4 SUMMARY 

During the FEM measurements, several changes indicating modifications of the field emitter were 

observed. The method of oxidation was proposed and demonstrated. The thickness of prepared tung-

sten trioxide barrier on top of the tungsten emitter tip was assumed to be of several nanometers thick 

only. More experiments aimed towards preparation of tungsten trioxide barriers with a thickness 

larger than 10 nm are to be carried out in the future.  

After the oxidization, at applied cathode voltage of 3 kV, the emitter started to melt, which became 

evident only after the subsequent SEM imaging. During this event, the formal emission area in-

creased by the factor of 2.5. Whether the tungsten trioxide layer have survived the melting is unclear 

and superfluous, it can no longer be analyzed for field emission. In the follow-up experiments de-

tailed element analysis with TEM to clarify the formation of tungsten trioxide layer is planned. 
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Abstract:  The aim of this study is to investigate the hydrogen impregnations in AlN thin films 

deposited using plasma-enhanced atomic layer deposition technique. As of date, there is an apparent 

gap in the literature regarding the matter of hydrogen impregnation within the AlN layers. Hydrogen 

is a frequent contaminant and its content has detrimental effect on the quality of resulted layer, which 

is why it is relevant to investigate this particular contaminant and try to eliminate or at least minimize 

its quantity. Within the films hydrogen commonly forms amino or imide types of bonds (–NH2, -

NH). There is only a handful of analytical methods enabling the detection of hydrogen. This 

particular study comprises two of them –  Fourier-transform infrared spectroscopy (FTIR) and second 

ion-mass spectrometry (SIMS). XPS analysis has also been included to examine the surface nature 

and structural imperfections of the grown layer. 

 

Keywords: atomic layer deposition, aluminum nitride, thin films, fourier-transform infrared 

spectroscopy, hydrogen impregnations, x-ray photoelectron spectroscopy. 

INTRODUCTION 

Aluminum nitride is a semi-conductive material with wide band gap (6,2 eV), its crystalline structure 

forms a hexagon akin to the mineral known as wurtize (zinc sulfide), thus AlN is often called a 

wurtize-phased material. This material can boast high thermal resistance in inert atmospheres [1].  

Thin films of aluminum nitride (AlN) have seen an increase in popularity lately, due to the promising 

characteristics and properties of this material such as already mentioned wide band gap, excellent 

mechanical properties, high electrical resistance, high chemical stability, high breakdown voltage, 

low temperature for deposition and a potential for piezoelectricity [2]. A low deposition temperature 

of AlN renders it advantageous over other materials with piezoelectric properties as zinc oxide or 

zirconate titanate since it allows it to be utilized in conventional silicon monolithic systems where 

low temperature process is a requirement [3]. A low deposition temperature (under 400 °C) of AlN 

is also a reason why this material is a suitable option for post-processing of the integrated circuits. 

There are also records of AlN being implemented in surface acoustic wave filters and bulk acoustic 

wave [4].  

Atomic layer deposition (ALD) is a subtype of CVD methods for obtaining thin films in vapor phase. 

Certain advantages of ALD over its analogues make it a more attractive choice for thin film 

fabrication process. Those advantages include the possibility of the precise control over the film 

growth and staged process with purging session between each stage allows to keep the chamber clean 

from waste components which occur after each precursor introduction. ALD also shows a lot of 

promise in energy conversion technologies and semiconductor manufacturing process [5]. Atomic 

precision of ALD is essential for application in nanoelectronics. For the last several years ALD has 

been proving itself to be a relatively cheap method with great scalability and precision necessary for 

high-quality thin film fabrication at the nanoscale level.  
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However, there still seems to be a lack of adequate and comprehensive studies when it comes to 

impurities in AlN thin films obtained by ALD and other methods [7, 8]. This particular papers 

attempts to bring some contribution to filling the gap in that area. 

PREPARATION OF THE SAMPLES 

In this work we obtained AlN thin films using plasma enhanced atomic layer deposition (PE-ALD) 

on silicon substrates. Deposited films then have been analyzed using FTIR, XPS and SIMS 

instruments. 

Prior to deposition silicon substrates with dimensions of 1x1x0,1cm and (100) orientation were 

cleaned in isopropanol. Each individual ALD cycle comprised of the next steps: 1) injection of TMA 

(0,06sec), 2) purge 10sec, 3) flow of N2/H2 (20 sccm) and activate plasma (40 sec), 4) purge 5sec 

The total amount of such ALD cycles was 1100 and this converts into resulting thickness of 

approximately 70 nm. The temperature of deposition was chosen to be 250 °C which is within the 

AlN ALD window. The energy of plasma was 300W. The annealing was implemented at 1000 °C 

for duration of 1 hour, however, for 10 minutes of this hour the temperature was increased to 1250 

°C.  

RESULTS AND DISCUSSION 

3.1  FOURIER-TRANSFORM INFRARED SPECTROSCOPY DATA 

Infrared reflectance is a spectroscopic non-destructive analysis allowing to study the nature of the 

chemical bonds. We used FTIR in the reflectance mode in which the intensity of the dispersed light 

from the sample is presented on the graph as a function of the wavelength. By evaluation the peaks 

and dips of the intensity we can make draw some conclusion on the type of chemical bonds existing 

in the sample. FTIR reflectance spectrum of AlN on silicon is given in fig 1. 

 

Figure 1: Raman spectra of AlN on Si substrate 

The most intensive peak at ~615 cm-1 is attributed to Al–N, vibration mode A1(TO); less intensive 

peaks at 735 cm-1 and ~1100 cm-1 are assigned to ν(Al–O), vibration mode Al–O and to Si-O 

vibration mode ν(Si–O) correspondingly [9, 10]. There is also a barely visible peak at ~1500eV 
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which is according to [11] corresponds to C-H bonds. Given our initial goal to detect hydrogen within 

the AlN films, this peak is of particular interest. 

3.2  SECONDARY ION-MASS SPECTROMETRY 

Unlike FTIR and XPS, SIMS is a destructive technique and relies on sputtering a crater on the sample 

with high energy ions, after which by collecting the ejected (secondary) ions distribution profiles of 

the elements in the depth of the sample are created.  SIMS is extremely sensitive method and allows 

detecting all elements (including hydrogen). However, quantization in SIMS is complicated and 

requires the use of the standards which are not always available especially for less common materials. 

The quantization of hydrogen is further complicated by the fact that it is picked up by analyzer not 

only from the sample but also from atmosphere, even under high-vaccum. In this study SIMS was 

used in time-of-flight mode, the sputtering of the film was conducted using oxygen gun. 3D profile 

distribution for chosen elements in the bulk of the film are given in the Figure 2. The depth of the 

crated ~200nm (the density of the AlN fiilm is around 70 nm). 

 
a) 

 
b) 

 
c) 

 
d) 

Figure 2: SIMS 3D profiling images of: a) Aluminum, b) Nitrogen, c) Silicon, d) Hydrogen. 
 

As was expected we have a dense distribution of aluminum atoms and less so of nitrogen in the AlN 

layer (fig 2a and fig. 2b). Low intensity of nitrogen atoms is due to the fact that measurement was 

performed in a positive mode, whereas the bulk of nitrogen secondary ions are negative by nature. 

In addition, D. Cao et al. [16] claim that annealing of AlN in the nitrogen atmosphere might improve 

the quality of the layer and thereby increase the amount of nitrogen atoms.  

Once the sputtering beam has breached the AlN layer, no more aluminum is picked up, instead we 

can observe the dense distribution of Si atoms belonging to the substrate (fig 2c). The hydrogen 3D 

profile is presented in fig 2d. Since SIMS detector collects not only atoms emitted from the surface 

but also from the atmosphere it is next to impossible to tell how much of the hydrogen exactly belongs 

to the AlN layer. However, at the very least we can reasonably presume that main part of it exists in 

the AlN layer and not in the substrate, given the drastic decline in its concentration once the AlN 

layer is breached.  
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3.3  X-RAY PHOTOELECTRON SPECTROSCOPY (XPS) DATA 

XPS analysis is given here to provide additional information on the nature of the chemical bonds, 

mostly on the surface since x-ray penetrates first 7-10 nm of the layer, no sputtering was used. The 

fitting was done in CasaXPS software. The whole spectrum was shifted to center C1s (C-C bond) at 

284.8 eV. 

 
a) 

 
b) 

 
c) 

 
d) 

Figure 3: XPS elemental spectra for AlN on Si: a) N1s, b) Al2p, c) C1s, d) O1s 

The nitrogen peak (fig. 3a) can be deconvoluted into three subpeaks with binding energies of 

396,6eV, 398eV and 400 eV.  The tallest of them at 396,6 eV refers to N-Al bond and the other two 

are ascribed to N-O and N-Al-O correspondingly [12]. 

Aluminum exhibits just one high-intensity peak (fig.3b) at ~73,5 eV which is precisely the binding 

energy of Al-N accoridng to literature [13, 17], which goes along well with the data of the nitrogen 

peak. 

Carbon is an invebitable contaminants in form of carbon (fig.3c) and oxygen(fig.3d) are also 

presented. Carbon forms a triplet of peaks at 284,8eV; 286,5eV and 288,5 eV which are attributed to 

C-C; C-O-C and O-C=O correspondingly. Oxygen doublet consits of peaks at 529,8 eV (C-O) and 

531eV (Al-O) [14, 15]. 

CONCLUSION 

This paper’s aim was to study chemical structure of AlN thin films obtained by ALD on silicon 

substrates. To achieve this goal such analytical methods as FTIR, SIMS and XPS were utilized. FTIR 
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analysis detected C-Hx bond proving the hydrogen presence in the AlN layer, the hydrogen 

contamination has further been confirmed by the SIMS method in the 3D distribution hydrogen 

profile. XPS method showed the presence of oxygen and carbon impregnations. However, when it 

comes to the AlN structure, all three methods showed rather promising results - Al-N bond was 

detected by FTIR and XPS whereas SIMS analysis provided a dense concertation of aluminium 

atoms in the film. In summary, it can be said that the overall quality of the deposited layer is 

reasonable and contaminations level are within the norm for AlN layers obtained using ALD. 

However, impurities should be further investigated and the methods for their elimination should be 

developed. High-temperature annealing is reportedly a good tool for improving the crystallinity of 

the films and removing undesired and defective bonds by the process of diffusion and atomic 

rearrangement. 
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Abstract: Morphology and structural analysis of photovoltaic cells based on GaAs before and after
high dose gamma radiation of 500 kGy was investigated. Cobalt-60 emitter was used as the syn-
thetic radioactive isotope. This radioactive form of cobalt is commonly used for space instruments
and devices testing. Atomic force microscopy (AFM) was used to study the morphology and rough-
ness differences. Cross-sectional investigation using transmission detector to thin layers observing
was performed. Also, with use of sputtering system of Secondary Ion Mass Spectroscopy (SIMS)
a detailed molecular and elemental information about the surface top layers was showed. Another
molecular and structural changes in the top layers using two optical methods of Raman spectroscopy
and spectrophotometry were also identified.

Keywords: GaAs, gamma radiation, AFM, STEM, SIMS, spectrophotometry

1 INTRODUCTION

It is known that Earth’s atmosphere is capable of absorbing the gamma radiation. Electromagnetic
radiation, such as gamma rays γ , is high penetration radiation that comes from the spontaneous
decay of radionuclides. The most commonly used radiation source for testing is 60Co or otherwise
called cobalt-60. It is widely used in sterilization and radiotherapy, but its use can also be found in
the testing of space equipment installed on various space objects. Cobalt-60 has a half-life of 5.27
years and generates two photons with energy of 1.17 MeV and 1.33 MeV. It decomposes into a stable
isotope of nickel-60 (60Ni) [1].

Because of the assumption that equipment operating in space, such as solar cells, will no longer be
serviced or changed, it is highly desirable to ensure and verify radiation hardnesses as many as pos-
sible methods for their smooth operation. The radiation hardness for devices of this type is normally
tested with Cobalt-60 [2].

2 MATERIALS AND METHODS

In this work, several dozen GaAs-based solar cells were irradiated using gamma rays. Irradiation took
place in the irradiation center Roztoky u Prahy in the Czech Republic at standard temperature and air
conditions. No shielding was used and the measurement was at a direct distance. Cobalt-60 was used
as the emitter and the dose absorbed by the solar cells was 500 kGy. The irradiation time was 21
days. By this exposure was simulated accelerated aging, which under normal conditions in the solar
system took several years. Several measurement methods have been used, which are described below,
allowing a better understanding of the behavior of the material after such strong irradiation [3].

Measurement of surface topography at the nanometer scale was investigated using NTEGRA Prima
microscope with semi-contact mode and scanning speed of 8.04 µm/s. The monocrystalline probes
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were used with a tip curvature of 10 nm, type NSG01. Morphological changes were examined before
and after irradiation, and so were other measurement methods. To reduce the probability of random
structures, the regions on the solar cell were scanned several times.

From the measured morphological data the roughness analysis and several informative surface pa-
rameters were performed. These parameters were calculated from the 10×10 µm scan area range.
The average height of features was selected as a parameter describing surface morphology; average
roughness Sa represents the total topology scale; kurtosis Sku parameters and skewness Ssk describing
a deviation from the normal distribution of the measured height points. In roughness analysis, fea-
tures are called surface irregularities. The overall reading of the altitude points in the surface analysis
of this PV cell was summarized in a histogram of features representing a typical bell-shaped curve.

Although the effects of such intense radiation that have been performed can have a severe and visible
impact on the material, scanning electron microscopy with transmission detector has been preferred
for detailed analysis and understanding. The lamellas with a thickness of 80 nm were prepared, and
the GaAs layer was examined. For this purpose, the FEI Helios NanoLab 660 microscope was used.
Bright-field (BF) mode has been selected for image generating. An unscattered electron beam is
selected by objective aperture, and scattered electrons are excluded. Surface areas, where are electron
absorbed, appears to be darker. Where are the electron transmitted from the area, appears to be
brighter. During the observation, the high voltage was set to 30 kV and the current to 50 pA [5].

Elemental and molecular information about the sample was given by SIMS with reflectron Time-
of-Flight mass analysis (TOF). The instrument system is called IONTOF TOF.SIMS 5. For this
analytical technique, a solid surface is bombarded by primary ions. Collision cascade is generated
after the primary ion energy is transferred to atoms through atomic collisions. Main investigated peaks
are: Ga+, Al+, Ti+, As+. As a primary beam, it was chosen ions of Bi3++ with the energy of 60 keV.
As a sputter beam, it was used reactive species of O2 with the energy of 2 keV and 100×100 µm
crater size.

The spectrophotometry spectra were measured in the range of UVA, VIS and NIR regions – 200 nm
to 1000 nm using the Optical Spectrometer Ocean optics JAZ 3-channel. The gold-coated wafer was
used as a calibration sample.

Another optical method used, was confocal Raman imaging performed by WITec alpha300 R sys-
tem. Where as a light source was set a 532 nm green laser with VIS spectrophotometer. Spectral
information was collected with 5 mW laser power as one single spectrum.

3 RESULTS

Atomic force microscopy measurement of the morphology on the sample after exposure (Figure 1b)
manifested itself in the form of higher surface segmentation. These surface changes described in
Table 1 may affect the differences in the optical parameters, but it depends mainly on its extent. The
most considerable differences against measurement in Figure 1a were observed in the case of higher
kurtosis Sku and skewness Ssk parameters. In histogram in Figure 1c can be seen a decrease in height
on average after irradiation. In the order of nanometers this can be considered a slight decrease. It
can be assumed that this change will not affect the optical properties on a large scale. It is important
to realize that the changes in the surface are in the order of nanometer units [6].

Table 1: Photovoltaic cell surface roughness parameters.

Average height [nm] Sa [nm] Sku [–] Ssk [–]
Before irradiation 7.220 2.133 0.085 0.133
After irradiation 5.561 1.521 2,233 1.046
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Figure 1: Surface morphology measured by AFM a) before and b) after irradiation; and the
c) height histogram of features for both cases.

Both Figures 2a and 2b show a cross-section of a thin lamella over several layers. At the top of the
sample – the colored layer – is carbon, which served only as a protective layer in the formation of
the lamella. The several modes to observe the lamella were used. A dark field is commonly used
to detect imperfections in a material, but in this case, it was best to observe using the bright field,
thanks to which was captured the most details of the layers for this type of the sample. As can be
seen, when measured by an electron microscope at a given scale, degradation does not manifest itself
to this extent. This can be considered an excellent result that has been reported after irradiation.

50 nm a) 50 nm b)

Figure 2: Cross-section visualised by STEM using bright field mode on thin lamella. The top metal
layers of the sample are visible a) before and b) after irradiation. The bottom darkest layer is GaAs.

The colored top layer serves as a protective carbon layer.

Figure 3 and 4 shows that a considerable amount of aluminium and titanium was found on the very
surface. Thanks to this layer, the cell also maintains its stability and its degradation is slowed down.

In most cases did not undergo significant changes for gallium and arsenide after irradiation, and the
solar cell thus retained its elemental composition for the most part. A slight difference can be seen in
the loss of Ga and As in the top layer in Figure 3c and 4c before and after the irradiation. This can
be confirmed by different distribution of thin layer of Al (Figure 4a) and especially Ti (Figure 4b)
layer, where the difference is most noticeable and where after irradiation is a significant diffusion of
the titanium layer into the material.

In roughness analysis, it was mentioned that when changing the surface parameter differences in
Table 1, some optical properties may change. One of the essential properties of a solar cell is its
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Figure 3: Three-dimensional view of protection layers of a) aluminum and b) titanium; and
c) distribution of the most important elements during sputtering with use of SIMS before irradiation.
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Figure 4: Visualisation of two protective layers of a) aluminum and b) titanium; and its
c) distribution after irradiation.

reflectance. This reflectance is described by the light spectrum in Figure 5, which is composed of
three parts. As can be seen, the two curves of the sample almost overlap both before and after
irradiation. Thus, it can be stated that gamma radiation minimally affects the performance of the cell
in terms of reflectance. The detected interference in the NIR region indicates the occurrence of the
existing thin layers described in Figure 3a, b and 4a, b. Intensity change and curve shift occurs due
to different thicknesses of the coating layers before and after irradiation. In the UVA light region is a
visible shift. The difference is apparent within 5 nm to 10 nm. Shift of the curve results in a change
in refractive index.
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Figure 5: Electromagnetic spectrum divided into three areas of light – ultraviolet, visible and
near-infrared. The reflectance of the solar cell before and after irradiation is shown in the spectrum.
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Several significant differences were observed in Figure 6 after irradiation of the sample in Raman
spectroscopy. For greater clarity, the spectra overlap to correctly compare differences between sam-
ples. The amount of material and atomic displacement from normal lattice positions are characterized
by a characteristic peak at 294 cm−1 of the GaAs longitudinal-optical mode, which rapidly lost its in-
tensity after irradiation of the sample. The purity of the material may also indicate the different
proportions and shape of the GaAs TO and AlAs LO modes, where less variation can be observed.
However, the sharpness of the peak remains relatively unchanged. An important role is played by the
ratio between GaAs TO and AlAs LO, which increased from 1:0.89 to 1:0.55 after irradiation. This
ratio indicates a difference in the aluminum, which was also observed in previous measurements [7].
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Before irradiation
After irradiation
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Figure 6: Two overlapping Raman spectra of the measured sample GaAs describing changes
before and after irradiation of 60Co. Difference between GaAs transverse-optical (TO) and AlAs
longitudinal-optical (LO) modes are marked by lines which indicates and measures their ratio.

4 CONCLUSION

Using extensive analytical analysis, several changes were observed on samples exposed to irradiation
with the radioactive isotope 60Co at a dose of 500 kGy. Such a high dose already reliably affects
the operation of some electrical devices, and it was, therefore, advisable to ascertain the impact it
would have on GaAs-based solar cells that are specifically designed for these purposes [8]. From the
above measurements, it was proved after irradiation, especially the diffusion of Ti and Al protective
metals deeper into the GaAs material. This phenomenon has been proven from SIMS measurements
(Figure 3 and 4) and spectrophotometry (Figure 5) in the NIR region on the difference of shifted
interferences. The changed refractive index mainly in the UVA region may then be affected by the
difference in PV cell morphology, which was in the range of several nanometer units (Figure 1c and
Table 1). Measured methods thus correlate with each other and confirm the results. It can be con-
cluded from the above measurements that after irradiation with gamma rays, many complex processes
take place which disrupts the atomic composition (Figure 6) and generally affects the entire structure
of the solar cell. This measured knowledge may serves as a base of great importance for the future
development of solar cells and their resistance to using in space conditions.
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Abstract: This work is focused on the study of influence of selected organic additives on the prop-

erties and morphology of zinc deposit on the negative electrode when used in zinc-air accumula-

tors. The deposition was made on the tin plate electrodes in a solutions of 6 mol/l KOH saturated 

with ZnO with added additives (Abeson Na 50, Flavol KDA, Span 85, Lugalvan G35 and Triton X-

100). All chosen additives were studied with a focus on the morphology of zinc deposit, with re-

gard to their ability to suppress dendritic growth and with focus on zinc corrosion. Changes in zinc 

morphology were studied by using a Tescan Vega 3 electron microscope and a Rigaku MiniFlex 

HR 600 X-ray diffractometer. 

Keywords: Zinc-air, battery, morphology, dendritic growth, additives 

1   INTRODUCTION 

Energy storage with secondary cells can be used wherever there is no direct between electricity 

production and consumption. Long-term energy storage is a very important topic in the field of 

electrical equipment development. This is due to the need for long-term storage of excess electrici-

ty, to the increasing representation of alternative sources in electricity generation, and also to the 

increasing number of portable applications. 

Zinc-air cells are promising in the future due to their low cost, low ecological footprint, and their 

other positive properties. Another advantage of these batteries is the high accumulated energy of up 

1,65 V and the high density of accumulated energy [1]. However, Zn-air batteries are not as widely 

used as other types of batteries. This is due to the bigger amount of adverse effects occurring with 

these batteries. Dendritic growth is very undesirable. Dendritic growth is the growth of crystals in 

irregular shapes on the surface of the zinc electrode. Dendrites grow from negative to positive 

electrode. If dendritic growth is not suppressed, there may be a short circuit between the electrodes 

[2]. Another problem is the corrosion of zinc, which occurs in accumulator in the current state. 

Zinc corrosion is closely related to the evolution of hydrogen in the accumulator and causes partial 

consumption of the active mass or self-discharge [3]. 

In the cathodic polarization of the negative electrode (when charging zinc-air battery) the active 

mass (in the discharged state formed by ZnO crystals) begins to change to metallic zinc. In this 

process, zincates dissolved in the electrolyte are deposited in the current collector of the negative 

electrode. The reactants are contained both in solution as Zn(OH)4
2- and as on the electrode such as 

zinc oxide. The structure of the deposit and the formation of dendritic growth is strongly dependent 

on the current density. At current densities lower than 15 mA/cm2, a deposit with moss structure is 

formed [4, 5]. The moss structure consists of tiny particles in cylindrical shapes [6]. At current den-

sities between 15-30 mA/cm2 a layered deposit structure is formed. The increase in this structure is 

controlled by both diffusion and the activation process. At current densities exceeding 30 mA/cm2 

dendrites increase in the direction perpendicular to the electrode. At the top of the dendrites, a 
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spherical diffusion layer is formed. When this layer is formed, ZnO moves to the top of the dendri-

tes. 

Adding additives can slow down or stop the formation of dendrites in the battery. The additives 

affect the displacement of zinc ions in the electrolyte. As the electron transfer rate changes, zinc 

deposition slows and active sites are blocked by surfactant particles. The hydrophobic part of the 

surfactants is pivoted towards the surface, thereby creating a barrier to the ion access to the electro-

de surface [7].  

2   MEASUREMENT 

The electrodes were made of rolled tin plate. The tin electrode was square with a side length of 1,5 

cm (the active electrode area was 2,25 cm2) and thickness of 0,5 mm. To the working part of the 

electrode, a brass wire was soldered by means of which electrical quantities were brought. Before 

measurement, the electrode had to be cleaned in a 10% sulfuric acid solution. 

The next step was to mix the 500 ml solution to which the organic additives were added. The basic 

solution contained 6 mol/l KOH solution, 37,35 g/l ZnO and was prepared at an elevated tempera-

ture of 200°C. To this solution the organic additives listed in Tab. 1 at a concentration of 1000 ppm 

were added.  

Business name Chemical description Detailed information 

Abeson Na 50 Sodium Dodecylbenzene-

sulfonate 

Anionic surfactant with good foaming and wetting 

properties. Used as a universal surfactant. 

Flavol KDA Coconutamidopropyl betai-

ne based on coconut oil 

A fine amorphous surfactant used as a wetting 

agent and foaming booster in industry. 

Span 85 Nonionic oleic acid sur-

factant 

Biodegradabl nonionic surfactant used in the cos-

metics industry. 

Lugalvan G35 Aqueous polyethyleneimine 

solution 

Used as polish in the galvanic industry. 

Triton X-100 Polyethylen glycol-phenyl 

ether 

Nonionic surfactant used in metal plating industry. 

Table 1: Chemical composition and use of selected additives. 

Zinc deposition was performed using potentiostatic deposition (at constant overvoltage). At poten-

tiostatic deposition the constant overvoltage was set to 150 mV compared to the electrode equi-

librium potential, i.e. transition Zn/ZnOH4
2-. At the overvoltage of 150 mV, we were in the range of 

high current densities exceeding 30 mA/cm2. At such high overvoltage, the influence of additives 

on the formation and growth of dendrites was very well observed. The measurement was carried 

out for 60 minutes due to the need to exceed the initiation time for the formation of dendrites. The 

reference electrode was zinc wire and the counter electrode was a nickel mesh. 

The deposited structures were examined using a Tescan Vega 3 electron microscope (detailed pho-

to of the surface of deposited structures) and a Rigaku MiniFlex 600 HR X-ray diffractometer (me-

asured and evaluated diffractograms for individual samples). Diffractograms were measured over a 

range of 20-120° at step 0,02°, divergence slit of 0,01 and kβ filter of 0,03. The values from the di-

ffractometer were related to the greatest zinc peak for a clearer evaluation.   

3   RESULTS AND DISCUSSION 

In Figure 1, the current response of the negative electrode at a periodic surge of 150 mV relative to 

the zinc electrode equilibrium potential can be seen to simulate a high current density mode. 
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The Flavol KDA additive stabilized after 15 minutes. Towards the end of the deposition, a sharp 

increase in current density was observed, which was caused by the sudden formation of hydrogen. 

The Span 85 additive had a very similar course to the KOH solution in the first half of the mea-

surement. In the second half there was a greater increase in current density than in KOH, sugges-

ting that larger dendrites were grown than in KOH. With the Triton X-100 additive, a constant 

increase in current density has been observed since the beginning of the deposition. The increase 

can again be associated with an increase in dendrites Abeson Na 50 showed a significant increase 

in current density after 15 minutes of deposition. This increase in current density indicates the 

growth of large and sharp dendrites. As can be seen, the Lugalvan G35 additive had a steady state 

current after 5 minutes. This suggests that there was no increase in the active deposit area. 

 

Figure 1: Current waveform for zinc deposition in a three-electrode circuit for solutions with add-

ed additives at a concentration of 1000 ppm and for a KOH solution without added additives at a 

constant overvoltage of 150 mV against the equilibrium potential of the zinc electrode.  

 

Figure 2: Detail of the structure of deposited particles at constant overvoltage. The additives were 

contained in a concentration of 1000 ppm in solution. Images at a magnification of 5000×, field of 

view 41,5 µm and accelerating voltage 30 kV. a) KOH, b) Abeson Na50, c) Flavol KDA, d) Span 

85, e) Triton X-100 and f) Lugalvan G35. 

a) b) c) 

d) e) f) 
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In Figure 2, it can be observed that the additives used significantly influenced the shape, uniformity 

of growth and diffusion properties of the zinc deposit. The KOH solution showed uniform growth 

of the deposit across the electrode area. This deposit did not show good porous properties. Abeson 

Na 50 additive increased layered, non-porous deposit in the center of the electrode. Sharp long 

dendrites increased in the peripheral parts of the electrode. In the presence of the Flavol KDA addi-

tive, a porous structure formed by tiny crystals was formed. Dendrite growth occurred in the peri-

pheral parts of the electrode, but the length of these dendrites was less than of the Abeson Na 50 

additive. The additive Span 85 initiated the growth of a very pronounced deposited structure in the 

clusters. The clusters were not circular in shape but were grown perpendicular to the electrode sur-

face. Very long crystals were grown at the electrode edges. The Lugalvan G35 additive has grown 

over the entire electrode area. The deposit consisted of thin long flakes that showed good porosity. 

Dendrite formation was completely suppressed at the electrode edges. 

 

Figure 3: Potentiodynamic curves of zinc electrode in electrolyte 6 mol/l KOH and in electrolyte 6 

mol/l KOH with added additives. 

Figure 3 shows the individual potentiodynamic curves of the zinc electrode. In area 1, a current re-

sponse occurs due to the formation of hydrogen on the Zn electrode. Dissolving of zinc starts with 

increasing potential (area 2). At the peak, at potential Ecorr, the reaction rate formation of hydrogen 

and zinc dissolution is equal. In area 3, zinc dissolves. 

Abeson Na 50, Span 85 and Flavol KDA additives have very similar course as solution of KOH.  

Lugalvan G35 and Triton X-100 additives accelerated hydrogen formation in area 1.  These additi-

ves separated the hydrogen formation reaction from the equilibrium potential, the Triton X-100 ad-

ditive by 60 mV and the Lugalvan G35 additive by 80 mV. These additives also significantly 

increased the corrosion potential to 6 mol/l KOH solution.  This increase is negative for real use 

due to a drop in the Zn-air batteries equilibrium voltage. 

In Figure 4, it is possible to observe the diffraction spectrum of the deposited structures in KOH 

without added additives and in KOH solutions with added additives. 
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Figure 4: Difraction spectrum of Zn deposits from a 6 mol/l KOH solution with added 1000 ppm 

additives at constant overvoltage. a) KOH, b) Abeson Na50, c) Flavol KDA, d) Span 85, e) Lugal-

van G35 and f) Triton X-100. 

4   CONCLUSION 

As can be seen from the measured results, the used additives influenced the deposit structure. The 

Abeson Na 50 additive showed the growth of long sharp dendrites primarily in the peripheral parts 

of the electrode. In the case of Flavol KDA, dendrite growth was partially suppressed. The dendri-

tes were shorter than those of the Abeson Na 50 additive and were primarily grown in the periphe-

ral parts of the electrode. Lugalvan G35 and Triton X-100 additives significantly suppressed den-

dritic growth over the entire electrode area, including the peripheral parts of the electrode. The ad-

ditives also influenced the properties of the zinc deposit with respect to corrosion and hydrogen 

formation. Most of the selected additives had a positive effect on the amount of corrosion current, 

only the additive Lugalvan G35 showed a significantly higher corrosion current compared to an 

electrolyte of 6 mol/l KOH. From the above results is it evident that Triton X-100 and Lugalvan 

G35 appear to be the most suitable additives. Lugalvan G35 despite of its negative corrosion effect.   
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Abstract: The aim of this work is to analyze a suitable method of High-Velocity Impact detection 

with space debris for CubeSats. In order to detect and analyze collisions of space debris with 

nanosatellites, it was necessary to run a series of experimental measurements to verify what types 

of sensors would be suitable for HVI collisions detection. This article presents some of the sensors 

examined by experimental testing, its properties, suitability. The article also shows how the testing 

was performed. 
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1 INTRODUCTION 

With increasing popularity and slightly lower costs of launching satellites into orbit, a CubeSat has 

become an interesting and relatively available option of exploring from space orbit even for smaller 

projects. But along with that, the space debris is becoming a frequently discussed topic and rising 

threat to every space object flying in orbit [1], [2]. This article deals with the design of a suitable 

detection method of high-velocity impacts (HVI) with space debris for nanosatellites [3]. A major 

problem with CubeSats is the available space, maximum weight and power consumption available 

for measuring apparatus, so it is sometimes useful to consider already integrated satellite sensors 

for HVI detection. An accelerometer is a typical example of standard nanosatellite sensor equip-

ment. A low power consumption of the detection system is achieved by its inactivity, unless a situ-

ation requiring analysis occurred. When an adjustable input signal threshold is exceeded, the low-

delay circuits are triggered to capture the event and analyze those data such as amplitude, spectral 

components, event time and potential criticality. In case of hardware damage, the values of known 

parameters such as a power consumption or temperature might suddenly or gradually change, also 

communication intermission of any system or complete loss of a communication may occur. There-

fore, satellites are often equipped with diagnostic circuits that are capable of system diagnostic 

even while operating which might be helpful in case of the HVI detection. 

2 TESTING APPARATUS 

First, a vibration table was examined for the purpose of testing harmonic and long-term vibration 

exposure to the components. This method showed that the table with its high inertia and mass 

which also means only low frequency spectrum is not suitable for the purpose of the HVI detection. 

Therefore, a high frequency speaker was examined for this purpose, but when the tweeter was 

powered by pulse signal it exhibited an insufficient mechanical response to the signal due to its low 

membrane mass. 
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2.1 PIEZOELECTRIC ACTUATOR 

Therefore, searching for a suitable vibration source led to usage of piezoelectric actuators which 

can generate high frequency vibrations and pulses. For this purpose, a 4-layer piezoelectric actuator 

with silver electrodes was used. Each of the 4 piezoelectric rings has a Cu-foil inserted in-between 

to connect power supply and as a whole it was pressed together with threaded rod (figure 1). 

The actuator was powered by a signal generator with maximum output voltage 20 VPP. 

 

Figure 1: A 4-layer piezoelectric actuator 

Figure 2 shows a detailed waveform of the 4-layer piezoelectric actuator with no pressure applied. 

Main frequency domain components correspond to commonly known frequencies of piezo-ceramic 

materials with maximal values of 60 kHz and 180 kHz [4]. This wave is also excited inside of a 

metal beam that is in mechanical contact with the actuator which together makes a source platform 

for measurement of various types of sensors. 

 

Figure 2: Mechanical response of 4-layer piezoelectric actuator 

It was found that the actuator´s response can be measured in case when the piezo-ceramic material 

is free-mounted. Because the 4-layer piezo actuator has relatively high capacitance and unfavorable 

mechanical properties (weight, mounting method), it was no longer used. Instead of this a simple 

disc piezo actuator was used as the main mechanical generator. Before an experimental measure-

ment of various sensors could be performed, it was necessary to explore properties of the disc piezo 

actuator in terms of vibration amplitudes and frequency bandwidth. It is common to use the Dirac-

impulse waveform to determine the system response. When feeding the piezo actuator with very 

short nanosecond pulses a problem occurred because the piezo material reacts to the both rising and 

falling edges. The actuator also influences the feeding signal by its own capacitance which results 

in chaotic waveform. This leads to another mechanical deformation of the piezo material. The re-

sulting behavior can be seen in figure 3. Waveform on channel 1 (blue) shows the piezo-element 

response and channel 2 (purple) represents the feeding signal. The piezo element reacts almost im-

mediately with logarithmic attenuation as expected, oscillations have frequency at about 18 MHz. 
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Figure 3: Piezo element oscillations when rising edge signal applied 

Based on the measurements, following waveform was set for further sensor measurements. 

The pulse width was determined to 35 ms with falling time 30 ms, rising time 120 ns with ampli-

tude of 20 V. The figure 4 shows the final waveform that was used to drive the piezo actuator. The 

most significant advantage of this solution is the repeatability of the measurement. 

 

Figure 4: Final feeding waveform for piezo actuator 

3 VIBRATION SENSORS 

Accelerometers were excluded from the experiments after several measurements and considera-

tions because they are designed to measure vibrations and oscillations with high amplitudes and 

they are not able to detect weak high-frequency surface waves caused by small dust particles. Be-

cause of very low-level output signal coming from sensors the signal had to be amplified. The am-

plifier consists of low-noise opamp OPA2134PA [5] used as a simple inverting amplifier with gain 

-10. 

3.1 PIEZO SENSING FILM PVDF 

In this experiment, piezo sensing foils Parallax Vibra Tab and Pro-Wave Electronics FS-2513P 

were used. The piezoelectric material was applied to a substrate of excessively rigid material dur-

ing manufacture process. The sensing foil when measuring surface vibrations generated a signifi-

cantly weak signal compared to the other sensors and also insufficient frequency range, i.e. the sen-

sor filtered higher frequency components probably by attenuating properties of the substrate. 

3.2 MEMS MICROPHONES 

For the purpose of this measurement strictly analog condenser types of microphones were used, i.e. 

TDK InvenSense ICS-40730, TDK ICS-40212, Knowles SPH-0611LR5H-1, Vesper Technologies 
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VM1000R and their new model VM1010 [6]. This type of microphones was able to capture the 

frequency spectrum generated by mechanical pulses that was in area of ultrasound. 

 

Figure 5: MEMS microphone TDK ICS-40730 

The apparent success was rebutted by changing the pressure of the sensor attached to the beam. In-

creased contact resulted in closing the access to the MEMS hole for sound waves and so the me-

chanically transmitted vibrations did not produce a sufficient sensor response. Thus, the sensor 

output signal is significantly low and its level is around a noise level. 

 

Figure 6: Waveform measurement of Vesper VM1010 along with spectral noise component 

3.3 PIEZOELECTRIC DISCS 

Piezoelectric disc shown in figure 7 has become the main reference sensor for any further experi-

ments because of its high sensitivity and especially wide frequency range in comparison to the oth-

er samples. In figure 8 can be seen the piezoelectric disc response to the vibrations generated by the 

piezo actuator. The measured waveforms were slightly changing during the experiment due to 

changing the individual sensor and attaching them to the metal beam. 

            

Figure 7: Piezoelectric disc and its response using piezo actuator as vibration source 
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4 CONCLUSION 

This work is focused on exploring the possibilities of mechanical vibrations detection caused by 

HVI collisions with space debris. First, it was necessary to develop a suitable source of vibrations 

that might imitate real collisions. For this purpose, the vibrations table, high frequency speakers or 

any other electro-mechanic generator proved to be unusable. Further testing showed that the piezo-

electric actuator meets the requirements, specifically the piezoelectric disc attached to metal beam 

proved to be an excellent option for upcoming experiments. The only drawback of this solution oc-

curred when swapping between other types of sensors, therefore, changes in the attachment posi-

tion and gripping force which significantly influenced amplitude and frequency spectrum of out-

coming signal. The potentially new approach could be a usage of Vesper Technologies’ s new pie-

zoelectric MEMS microphones which were tested as well. Unfortunately, after series of experi-

ments these failed to prove their usefulness for sensing vibrations or acoustic emissions in their 

original housing. In theory, piezoelectric microphone plates could achieve an enough sensibility if 

placed directly on a substrate. Piezoelectric films proved to be a potentially usable as a surface 

wave sensor if a suitable type is chosen. The main disadvantage is the low temperature resistance, 

the piezoelectric properties of PVDF sensors drop significantly at 70 °C or higher. As the best 

choice proved to be the piezoelectric disk. Appropriate combination of dimensions, substrate mate-

rials and other aspects of piezo element manufacturing can provide reliable HVI detection. After 

examining the appropriate piezo element mounting solutions on the CubeSat structure, deploying 

one or more sensors to a given configuration and after the final calibration, the amplitude of each 

satellite impact can be measured by reference. However, this approach requires calibration of the 

sensing apparatus of each CubeSat separately, as it was found that the measured values were signif-

icantly influenced by changes in the pressure and contact area of the sensor with the beam. 
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Abstract: This work presents a custom electrochemical model of a lithium-sulfur cell implemented 

into Ansys Fluent software. The model was used to analyse cyclic voltammetry at differently sized 

particles, which represented porous cathodes. The results indicate that the cyclic voltammetry re-

sponse of the whole porous sulfur cathode could be solved as a response of a single particle, which 

might lead to a simplification of numerical simulations and in result, to accelerating their optimizing 

process. 
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1 INTRODUCTION 

Lithium-Sulfur batteries are seen as a candidate for the new generation of batteries because of their 

low cost, high theoretical capacity of 1672 mAh·g-1 and associated energy density of 2600 Wh·kg-1. 

This means that practical Li-S battery system should allow for approximately twice the gravimetric 

energy density of conventional Li-ion batteries [1].  

However, the practical application of Li-S batteries is inhibited by complex redox reactions of sulfur, 

which results in a large number of soluble intermediates with different properties. Furthermore, the 

poor electronic conductivity of both elemental sulfur S8 and Li2S, as well as continuous dissolution 

and precipitation of solid species coupled with polysulfide shuttle leads to major challenges to the 

advancement of Li-S cells [2].  While there is an extensive focus on experimental research [3] on the 

general properties, the discharge/charge behaviour and microstructure of Li-S cells, the research on 

numerical models is quite limited [1,4].   

This paper focuses on the numerical investigation of sulfur reactions by cyclic voltammetry as its 

results bring better information about the behaviour of electrochemical reactions and their properties. 

A custom electrochemical model based on the work of Kumaresan et al. [4] was implemented into 

commercially available software Ansys Fluent. The CV responses a porous electrode was investi-

gated. The influence of the size of porous particles was studied more closely. 

2 LI-S BATTERY 

The usual Li-S cell is made of composite sulfur cathode based on solid elemental sulfur, conductive 

carbon and a binder, metallic lithium foil anode and an aprotic electrolyte such as 1,2-dimethoxye-

thane (DME):1,3-dioxolane (DOL) [4] with lithium salts usually consisting of LiNO3 or lithium bis-

trifluoromethylsulfonyl imide (LiTFSI) or their mixture. These salts decrease diffusion and migration 

of polysulfides into the electrolyte. Interestingly, it was found that lithium salts have no significant 

effect on the electrochemical performance of Li-S batteries as the behaviour strongly depends on the 

used solvent [5]. The course of electrochemical reactions is dependent the applied solvent and chem-

ical properties of cathode. As stated in [6], the selection of the solvent strongly influences the stability 

of polysulfides, which consequently affect the chemical equilibrium between various polysulfides, 

which makes numerical simulations even more complicated [6]. The overall electrochemical reaction 

occurring in the Li-S cell can be described as [7]:  
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 𝑆8(𝑙) + 16𝐿𝑖+ ⇄ 8𝐿𝑖2𝑆(𝑠) (1) 

However, this reaction does not describe the complete mechanism of the creation of polysulfides 

during reduction and oxidation. These reactions are responsible for the characteristic two plateau 

discharge/charge curves. The high plateau is usually situated at 2.3 V – 2.4 V and is controlled by 

the reduction of longer chain polysulfides. The second plateau is situated at 2 V – 2.1 V and is con-

trolled by the creation of Li2S2 and Li2S [8].  

The model used in this work is based on the reaction mechanism presented by Kumaresan et al. [4]  

The cell at its initial state is fully charged and so the cathode consists of solid sulfur S8(s), which is 

being dissolved into liquid sulfur S8(l). During the discharge, the S8(l) is gradually reduced into shorter 

chain polysulfides. The reverse process occurs during charging which results in longer chain poly-

sulfides. These electrochemical reactions can be described as: 

 𝑆8(𝑙) ⇄ 𝑆(𝑠) (2) 

 𝑆8(𝑙) + 2𝑒− ⇄ 𝑆8
2− (3)

 3𝑆8
2− + 2𝑒− ⇄ 4𝑆6

2− (4)

 2𝑆6
2− + 2𝑒− ⇄ 3𝑆4

2− (5)

 2𝑆4
2− + 2𝑒− ⇄ 3𝑆2

2− (6)

 𝑆2
2− + 2𝑒− ⇄ 2𝑆2− (7)

Depending on the concentration of Li+ ions and polysulfide chains several dissolution/precipitation 

reactions can be considered. These reactions are described in [4]. However, experimental studies 

have shown that all lithium sulfides except Li2S2 and Li2S are substantially soluble in the electrolyte, 

so they were not considered in this work, as they would not influence the results significantly [9]. 

   CYCLIC VOLTAMMETRY 

Cyclic voltammetry (CV) provides valuable information for initial electrochemical research on new 

systems. Fundamental studies on the electrochemical redox reactions of elemental sulfur on flat elec-

trodes (e.g. glassy carbon, gold, platinum) in nonaqueous media have been extensively investigated. 

However, these studies do not capture the reaction behaviour in the batteries, as they differ in used 

electrodes and electrolytes. Additionally, studies of the fundamental mechanism rarely consider ef-

fects of the cathode, anode and structure, which greatly affect the redox process and battery perfor-

mance. In such cases, the translation of the information between fundamental and application studies 

is difficult. Li-S batteries performance can be significantly influenced by electrode parameters such 

as sulfur loading and content, material of the current collector and the binder, battery parameter such 

as the electrolyte and its amount, separator and the amount of lithium, the assembling process and 

ultimately testing conditions [7, 10]. 

3 NUMERICAL MODEL 

The numerical model used in this work is based on Nernst-Planck equations, which describe the flux 

of all ionic species and the Laplace equation describing the potential in the electrode as the potential 

in the electrolyte was considered to be 0 V. The reaction kinetics are defined by the concentration-
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dependent Butler-Volmer equation. The numerical model is closely described in [9]. The final equa-

tions used are: 


𝜕𝑐𝑖

𝜕𝑡
− ∇ ∙ (𝐷𝑖∇𝑐𝑖) = 0 (8)

 ∇ ∙ (−𝜎𝑠∇𝜑𝑠) = 0 (9) 

 𝒋𝑓𝑎𝑟 = 𝑗0 [(
𝑐𝐴

𝑐𝑟𝑒𝑓

)

𝛾

𝑒(
𝛼𝑎𝐹𝜂

𝑅𝑇
) − (

𝑐𝐵

𝑐𝑟𝑒𝑓

)

𝛾

𝑒(
𝛼𝑐𝐹𝜂

𝑅𝑇
)] (10) 

 𝜂 = 𝜑𝑠 − 𝐸𝑒𝑞  (11)

Where 𝑐𝑖 the is molar concentration [mol·m-3], t is time [s],  𝐷𝑖 is the diffusion coefficient [m2·s-1], 

𝜑𝑠 is the electrode potential [V], 𝜎𝑠 [S·m-1] is the electrical conductivity, 𝑗0 is the exchange current 

density, 𝑐𝐴, 𝑐𝑏 is the molar concentration of reduced and oxidized species [mol·m-3], 𝛼𝑎, 𝛼𝑐 is the 

anodic and the cathodic transfer parameter [-], 𝛾 is the dimensionless power of species [-], 𝜂 is the 

overpotential, which is defined as a potential difference across electrode-electrolyte interface [V] and 

𝐸𝑒𝑞 is the reduction potential [V] . 

Ansys Fluent offers a possibility of coupling with Microsoft Visual Studio, which can be used to 

create custom macros or models based on C++ language. The implementation is described more 

closely in [9]. 

4 SIMULATION 

The numerical model presented above was used to study CV of Li-S cells. As it is difficult to exper-

imentally obtain the characteristic parameters of the reactions and polysulfides, they were taken from 

[4]. The dissolution/precipitation reaction of Li2S was not considered as the reaction is a chemical 

and not an electrochemical one, it only depends on the concentration of species and the time. This 

means that in the CV study, there is only a short amount for the precipitation reaction to occur, as 

the S2- is created only at the end of the cathodic scan [9]. Additionally, the cathode cannot be consid-

ered as a planar electrode which slightly increases the complexity of the problem. As described in 

[11], the porous cathode can be described by a single particle. Figure 1 shows the illustration of such 

geometry. Initially, the computational domain is uniformly filled with 19 mol/m3 of S8(l). CV re-

sponses of particles with different radii were modelled and investigated (50 nm, 5 μm and 500 μm). 

The boundary condition for the electrode potential was set to a triangle sweeping signal with a scan 

rate of 0.1 mV/s, with a potential range of 1.8 V – 3 V, with a starting point at 3 V.  

 

Figure 1: Illustration of the computational domain for a porous particle [9]. 
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5 RESULTS 

The numerical results were compared to an experimentally obtained CV of a Li-S cell (Figure 2 (a)). 

Its characteristics are described more closely in [9]. The results of simulations are also shown in 

Figure 2. General reaction mechanism is the same for all cases and corresponds with the measured 

voltammogram. The main difference lies in the amplitude and the position of the peaks. The simula-

tions start with a cathodic scan, during which, two peaks are clearly noticeable. The first peak repre-

sents the reduction of the elemental sulfur S8(l) to S8
2- and S8

2- to S6
2- . The second prominent peak 

describes the simultaneous reductions of S4
2- to S2

2- and S2
2- to S2-. These peaks are corresponding with 

the two plateaus during the discharge process. The reduction of S6
2- to S4

2- is not visible in most cases. 

Similarly, during the anodic scan, two peaks are noticeable. However, their positions and shape are 

different as they consist of slightly different combination of reactions. The first peak at the lower 

potential consists of combination of oxidation of  S2- to S2
2-  and  S2

2-  to S4
2- and S4

2- to S6
2-, while the 

second peak consist of oxidation of S6
2- to S8

2-  and S8
2- to S8(l). As the radius of the particles decreased, 

the peaks of individual reactions were more separated and more noticeable. For the particle with the 

radius of 50 nm, the peak representing the reduction of S6
2- to S4

2-  has become visible. 

 

(a) 

 

(b) 

 

 (c) 

 

(d) 

Figure 2: Resulting voltammograms – experimental (a) [9], numerical with a radius of 500 μm (b), 

numerical with a radius of 5 μm (c), numerical with a radius of 50 nm (d). 

6 CONCLUSION 

The presented results show that the custom electrochemical model is able to model CV of Li-S cells. 

By comparing the shapes of voltammograms, the modelling of the whole porous cathode might be 

223



replaced by a single particle. This assumption leads to a significant simplification of the solution.  

Additionally, it might be possible to predict the size of the pores in the cathode. As the radius of 

particles decreased, the resulting CV has become more similar to the experimental measurement. The 

peaks of the individual reactions have become more separated and their position has been moved 

towards lower potentials during the reduction and towards higher potentials during the oxidation. 

From these simulations, it is possible to predict the size of the pores of the real cathode to be some-

where between 50 nm and 5 μm, pointing towards radii of hundreds of nm as reported in [9]. Unfor-

tunately, only qualitative comparison could be carried out, as the data was measured through the 

capacity, while the simulations were measured through the current density. In order to properly match 

the shape of voltammograms it would be necessary to measure the reaction rates and parameters of 

the exact cathode. Nevertheless, these simulations bring interesting insight to the reaction mechanism 

of Li-S cells, as it is possible the predict the influences of individual parameters. 
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Abstract: This paper focuses on simultaneous transmission of selected photonic services by one
single-mode optical fiber. The paper deals with the problem of simultaneous transmission of mul-
tiple photonic services by one optical fiber using the wavelength division multiplex technology and
erbium-doped fiber amplifier (EDFA). Except common data transmission with a bitrate of 10 Gbps,
a simultaneous high-speed data signal transmission with a bitrate of 200 Gbps and accurate time
transmission are considered. During the simultaneous transmission of selected photonic services, the
measurement of the transmission parameters was performed. In particular, the effect of possible mu-
tual interference of individual transmission channels at 100 GHz spacing between individual signals
was analyzed.

Keywords: accurate, data, dwdm, edfa, simultaneous, time

1 INTRODUCTION

Photonic services are a set of advanced optical network services that enable pure optical transmission
without the need to convert optical to electrical signals. Photonic services are designed for the most
demanding real-time communication applications. The most common real-time photonic services
include accurate time and stable frequencies transmission [1].

Operation of these services is subject to the availability of dark fibers, unused optical fibres avail-
able for use in fibre-optic communication, and optical transmission networks beyond the capabilities
normally available for transmission on, for example, the Internet. This can accommodate more de-
manding applications that have stricter requirements for accuracy. For some demanding applications,
such as remote control of machines, medical operations or reproducible scientific experiments, it is
necessary to achieve an extremely accurate and long-term stable transmission environment through-
out the transmission path, as even small delay fluctuations can cause fatal consequences in these
applications [2].

2 RELATED WORKS

Authors [3] performed simultaneous transmission of four photonic services with ITU DWDM 100
GHz grid spacing channels. Photonic services included 100G data signal, accurate time and stable
frequency signal and sensing signal. Simultaneous transmission of all services was through two types
of optical fibers, G.655 and G.653. FEC-BER and Q factor values were evaluated for the measurement
results. The measurement results show that the G.653 fiber cause more interference of signal. Based
on the results, 100 GHz channel spacing is not high enough and to eliminate possible interaction the
higher spacing must be used.

However with utilizing frequency offset estimation before adaptive equalization enhances the per-
formance capabilities of a digital coherent receiver in digital signal processing. This technique has
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a great importance for long-haul DP-QPSK DWDM system with 50 GHz channel spacing. The con-
sidered system performs with minimum bit error rate over a wide range of launch power [4].

Another simulations for WDM system show using pulse-overlapping super-Nyquist (Pol-SN) to im-
prove spectral efficiency of coherent optical transmission. The results of simulations indicate that the
channel spacing of 224 Gbps can be reduced up to 20 GHz [5].

3 MEASUREMENT SETUP

The effect of amplification of optical amplifier on simultaneous transmission of three selected pho-
tonic services was verified in further measurements. Photonic time transfer services and two data
signals were selected for this measurement. 10 Gbps data signal generated by the EXFO FTB-1
measurement platform and 200 Gbps data signal generated by optical coherent transmission system
Coriant GrooveTM G30. DWDM channels with 100 GHz spacing were assigned for each service, as
shown in Table 1. Selected optical amplifier Keopsys KPS-BT-C-21-BO-FA is designed for wave
multiplexes operating in the band 1530–1565 nm.

Table 1: Distribution of photonic services into DWDM channels with 100 GHz spacing
Channel Frequency [THz] Wavelength [nm] Service

31 193.1 1552.52 Time signal
32 193.2 1551.72 Data 200 Gbps
33 193.3 1550.92 Data 10 Gbps

Figure 1 shows a detailed measurement diagram showing transmitted services and carrier wavelength
settings for each.

Time
signal

1552,52 nm

Data
10 Gbps
1550,92 nm

Data
200 Gbps

1551,72 nm

Time
signal

1552,52 nm

Data
10 Gbps
1550,92 nm

Data
200 Gbps

1551,72 nm
MUX DEMUX

EDFA

COUPLER
99:1

SPECTRUM
ANALYZER

100 km

G.652.D

Figure 1: Scheme of simultaneous transmission amplified by EDFA

Optical signals for individual services were connected to neighboring DWDM channels. These sig-
nals were multiplexed together in a standard telecommunication multiplexer. The common optical
signal was further amplified by an optical power amplifier, in the range of 10–15 dBm. The com-
mon optical signal was further coupled to an optical fiber of type G.652.D with a length of 100 km.
A portion of the transmitted common optical signal was coupled at the end of the path using an op-
tical power splitter with a 99:1 split ratio. The bound part of the transmitted common signal served
as a source for the optical spectrum analyzer, by means of which individual optical signals were
monitored for non-linear phenomena.

The common transmitted signal was further demultiplexed and the individual optical signals of the
transmitted services were fed back to their source devices, where the transmission parameters of the
received optical signals were evaluated.
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4 MESUREMENT RESULTS

The main evaluated transmission parameter for data signals was bit error rate (BER), furthermore
the parameters of chromatic dispersion, group delay, optical signal-to-noise ratio and Q-factor were
monitored for data signal 200 Gbps. For the time signal, the time delay of the signal during optical
fiber transmission was evaluated. The monitored transmission parameters and time delays depending
on the amplification of the optical amplifier were evaluated by individual systems and recorded in the
Table 2.

Table 2: Measured transmission parameters for amplified common signal
Data 10 Gbps Data 200 Gbps Time signal

EDFA BER DGD CD OSNR Q BER Delay
[dBm] [Bit-ratio] [ps] [ps/nm] [dB] [dB] [Bit-ratio] [ns]

10 1.36E−09 2 1684 18.2 7.3 9.88E−03 495 986.118
11 7.06E−11 2 1686 18.7 7.3 9.69E−03 495 986.734
12 1.41E−12 2 1685 18.8 7.4 8.86E−03 495 987.628
13 3.49E−13 2 1687 19.1 7.5 8.34E−03 495 988.699
14 3.31E−13 2 1687 19.5 7.6 7.92E−03 495 989.771
15 <1.00E−14 3 1687 20.2 7.7 9.52E−03 495 992.371

The average bit error rate measured for the 10 Gbps data signal showed a clear proportion to the
gradual amplification of the common signal by the optical amplifier. The lowest bit error rate was
achieved by the 15 dBm optical amplifier data signal, when the bit error rate reached the minimum
limit value of 1.00E–14, which the FTB-1 measuring platform can still detect.

Relatively the same bit error values were measured for the 200 Gbps data signal. Average measured
values of bit error rate differed only very slightly in mantissa value, depending on amplification by
optical amplifier, they were of the same order of magnitude. Similarly, the group delay (DGD) and
chromatic dispersion (CD) values did not differ significantly depending on the amplification of the
common signal. The dependence on common signal amplification was reflected in the average mea-
sured values of the optical signal-to-noise ratio (OSNR) and the Q-factor, which are closely related.
From the measured average values we can see the improvement of these transmission parameters
depending on the amplification of the common signal.

Accurate delay time values and deviations of successive delay values were monitored during time
signal transmission. As the Table 2 shows, the deviation from the mean value was always in nanosec-
onds. The average delay value, for all gain values, was approximately the theoretical assumption for
the optical signal propagation time over a given path. The increasing trend in the time delay values is
caused by the gradual heating of the fiber; at a higher temperature of the optical fiber, the propagation
time of the optical signal through the optical fiber is prolonged.

Figure 2 shows the spectrum of simultaneous transmission of time and data optical signals, indicating
the corresponding DWDM channels for the three different gain values of the optical power amplifier.
The optical spectral analyzer graph shows the amplification of individual optical signals after passing
through an optical power amplifier.

5 RESULTS

From the measured transmission parameters and especially from the graph of the optical spectral
analyzer it can be deduced that the simultaneous transmission of time and data optical signals did
not affect the transmission channels, which would significantly affect the stability of some of the
transmitted photonic services. By gradually amplifying the power of the optical amplifier, some
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Figure 2: Spectrum of amplified common signal of selected services

transmission parameters for data signals were improved. In particular, it was the bit error rate for the
10 Gbps data signal and the optical-to-noise ratio and the Q-factor for the 200 Gbps data signal.

6 CONCLUSION

From the results of the measurements it can be deduced that, for DWDM transmission channels
100 GHz, there was no significant interaction between individual transmitted photonic services by
one optical fiber, which would disrupt the successful transmission of these services.

Based on the measurements made, the selected bandwidth of 100 GHz for selected photonic services
is sufficient for successful simultaneous transmission over one optical fiber. There were no non-linear
phenomena interfering with the successful simultaneous transmission of photonic services.
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Abstract: Over the course of the recent decade, the Low-Power Wide-Area (LPWA) technologies
took their momentum and started to enable the reliable data transmissions in the Internet of Things
(IoT) and Industry 4.0. In this paper, the LoRaWAN communication technology i.e., the license-
exempt LPWA technology is described. The focus is given to the practical evaluation of different
configurations of the Spreading Factor (SF) based on the signal level. The obtained results from the
laboratory measurements confirm the suitability of lower SFs in case of decreased signal levels i.e.
conditions close to the “deep indoor scenarios”.
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1 INTRODUCTION

As the vision of the Internet of Things (IoT) defined the concept of the Machine-type Communication
(MTC) for the low-power end-devices i.e., sensors, servers, and data processing systems, it became
clear the legacy wired / wireless communication technologies e.g., 2G / 3G / 4G cannot manage the
data transmissions with required Quality of Service (QoS). The specific requirements are related more
to the reliable communication with extended communication range than to the high-speed transmis-
sions. Therefore, the narrow-group of technologies jointly known as Low-Power Wide-Area (LPWA)
technologies has been defined in the last decade [1].

The goal of LPWA technologies is to provide scalable, low-cost, and energy-efficient enabler for
the MTC or massive MTC (mMTC). The LPWA technologies of today can be divided into two main
groups based on the utilization of the frequency spectrum: (i) license and (ii) license-exempt. The first
group consists of the technologies defined by the 3rd Generation Partnership Project (3GPP) Narrow-
Band IoT (NB-IoT) and Long-Term Evolution-Machine (LTE-M) technologies. The second group
composes of multiple technologies operating in the non-licensed frequency bands – the two main
representatives are LoRaWAN and Sigfox. As the license-exempt technologies do use the frequency
spectrum with various systems that are not synchronized in time, the interference can occur [2].

In case of the non-licensed LPWA technologies in the Czech Republic, the LoRaWAN outperforms
the remaining ones as it offers more flexible communication parameters with respect to the industry-
driven scenarios, see the technology comparison in the Table 1. Therefore, the focus of the paper is
to evaluate the communication parameters of LoRaWAN technology. Specifically, the intention is to
give a clear representation of the relation between the Spreading Factor (SF) configuration and the
signal level [3].

In line with the above-mentioned, the goal of this paper is to explore the communication capabilities
of the private LoRaWAN network. For this, the LoRaWAN end-device was constructed. To be able
to explicitly set the signal level, the laboratory setup was set using the shield-box and the attenuators
together with the private LoRaWAN gateway.
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Table 1: Technological overview for LPWA technologies for use in Europe: Sigfox, LoRa, LTE-M
and NB-IoT [4, 5, 6].

Sigfox LoRaWAN LTE-M1 NB-IoT1

Coverage (MCL) 159 dB 155 dB 155.7 dB 164 dB

Spectrum Unlicensed Unlicensed Licensed Licensed

Bandwidth 100 Hz 125, 250 kHz 1.08 MHz 180 kHz

Max. ERP 14 dBm 14 dBm 23 dBm 23 dBm

Modulation
DBPSK UL

GFSK DL

LoRa

FSK

QPSK,

16QAM

π/2 - BPSK, π/4 - QPSK,

QPSK (DL + MT)

Restrictions
140 (UL), 4 (DL)

Mess. per day
Duty Cycle No limit No limit

UL datarate 100 bps 0.3 – 50 kbps 1 Mbps 32 kbps

DL datarate 600 bps 0.3 – 50 kbps 1 Mbps 27 kbps

Max. application
payload size

12 B (UL)

8 B (DL)
51 – 242 B 1600 B2 1600 B2

1 According to Rel. 13 of the 3GPP standard.
2 The maximum size of a Packet Data Convergence Protocol Service Data Unit (PDCP SDU) for NB-IoT.

2 LORAWAN TECHNOLOGICAL OVERVIEW

The LoRaWAN technology utilizes the license-exempt Industrial, Scientific and Medical (ISM) fre-
quency spectrum as described above (868 MHz in EU) that is shared by multiple other technologies
thus suffers from omnipresent interferences. Usage of ISM bands also brings other restrictions like
limited Maximal Effective Radiated Power (Max. ERP) to 14 dBm and Time on Air (ToA) or in other
words 1 % Duty Cycle (DC) limitation of LoRaWAN restricting this technology to maximal trans-
mitting time of 36 s per hour. However, mentioned restrictions together with an absence of signaling
(due to ALOHA access) are beneficial for the reduction of power consumption [6].

To overcome narrow-band interferences in the ISM band and to extend possible coverage area, Lo-
RaWAN utilizes modulation based on frequency spreading, more precisely Chirp Spread Spectrum
(CSS) LoRa modulation on the physical layer. To be more precise, LoRa spreads signal across 125
or 250 kHz band which ensures mentioned interference resilience and enhances receiver ability to
decode a message from a distant transceiver. This is possible due to increased ToA from signal
spreading. Also, LoRa permits to change slope and duration of spreading which allows to further
increase possible coverage. On the other hand, this is the trade-off in data-rate reduction and ToA
increase. These changes are divided into so-called Spreading Factors (SFs) in range of 7 – 12 where
SF7 represents usage of highest data-rate and SF12 one with lowest data-rate but highest possible area
coverage. It is important to mention that higher SF also reduces the maximal amount of transmitted
data per hour due to DC limitations [7].

A notable advantage of LoRaWAN lies in its infrastructure, which allows utilizing either public net-
works (e.g. from the infrastructure of České Radiokomunikace (CRa)) or creating private networks
consisting of Gateways (GWs) and possible MESH networks of End Devices (EDs). The downside
can be initial costs for such infrastructure but later operational costs are reduced to a minimum due
to the use of private networks in the ISM band. Thus private networks are suitable for large scale in-
vestors wanting to create their own network and thus protecting their valuable data. A private network
scenario was also used in this work where private LoRaWAN Gateway was utilized [5].
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3 MEASUREMENT SCENARIO AND RESULTS

Conducted measurement aimed to evaluate LoRaWAN performance in terms of communication limits
for all SFs to not only verify a theoretical perspective for maximal Maximum Coupling Loss (MCL)
with respect to receiver sensitivity. Also, the goal is to determine the success transmission rate at such
a signal level and to find out how distant is this value from one enabling reliable communication with
100 % success rate for variable payload size. Another goal is to verify and evaluate the importance
of Signal-to-Noise Ratio (SNR) thresholds for individual SFs. These observations could play an
important role in terms of sufficient switching between SFs for achieving the best cost-effectiveness,
power efficiency, and reliability for communication utilizing LoRaWAN.

3.1 LABORATORY TEST BED

To ensure a stable environment for advanced measurements, the proper setup was assembled in the
form of laboratory test-bed as depicted in Fig. 1. From the End-Device (ED) point of view, a universal
communication device was constructed and utilized while using LoRaWAN module RN2483 from
Microchip that was placed inside the RF shield box. By this, it was possible to achieve minimal
ambient interferences and to assure connectivity of the device to laboratory LoRaWAN GW i.e.,
private GW. From the shield box, the device was connected directly to GW via coaxial cable with
a step attenuator in the middle. Attenuator served for precise signal level setting with 1 dB step.
As for GW, The Things Gateway1 was utilized. All the procedures like LoRaWAN module control,
power supply management and measurement data collecting from either module and GW provided
controlling PC.

LoRaWAN
GW

Step
attenuator

RF shield
box

Control PC

Coaxial USBCoaxial
The Things

DC power
analyser

Power cable
Ethernet

Figure 1: Schematic of the realized laboratory test-bed.

3.2 MEASUREMENT METHODOLOGY

Measurement scenario was as follows: (i) turning on the power for the device, (ii) setting of SF,
transmission power to 14 dBm and communication parameters according to The Things Network
frequency plan2, (iii) message transmission to GW (iv) switching off the module power supply and
measurement data storing.It is important to mention that non-acknowledged messages were being
sent to GW and evaluated. Due to this, the SNR values must have been acquired from GW as the only
receiving side. To properly evaluate the mentioned success rate, data obtained from GW served also
for this purpose.

The measurements were done for conditions where each SF was able to reliably transfer all messages.
Subsequently, the setup was also configured to find a threshold of the state where the device was able
to successfully transfer at least one message. Each measurement was conducted for message sizes 2,
12 and 50 B. First payload sizes of 2 B and 12 B were chosen for possible comparison with Sigfox.
Last payload size of 50 B was selected as near to max application payload size while utilizing SF12
(see Table 1). This enabled a comparison of all the SFs. Each measurement was repeated 50 times
from which success rate and mean SNR value were calculated.

1See The Things Gateway: https://www.thethingsnetwork.org/docs/gateways/gateway/
2See The Things Network frequency plan:
https://www.thethingsnetwork.org/docs/lorawan/frequency-plans.html
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All the results are as depicted in Table. 2 containing message transmission success rates and corre-
sponding average SNR values with respect to setup attenuation. Nevertheless, it is good to keep in
mind that Table. 2 contains only threshold values and to properly evaluate the whole experiment one
must observe corresponding success rate dependencies between the threshold as depicted in Fig. 2.

Table 2: Success transmission rate and SNR with respect to signal attenuation for all SFs and
message sizes 2, 12, and 50 B.

SF Message Size [B] Last transmission with 100% sucess rate Last sucessfull transmission
Attenuation [dB] SNR [dB] Attenuation [dB] SNR [dB]

7
2 133 −4.12 138 −8.00
12 132 −4.26 138 −8.40
50 132 −4.60 137 −7.82

8
2 136 −8.13 141 −11.05
12 137 −8.36 141 −10.00
50 136 −8.48 140 −10.08

9
2 139 −10.71 143 −12.68
12 140 −11.09 143 −13.36
50 140 −11.20 143 −14.00

10
2 143 −13.29 146 −15.62
12 142 −13.75 146 −16.23
50 142 −14.19 145 −15.96

11
2 144 −14.34 149 −15.77
12 144 −15.14 150 −17.75
50 143 −14.76 148 −16.60

12
2 143 −11.71 151 −17.43
12 143 −12.68 151 −19.10
50 143 −13.81 150 −19.70

4 CONCLUSIONS

In this paper, the real measurement of LoRaWAN technology is provided with respect to the eval-
uation of the spreading factors’ performance and the resulting limits. Gathered results validated
theoretical expectations about maximal coverage in terms of MCL for each SF. The findings are also
supported by average SNR values. Each increase of SF resulted in an increase of MCL by roughly
+3 dB which is also in line with theoretical expectations. On the other hand, the reliability of such
transmission was under 10 %. To achieve 100 % reliable communication, attenuation must have been
decreased by 5 dB which in most cases means more than doubling of received power. Moreover
the increase of payload size from 2 to 50 B indicated link budget decrease by 2 dB. Observations
also indicated predictability of SNR and confirmed its suitability (in comparison with Received Sig-
nal Strength Indicator (RSSI)) as a reliable indicator for proper SF selection leading to maximizing
power efficiency, reliability of communication and overall LoRaWAN performance. During all mea-
surements, RSSI indicated values in a range between −124 to−126 dBm across all SF, which would
prevent any reliable assessment of SF switching.

Summarizing the above-mentioned, the evaluation of SF limits in this paper leads to the optimal SF
switching. This is crucial for the improvement of the overall performance of LoRaWAN technology.
Thus the obtained results could enable more reliable message transmission, improve EDs power ef-
ficiency and optimize DC usage. Therefore, there is a need for more intense research in this area.
The next steps in this direction are repeating the same experiment as provided in this paper, but for
acknowledged messages and subsequently, properly examine power efficiency and impact to battery
life performance from measured results.
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Figure 2: Success transmission rate with respect signal attenuation for all SFs and message sizes 2,
12 and 50B.
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Abstract: With deployment of smart devices along the electrical grid key infrastructure points, com-
munication process with regards to its volume and load on communication infrastructure needs to be
described and evaluated. This article focuses on protocol Modbus TCP/IP and standard IEC 60870-
5-104 with regard to their communication structure and principles within substation connected to
network by broadband over power lines modems (BPL). This paper also offers two communication
scenarios over BPL network by using real substation power quality monitor. Furthermore, perfor-
mance of each solution is being summed up in the discussion. Conclusion offers a convenient solution
for utilization of key values transmission on limited communication channel.

Keywords: broadband over power lines, IEC 60870-5-104, Modbus TCP/IP, Smart Grid, substation.

1 INTRODUCTION

Over the last years with growing demand for more solid electrical infrastructure, there is a significant
effort from electric utility which focuses on deployment of smart devices. By implementing smart
devices especially on low-voltage distribution substations, better overview about events and power
quality values typical for this part of power grid would be obtained. Detailed information about real-
time values also enables finer control for electrical grid operators and an increase in stability and
efficiency of the whole electric power distribution process is expected [1].

The concept of Smart Grid takes into account vast field of communication technologies used for trans-
mission of data from smart devices installed along the grid to controlling centers. For the primary
distribution (extra high voltage and high voltage grid) and its key parts (power plants, etc.), communi-
cation technologies with low latency and high reliability are demanded. For this task, optical network
is the most suitable choice. Excellent data throughput and low latency is being also outweighed by
expensive and sometimes difficult installation process [2].

On the other hand for distribution grid, which is running on low voltage, smart devices are not already
implemented at all grid key points. In this case more precise methods of both controlling and moni-
toring low voltage grid are required. Such solution is also deployment of power quality monitors into
substations, which are smart devices with vast possibilities for grid management [3].

For sending data to grid operator, different technologies can be used. Since some of those substations
are at distant locations, technologies such as LPWAN (Low Power Wide Area Network), PLC (Power
Line Communication) or cellular networks are being used. These technologies are based on shared
communication channel and its data throughput and latency is sometimes limiting [4]. This article
mainly focuses on possible solutions of utilization and tries to find convenient communication pro-
tocol, which could be used for power quality monitors for its reliable and effective operation under
non-ideal conditions.
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2 MODBUS TCP/IP

Modbus TCP/IP (Modbus TCP) is a derived version of simple vendor-neutral Modbus protocol fam-
ily, which was designed to fulfill needs in terms of control and supervision of equipment mostly in
automation industry. In its original form Modbus was designed in 1970s to communicate on serial
lines with programmable logic controllers. Communication is based on master-slave principle, where
slave provides four object types to master: Coil (1 bit, read-write), Discrete input (1 bit, read-only),
Input register (16 bits, read-only) and Holding register (16 bits, read-write).

With the growth of ethernet communication and rise of TCP/IP networks, Modbus was modified into
Modbus TCP with regard to ethernet specifications, port 502 is being used. Each operation within
this protocol are being recognized based on the Function code value. In general Modbus introduces
the limit of maximum read/write registers that can be read at once. However in Modbus TCP only
123 registers can be read. To read higher number of registers, multiple reads have to be executed.

3 IEC 60870-5-104

IEC 60870-5-104 is an international standard introduced in the year 2000. Interoperability between
devices which conform to this standard is being provided by interoperability list. Communication is
of server-client type, based on principles of TCP/IP networks. Standard recognizes two directions:
control and monitoring. The standard provides features such as: On-demand transmission, Sponta-
neous transmissions, Direct command transmission, Clock synchronization and File Transfer.

Communication in this standard is based on three types of units: APDU (Application Protocol Data
Unit), APCI (Application Protocol Control Information) and ASDU (Application Service Data Unit).
Basic unit APDU consists of APCI and can also consist of ASDU (used for carrying payload). Based
on CF values, three formats of APCI are distinguished: I-format (controlling transfer and defying
communication), S-format (supervisory functions, confirmations), U-format (Start, Stop and testing
of communication line). The standard also specifies TypeID for identification of protocol structure.
Under this identification various features are being recognized, such as those mentioned above.

4 MEASUREMENTS

Results in this paper are described by two different scenarios of using Modbus TCP/IP and IEC 60870-
5-104 for the same transmission task. Network topology is shown in Fig. 1. BPL modems, PC and
real substation device Meg44PAN with its PQ Meg software were used to simulate real conditions.

100 metres of cord
L

N

ethernetethernet

measurement of V1

BPL modems

PC PQ monitor

Figure 1: Measurement scheme - network topology.
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4.1 SCENARIO A: DOWNLOAD OF STORED MEASURED VALUES

Device Meg44PAN used for purposes of these measurements is equipped with a built-in memory and
a possibility of using SD card. Meg44PAN is able to capture values defining various parameters of
power grid. These values can be transmitted by network or can be stored in drive and then down-
loaded locally or remotely. Fig. 2 describes memory allocation with minimal measurement times by
adjustable periods of capture.

In this scenario file containing values was downloaded through network topology as shown in Fig. 1.
Both Modbus TCP and IEC 60870-5-104 were used to download .mdat file containing: values of
quality of power grid, events due to specification, recorder of energy, rapid voltage changes, ripple
control and signal of the ripple control.

For Modbus protocol, results are shown in Table 1, in total 9 475 packets were used to download
196 kB .mdat file. Average size of a packet was 153 B. On the other hand, when IEC 60870-5-104
was used, only 4 957 packets with average size of 235 B were transferred to download the file with
the same size, see Table 2. Performance and efficiency of both protocols are summarized in Table 3,
value of transmission efficiency is being calculated as a ratio of useful transmitted data to the overall
data volume.

Figure 2: Memory allocation for different data values within Meg44PAN PQ monitor.

4.2 SCENARIO B: REAL-TIME VALUE MONITORING

In this scenario simulation of operator monitoring voltage of single phase was used. Capture period
was set to value of 5 seconds (option Slow on Fig. 3), device also offers options Mid (~1 sec) and
Quick (~200 ms). Values were then being put into a plot, as shown in lower part of Fig. 3.

For protocol Modbus TCP, when 1 hour was used to monitor single phase voltage, 35 004 packets were
used to transmit data from power quality monitor. its average size was about 149 B as Table 1 shows.
For one data renewal 49 packets (986 packets per second, 7 316 B in total) had to be transmitted
causing data flow of 150 kBytes/s for 0.050 of second.

Performance of standard IEC 60870-5-104 was significantly better, only 25 793 packets with average
size of 184 B were used under the same 1 hour scenario, see Table 2. Within one data renewal
36 packets (193.7 packets per second, 6 613 B) were transferred with average flow of 35 kBytes/s for
0.186 of second.
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Table 1: Results of Scenario A and B for Modbus TCP/IP.
Structure of Modbus TCP communication Scenario A Scenario B
Function code Transmitted type of data packets aver. size [B] packets aver. size [B]

4 Read File Record 10 66 1 440 66
20 Read Input Registers 9 450 153 32 844 155
71 Transmission init 8 72 0 0
- TCP [ACK] 7 54 720 54

TOTAL 9 475 153 35 004 149

Table 2: Results of Scenario A and B for IEC 60870-5-104.
Structure of IEC 60870-5-104 Scenario A Scenario B
Type ID Transmitted type of data packets aver. size [B] packets aver. size [B]

120 File ready 10 75 720 75
121 Section ready 10 76 720 76
122 Call dir,sel.file,call file,call sec. 30 73 21 60 73
123 Last section, last segment 20 74 1 440 74
124 Ack file, Ack section 20 73 1 440 73
125 Segment 2 840 368 9 363 359

- Supervisory 606 60 2 880 60
- TCP [ACK] 1 421 54 7 070 54

TOTAL: 4 957 235 25 793 184

Table 3: Comparison of effectiveness - Scenario A.
Size of transmitted .mdat file Modbus TCP transmission IEC 60870-5-104 transmission

196 kB 1 456.2 kB 1 165.3 kB
Transmission efficiency: 13.46 % 16.82 %
Number of packets: 9 475 4 957

Figure 3: Real-time monitoring of phase V1 Voltage.
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5 DISCUSSION

Based on the results presented in this paper, several outcomes can be observed. In comparison of
both Modbus TCP and IEC 60870-5-104 used in these measurements, different structure of both de-
termines the performance in different situations. Modbus TCP, based on original Modbus introduced
several decades ago, is simple and does not provide very much options and possibilities of data struc-
ture definition within the protocol. Modbus TCP tends to use a higher number of packets, where
payload which is carried in packets is significantly lower than payload carried by file transfer packets
used in IEC 60870-5-104. Based on the results of Scenario B, it is significant that Modbus TCP tends
to make bursts when power quality monitor is being interrogated which leads to extreme peaks in
packets per second. This phenomenon and its impact might be emphasized especially when more
monitors would be interrogated simultaneously at the same BPL line.

Design of standard IEC 60870-5-104 offers more possibilities of managing data transfer which leads
to more effective transmission. Modbus which main purpose used to be communication with pro-
grammable logic controllers, where data types were limited only to those understood by such devices
at that time. Large binary objects were not supported within Modbus.

6 CONCLUSION

This paper offers an insight into commonly discussed question about data volumes involved in con-
trolling low voltage substations. Communication behaviour defines communication needs for further
installation of new communication channels. The results of both scenarios described in this article
are pointing out that design of standard IEC 60870-5-104 tends to outperform Modbus TCP/IP pro-
tocol in better data structure management and effectiveness. It also tends to use a lower number of
packets and the overall load on the communication infrastructure is better balanced and spread over
time. Nevertheless since IEC 60870-5-104 achieved higher average size of packets in all scenarios
Modbus TCP/IP might be preferred in communication scenarios, where obsolete technologies with
short frames are involved and fragmentation would be undesirable.

Since development of Smart Grids is being recognized with strong consensus, thorough understanding
of communication needs and requirements leads to more convenient choices and faster progress in
implementation phase. With massive deployment of such devices with its communication protocols,
higher effectiveness of the whole controlled system should be achieved especially under worsened
communication conditions.
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