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Abstract: This paper describes my work with testing usability of a reduced Coulomb energy (RCE) 

neural network for skin segmentation task. Skin segmentation is an important task in computer vi-

sion. I describe three color spaces we used for skin segmentation (RGB, HSL and YCbCr). Also I 

briefly describe the RCE neural network. The segmentation results are described in the final sec-

tion.  
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1. INTRODUCTION 

The first important task in image processing is image segmentation. In most cases, the segmenta-

tion of color image is more useful than the segmentation of grayscale image. That is because color 

image contains much more information about image features than grayscale image. However, more 

complicated segmentation methods are required to deal with the segmentation of color images. 

According to the usage of prior knowledge of the image, we can use unsupervised or supervised 

segmentation method. The unsupervised segmentation is mostly used when the image features are 

unknown, such as nature scene understanding, satellite image analysis etc. On the other hand, the 

supervised approach is mainly used in the applications where we can obtain samples of colors in 

advance, for example object tracking, face/gesture recognition and image retrieval etc. In super-

vised segmentation, we use samples of object colors for training the classifier. The image is seg-

mented by assigning the pixel to one of the predefined classes. The common techniques of super-

vised segmentation are for example, maximum likelihood, decision tree, nearest neighbor and neu-

ral networks [1]. In our work we focused on supervised segmentation method, where we need just 

to decide if the pixel is a skin pixel or not. The simple techniques, such as color thresholding, are 

not accurate enough to distinguish between skin and background pixels. In this task, color learning 

is very important for training a good classifier. That is why we testing a different color representa-

tion for skin colors.    

2. COLOR SPACES 

For a proper color based segmentation is necessary to choose suitable color space [2, 3, 4, 5].  A 

color space is a method by which we can specify, create and visualize colors. Different color spaces 

are better for different applications. Below, three color spaces used for testing segmentation capa-

bilities of RCE neural network are briefly described.  

2.1. RGB 

We start with standard RGB color space, Figure 1, because it is the most comprehensible for hu-

man eye. It is an additive color system based on tri-chromatic theory and Cartesian coordinate sys-



tem. That means that mixing red, green and blue light can create a broad range of colors.  RGB is 

easy to implement but nonlinear with visual perception [4]. 

  

Figure 1:     RGB (left) and HSL (right) color spaces 

2.2. HSL 

Since the RGB space does not mimic the higher level processes which allow the perception of color 

of the human visual system a HSL color model, Figure 1, was chosen as next. HSL is short for 

Hue, Saturation and Luminance and it is a closest to the actual human perception of color. Hue 

specifies the base color, the other two values then let you specify the saturation of that color and 

how bright the color should be. HSL is a simple transformation of RGB which preserve symmetries 

in the RGB cube [4]. 

2.3. YCBCR 

As third an YCbCr color space was chosen because it is widely used in digital photography sys-

tems [6], where Y stands for luminance Cb is a blue difference and Cr is a red difference, see Fig-

ure 2. 

 

Figure 2:     YCbCr color spaces  

3. RCE NEURAL NETWORK 

Reduced Coulomb energy (RCE) neural network is a supervised pattern classifier [7, 8, 9, 10].  It 

provides a way of region adjustment that is intermediate between Parzen-window and K-nearest-

neighbor [2]. During the network training, the size of the hyper spherical window is adjusted in ref-

erence to the nearest point of a different category in feature space. 

3.1. ARCHITECTURE 

RCE neural network has three layers: the input (three color components), the prototype and the 

output (one neuron) layer. Used architecture is shown in Figure 3.  Neurons in the prototype layer 

save the skin color information. Each neuron is fully connected to all neurons in a higher layer. 



 

Figure 3:     Architecture of RCE neural network  

3.2. TRAINING 

In our work we used modified training method called hierarchical prototype learning (HPL) intro-

duced in [7]. Main advantage of this approach is that neurons in the prototype layer (color proto-

types) have a different radius. Radius is decreasing from starting value rmax to rmin in every iteration 

step according to tt rr 1 , where α is learning rate. Such arrangement is advantageous because of 

better representation of color space. For all pixels in an input image and color prototypes the Eu-

clidean distance is measured according to: 
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Where xij are color components of an input image and pj are coordinates of one color prototype. 

The pixel is considered as a skin pixel only if rpxd i ),( , where r is the radius of the prototype. 

For proper adjustment of all the prototypes radiuses the density of prototype pD is defined as: 
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Where N is a number of pixels assigned to the prototype. If minDDp  the prototype p is rejected, 

otherwise is accepted and add in to the prototype layer.  

3.3. SEGMENTATION 

Given the test image, the supervised segmentation is performed by classifying each pixel as a skin 

pixel or image background. The pixel is classified as a skin pixel if it falls into any of color proto-

types. Otherwise, it is regarded as the image background. 

4. EXPERIMENTAL RESULTS 

Usability of RCE neural network for skin (face) segmentation is tested in this section. The RCE 

neural network was implemented and tested in MATLAB programming environment.    

4.1. TRAINING AND TESTING SETS 

For all three color representations (RGB, HSL and YCbCr) was created a training set containing 

samples of a skin color from images of different peoples. It would be contra productive try to ob-

tain color samples of the backgrounds (there are too many variants, not mentioning the different 

lightning). That is why the network only decides if it is a skin pixel or not. These three sets were 

used for training three RCE neural networks. For testing we used images of 30 peoples with differ-

ent backgrounds, see Figure 5. Peoples in testing database [11] were not used for training networks. 



4.2. DISTRIBUTION OF SKIN PIXELS IN COLOR SPACES 

Figure 4 demonstrates distribution of skin pixels from the training sets in three different color spac-

es. 

   

 

Figure 4:     Distribution of skin color points in RGB (left), HSL (mid) and YCbCr (left) color spaces 

4.3. SEGMENTATION RESULTS 

After creating training sets, we train three networks using the HPL algorithm. The samples of re-

sults are shown in Figure 5. The learning rate was same for all three nets, α = 0.8. 

Figure 5:     From left: Original image, segmentation result using RGB, HSL and YCbCr color spaces  

    

    

    

    



For networks using RGB and YCbCr color space was radius range set as 1,50r  and minimum 

density for acceptance color prototype was Dmin = 6.0*10
-3

. For the network using HSL color space 

was the parameters: 01.0,5.0r  and Dmin = 6.0*10
4
. From the results we can say that YCbCr 

color space seems slightly more suitable for skin segmentation than the others. But mainly we con-

firm that RCE neural networks are suitable for skin segmentation of variety of different people and 

backgrounds. 

5. CONCLUSION 

In this article we described three different color spaces (RGB, HSL and YCbCr), which we used for 

testing the RCE neural network for skin segmentation task. Also we present a basic description of 

the RCE neural network with HPL algorithm. From the results of segmentation of 30 different peo-

ple with various backgrounds we can say that RCE neural network is suitable for skin segmentation 

in color images.  
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