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Abstract: This article deals with the design and creation of models for predicting wine quality. The 

basis for creating models for predicting wine quality is the measured physic-chemical properties. 

The aim of this experimental project is to create the models capable of prediction quality wines 

with as much accuracy as possible using the minimal measured properties. Component of this arti-

cle is validation of obtained predictions, or apply appropriate adjustments to achieve similar or bet-

ter prediction quality wines than the available studies dealing with the same examined data set. 
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1. INTRODUCTION 

For the purposes of creation the prediction models was used data measured on real samples of 

wines, which were evaluated by experts. The measured data are available for download on the In-

ternet [4]. In the article [3], the authors refer to the basic statistical data (input attributes) of meas-

ured data, which are listed in Table 2.1. To verify that the data available on the Internet are identi-

cal with the data described in article, were made the same statistical calculations and their results 

are shown in Table 2.2. When comparing the values in these tables shows that the data are con-

sistent with the data on which predictions were made in a technical article [3]. 

2. INPUT DATA 

For creation the models, we have two data stacks. The first data stack describes the red wine - 1599 
samples of red wines. The second data stack describes the white wines - 4898 samples of white 
wines. For both types is for each sample is measured eleven physic-chemical parameters (inputs of 
model) and recorded its quality (output of model). The quality of wines is evaluated using a scale 
from 0 to 10 by integers. 

 



Table 2.1: Basic statistics of inputs attributes referred in article [3] 

 

Table 2.2: Basic statistics of inputs attributes of downloaded data stack [4] 

For the identification of dependencies between attributes of processed data, were created correla-

tion matrices for data stack of the red and white wines data that describe the interdependence of in-

dividual attributes. Mutual correlation dependencies are shown for example only for red wines - 

Table 2.3. Correlation of the same attributes (elements on the main diagonal) is always one. 

 

 Table 2.3: Correlation dependence of the input attributes – red wines [4] 

From Table 2.3 shows that the correlation of certain attributes reach values outside the interval (-

0.5, 0.5), it indicating considerable interdependence. Highly correlated input attributes may be 

omitted to simplify the model, improvement of prediction or acceleration of model. In this table are 

marked size interdependencies of attributes with intensity of blue color. 

3. EVALUATION OF THE QUALITY PREDICTION 

From the reason to compare the quality of proposed models, were comparison of models made us-

ing the average absolute deviation (MAD) for each model, which is obtained from the difference 

between actual and predicted values of quality wines. 

 

The average absolute deviation is given by: 

   
N
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iŷ  - estimated quality for the k-th sample of wine 



iy  - real quality for the k-th sample of wine 

N  - number of submitted samples of wine 

The models were then compared with the accuracy of classification in each classes of wine sam-

ples. In order to compare with [3], so classes were chosen with a tolerance of T = 0.25, 0.5, 1. If T 

= 0.25 and the value of good quality wine is 4, the correct prediction of the class has a range of 

3.75 to 4.25, poor prediction is a prediction outside this range. For T = 1 the intervals are overlap. 

Since quality is reported in whole numbers, is our greatest information benefit of predicting toler-

ance of size 0.5 (classes are follow each other and do not create "dead" space) and 1. In the case of 

a tolerance is 1 within a ten-value scale do not affect (over-estimation or underestimation) the qual-

ity of the sample. 

For T = 0.5 were created for all models the cost matrices. These matrices are not listed given the 

scope of this document. 

4. PREDICTIVE MODELS 

Due to reproduction models used in [3], were created three types of models: 

 MR – linear regression 

 NN – artificial neural network 

 SVM – support vector machine 

 

When creating all models were used according to [1] method of estimating error the cross-

validation, which was performed the same settings. 

Input attributes of models for each of the 17 different models are different: 

 All attributes used without modification 

 Before entering into the model was performed normalization, backward selection, resp. for-

ward selection with implemented SVM method or linear regression 

 Removal of the input attributes based on weight from genetic algorithms 

 Removal of the input attributes based on the correlation matrix (Table 2.3) 

 Random removal of input attributes 

Train and test data are always same for the one model (always use the entire suite of samples), only 

may vary by the deleted attributes. Test data is used only in order to obtain predictions for the ex-

ternal vector processing in MS Excel. 

Error MAD and accuracy of individual models for tolerance T = 1 is for better clarity and evalua-

tion plotted in Graph 4.1 (red wine). Values for white wine are not given because the scope of this 

document is limited. From this graph it is clear that the MAD error is higher, the accuracy of pre-

diction models is lower and vice versa. 

The best accuracy of prediction (90.12 ± 0.44%) for red wine follows from the model NN-R-2, 

which uses eight input attributes. The best accuracy of prediction (90.51 ± 0.46%) for white wine 

follows the model NN-W-1, which uses all eleven input attributes. 

In annex - Comparison of different models - Table 6.1, are listed the errors and accuracy of predic-

tion models for different tolerances. The values listed in the part "article" cannot accurately deter-

mine whether the accuracy and errors are from diameter of 20 designed models or from the best de-

signed model. 

As stated in the introduction, is not necessary that the accuracy at T = 0.25 was too high. In terms 

of determining the quality of wine is important T = 0.5 or T = 1, because these values have no sig-

nificant effect on wine quality - within the ten-scale is the minimum deviation. 

 



Graf 1: Chyba a přesnost modelů - červená vína
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Graph 4.1: Accuracy and error of models – red wines (drawn up by RapidMiner) 

 

 Table 4.1: Attributes used for creating the model – red wines (drawn up by RapidMiner) 

Note.: 1 = attribute is used; - = attribute is not used or eliminated 

The quality of the prediction each models cannot be assessed only in terms of maximum accuracy, 

but also in terms of number the parameters, which were used for this accuracy. In Table 4.1 are in-

dividual attributes, that were used for designed the models. 

5. CONCLUSION 

The aim of this project was to reproduce the experimental models used in [3], verify the quality of 

obtained predictions, or appropriate adjustments to achieve similar or better prediction quality 

wines in the examined data set. By studying the article [3] and the processing of the data we have 

shown that our obtained data sets are consistent with data sets that were used to build models in [3]. 

To determine the interdependencies between the inputs attributes for the red and white wines were 

calculated correlation matrices. Some perceived dependence was applied in reduction of input at-

tributes. Models for predicting wine quality were used by linear regression, artificial neural net-

works and support vector machine. For all models was applied the method of cross-validation ac-

cording to [3]. In total were described 17 models with the best or with most interesting results. 

Comparison of our proposed models and models published in [3] is problematic, because in [3] is 

not stated whether the indicated errors and accuracy of models are the average values of the num-

ber of simulations or the best value achieved - see above. Evaluation of the quality of models and 

comparison with [3] was performed using the average absolute deviation (MAD) and the accuracy 

of classification into different classes for different tolerances. 



In Tables 6.1 and 4.1 are the errors, the accuracy of models and selected attributes that were used in 

design of models. These tables show that for red wine we get better prediction using the same or a 

smaller number of inputs attributes than for white wines. This situation probably occurred by that 

for the white wine wasn't found the best combination of attributes. The attributes that we applied 

had a low information gain or dependency param. on the quality of red wine is simpler. 

For models with linear regression and with artificial neural networks for red and white wines were 

obtained similar or better prediction accuracy than in [3] (improving the quality of prediction is 

probably not statistically significant). It is necessary to point out that in [3] the quality of predic-

tions was achieved for the average number of input attributes from 9 to 10, but this project for simi-

lar results obtained from 3 to 8 input attributes (with the exception of the NN-W-1). 

The most interesting model can give a linear regression model MR-R-2, which, while it reaches a 

higher MAD error and tolerance is less than for T = 0.25 and T = 0.5 such accuracy as other mod-

els, but for predicting quality of wine it have only three measurements physic-chemical attributes. 

Accuracy of prediction for T = 1 is 84.55 ± 0.48%, other models reach values up to 90%, but using 

a larger number of attributes. This model due to the small number of input attributes needs a low 

cost for measuring physic-chemical parameters of each samples and is thus very suitable for deter-

mining the quality of wine, which at T = 1 there is no significant overestimation or underestimation 

of the quality of wine. 

The model with the highest prediction accuracy and with the lowest MAD error for red wine is an 

artificial neural network NN-R-2 (white NN-W-1), which for tolerance T = 1 achieves an accuracy 

of prediction of 90.12 ± 0.44% (white 90.51 ± 0.46%). For other tolerances also achieves the best 

prediction accuracy compared to other models. For the design of this model was used 8 attributes 

(white 11). 

All models were designed and tuned in the program RapidMiner version 5.0.003. 

6. ANNEX – COMPARISON OF DIFFERENT MODELS 

 

 Table 6.1: Comparison of models – red wines (drawn up by RapidMiner) 
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