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ABSTRACT 

This paper deals with Model Predictive Control (MPC) – a control algorithm which opti-

mizes control action and output error within a time horizon. A nonlinear model is obtained 

by using Neural Network and has to be linearized in each operating point. A model is used 

to predict the future behaviour. First, the control algorithm was implemented in MAT-

LAB/Simulink and tested on mathematical models. After that it was implemented in the 

Programmable Logical Controller (PLC) B&R and tested on a physical model. 

1. INTRODUCTION 

The beginnings of Model Predictive Control (MPC) date back to the 1970s. Model Predic-

tive Control integrates optimal control, dead time processes control, multivariable control 

and future references when available. The MPC is not a specific control strategy but an 

ample range of control methods where the control signal is obtained by minimizing an ob-

jective function. The model is the cornerstone of the MPC wherefore it is necessary to ob-

tain the best possible model, and that can be done by using Neural Network. 

Predictive control algorithm was written in ANSI C and tested in MATLAB/Simulink and 

implemented in Programmable Logical Controller B&R. 

2. GENERALIZED PREDICTIVE CONTROL 

Generalized Predictive Control (GPC) is one of the most popular methods of predictive 

control. It was proposed in 1987 in [2] and has become one of the most popular MPC 

methods [1] in both industry and academia. The Generalized Predictive Control algorithm 

consists in applying a control sequence that minimizes a cost function (1). 
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where tjty |ˆ  is the predicted system output in j-th prediction step in discrete time t, 

jtw  is reference trajectory, jtu  is j-th increment of control action, p is predicted 

horizon, r is control horizon, λ is cost constant and d is delay. The first term considers the 

predicted error and the second term considers penalized future control increments.  



The criterion (1) can be rewritten to a matrix form [1]: 

uuwyGuwyGu TT
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where ŷ is vector of predicted system outputs for prediction horizon, w is vector of future 

references. 
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G is matrix of dynamics 
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G , where 110 ,...,, rxxxfy   and 

pk  ,..., 2 1, , as shown in [5]. 

 

For linear causal systems: 
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where element gj is j-th coefficient of model step response (3). 
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Cost function minimum (2) is obtained by making the gradient of J equal zero [1]. The re-

sult is equation (4), which is used for computation of the future control action increments 

vector. 

ywGIGGu ˆT1T  (4) 



where k is the first row of the matrix T1T
GIGG . 
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Only the first increment of control action is used for control (5). 

3. IDENTIFICATION 

The model is the cornerstone of MPC. Neural Networks (NN) are used for realizing the 

model of an analog physical model. The analog model, which contains operational amplifi-

ers, resistors and capacitors, represents the third order process. The analog model is not 

completely linear and for this reason the network contains neurons with non-linear transfer 

functions. The transfer function of neurons in the hidden layer is sigmoid and the transfer 

function of output neuron is linear. Inputs of the Neural Network are delayed last three 

process inputs and outputs (Fig. 1). 

 

 

Fig. 1: Neural model of process. 

To train the Neural Network we use the Levenberg-Marquardt (LM) algorithm [3] 
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where J is Jacobian 
θ

θε
θJ , θ is weight vector a ε is vector of neural network’s out-

put errors. 



4. APPLICATION OF GPC 

The predictive control algorithm was written in ANSI C and tested in MATLAB/Simulink 

on mathematical models. After that the GPC was implemented in the Programmable Logi-

cal Controller B&R.  

The nonlinear neural model obtained by Levenberg-Marquardt training algorithm has to be 

linearized because of using in GPC algorithm. The third order ARMA model was obtained 

by linearization in each operating point according to [4]. In Fig. 2 is shown the comparison 

of GPC and PSD. The GPC parameters were 10p , 5r  and 1.0 .  
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Fig. 2: Comparison of GPC and PSD. 

 

Criterion \ controller GPC PSD 

2

Q twtyc  0,4 1,1 

2

E tuc  58 65 

2

D tuc  0,7 1 

Tab. 1: Quality of regulation GPC a PSD. 



5. CONCLUSION 

This paper shows one of the most popular methods of Model Predictive Control. The Gen-

eral Predictive Control was implemented in PLC B&R and tested on physical models and 

compared with PSD. Parameters of the PSD were obtained by minimizing an objective 

function in MATLAB by function fminsearch. To obtain the PSD parameters was used li-

near third order ARMA model and the objective function is similar to the function (1).  

The cornerstone of Generalized Predictive Control is the model used to predict the future 

behavior of the system output. Therefore it is necessary to obtain the best possible model. 

The model is obtained by using a Neural Network with the Levenberg-Marquardt training 

algorithm. This nonlinear neural model has to be linearized in each operating point accord-

ing to [4].  

The GPC deals with future behavior of process and reference trajectory therefore it can 

react to change of the trajectory before it happened as shown in Fig. 2. 
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