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ABSTRACT

This paper deals with problems connected with ifleation in adaptive control.
Firstly, it examines the relation between the ¢t@dgecursive identification algorithms and
the new approach based on neural networks. Furtrernit illustrates these identification
algorithms and compares it with the practical exampnd finally it mentioned the neural
network usable for parameter estimation of thealimaodel.

1 INTRODUCTION

Identification is the most problematic part in atileg control. The major condition for
success in adaptive control is the correct usdéeidentification. The fundamental issue is a
appropriate choice of the sampling time. Additibpdhere are other aspects which have
significant influence on control system, such asamization effect in real process,
disturbances, noise and other. However, the classecursive identification algorithms
cannot deal with them, therefore this paper ingestis the identification based on neural
networks.

2 PROCESSIDENTIFICATION

Adaptive controllers use the process model, whgclestimated of actual inputs and
outputs of the process and its parameters are efurtiilized to update the controller
parameters and the controller action. The parameitithe model and the controller are
updated in every sample tine.

The process model is mainly described as the litne@-invariant model:
Vi = i O (1)

where ¢, is a vector of measured inputs and outputs (regresector) and, is a vector of
the model parameters. In case of ARX model
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where b , a; are model parameters, process input ang, process output, the vector of
measured inputs and outputs is in form

Se=[Uer o Uaem ~Yier o = Yia-n) (3)
and vector of model parameters
O =lo, ... by a, .. a,] (4)

21 CLASSICAL IDENTIFICATION ALGORITHMS

The classical identification methods based on teeuRsive Least-Mean-Square (RLS)
algorithm are extended in adaptive control. Theapaters of the process model are online
updated via actual inputs and outputs of the reatgss in every sampling time. The RLS
identification with exponential forgetting is usiedthis paper:

01 =0, +K o1 (Vi — 94 0,) (5)
whereK , is vector of correction
K a1 = Pudiaa|A + Bl Prdiaa] ™ (6)

and P, covariance matrixp< A <1 is forgetting factor

I:)k+1 = I:)k -K k+1¢;+1pk (7)

Advantage of these methods is fast convergencheofmodel parameters. Conversely,
the significant defect is a long sample time neasstor the suitable identification which can
result in improper behaviour of the whole contrgétem. The long sampling period also
results in a problem with an aliasing and it introes unintentional additional dynamics in
control system. Hence, it is suggested to invetigao identification of new methods.

2.2 |IDENTIFICATION BASED ON NEURAL NETWORKS

One of the possibilities in process identificatisrto use the neural networks approach
to the process identification. However, their gaheation property can be employed for
more stable identification solution.

The disadvantage when using neural networks intiftisation of adaptive controller is
that the neural network is generally nonlinear eystalthough it shall be used to estimate
linear model parameters.

This problem can be resolved by several meanglyFbg using a single neuron, whose
weights are directly parameters of the linear pgsegaodel [1], [2] or secondly by using of a
neural network with one hidden layer whose inputhiss regression vector (3) and output is
the estimated vector of the model parameters (@) 1j.

Using the most extended on-line training algorithackpropagation the neural network
weightsw, are updated in every sample tirkeas
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where 5, is the learning-rate parameter vectar,is momentum constant. These parameters

have an influence on the rate of convergence. Huanpeters should be limited to interval
0, 1).

The lost function of the neural network is giverc@cling to (1):

Ek=%§(yk_)’k)2=%§(¢-krek_yk)2 9)

Fig. L: Neural network usable for parameter estimation of the linear model

3 PRACTICAL RESULTS

The neural network usable for parameter estimatiotine linear model was tested for
process with transfer function

1

P09 = eiDs+naos+1) (10)
and using Takahashi controller

U = K p (Vi = i) + Ky (e = i) + Ko (2Yt = Yz = Vi) + Ui

Kp = 06Ky, K, = 1'ZEUTS Kp = 358:: (11)

whereu, is the control actiond, desired valuey, the process outpuk, ultimate gain and
T, ultimate period (Z-N method},, sample time.



In the real process it is necessary to take intmaat not only disturbances, noise and
other nonlinearities influencing the process bsba quantization effect. The quantization
effect affects quality of control system because finocess input and output values are
reduced to imprecise values according to the typ¥d and D/A converters.

In Fig. 2, Fig. 3 there are compared the both ifieation approaches by attendance of

the quantization effect and the disturbance affigcthe control system. The influence of the
choice of the sample period is shown in Fig. 3.

The advantage of using neural network for procdsstification or model parameter

estimation is shown until it is controlled the rgmbcess when the classical identification
fails.

input

Fig. 2: Takahashi controller with RLS identification (dotted lines) and with
neural network based identification - T,=0.1, h=6, 7=0.002, a =0.1 (solid
lines) using 12 bits A/D and D/A converters. Desired valueis set to +2 at time

50 s, at time 200 s disturbance + 1 influences
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Fig. 3: Influence of the sampling period (T, = 0.1s-solid lines, T, = 05 s-dotted

lines) by using Takahashi controller with RLSidentification (bottom figure) and
neural network based identification (upper figure). (Conditionsasin Fig. 2)

4 CONCLUSIONS

In this paper there were briefly introduced and parme two different methods of
identification suitable for adaptive control. Thiassical identification algorithm (RLS) was
compared with identification based on neural nekspit was used the well-known training
algorithm backpropagation. The results were meetian previous chapter.

The neural network based identification gives lassurate solution than classical
identification but it produces the more stable 8otufor short sampling periods.

The neural network is for its advantages: the ghité decrease the quantization effect,
the better disturbance cancellation, etc. suitbdyléhe real processes.
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