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ABSTRACT

In this paper, different image quality assessmeethods are compared. Their basic
principles are introduced and evaluation results given. To compare the overall
performance of objective methods, correlation wstibjective DSCQS method results is
computed.

1 INTRODUCTION

Image and video quality measures play an impontalat in a variety of image and
video processing applications. Very often the dualf an image needs to be quantified. This
can be done by subjective testing sessions, obfgctive — computational metrices. The aim
of the objective metrices is to predict how muchthe# distortion will be observed by user.
Many metrices based on different principles haventb#eveloped.

2 OBJECTIVE - DSCQS

Subjective methods for digital image (video) qualssessment are defined in ITU-R
Rec. BT.500-11 [1]. More methods are still beingaleped, some of them are included in
ITU-R Report BT.1082. The principle of subjectiveetimods is that a group of assessors (or
even a single assessor) judge the quality of amgen@ video being presented to them.
Subjective methods are the most accurate in deterghfhow much” of image distortion can
be perceived, and thus can be a measure of therpenice of objective assessment methods.
The disadvantage of these subjective methods #&:dleey are expensive and impossible to
be included in automatic systems (e.g. settingmpatars of a system according to the instant
output image / video quality).

In this contribution, only full-reference methodee e&compared. In other words, we
always have a “perfect” image to compare the qualita distorted one. Among the methods
described in ITU-R BT.500-11, the “double stimulus&thods meet this prerequisite. In our
experiments, the double stimulus continuous qualigle method (DSCQS) is used. Two
versions of each picture are presented. The olbseave asked to assess the overall quality of



each picture by inserting a mark on a continuousoa scale (Fig. 1).
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Fig. 1: Continuous quality scale.

The results are analysed as follows: Positionshenveertical scale are converted to
normalized scores in the range 0 to 100. Each gfascores is then converted to rating
difference. The overall difference in quality isvgm as DMOS (differential mean opinion
score), which is computed as the mean value tlerdifces from all observers related to one
image pair. The higher the DMOS, the more distartiothe image is visible.

3 MEAN SQUARED ERROR (MSE), PEAK SIGNAL TO NOISE RATI O (PSNR)

The simplest objective assessment methods arstiially defined mean squared error
and peak signal to noise ratio (PSNR). These metlazd pixel-based, i.e. the distorted
picture and the reference are compared pixel-bgtpihe MSE is computed according to [2]
as follows:
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where X [Y is the size of the image andi, j) and I~(i, j) are the luminance values of the
reference and the distorted image, respectivel]AP&an easily be computed as
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wheremis the maximum pixel value (e.g. 255 for 8-bit gea).

4 WEIGHTED SIGNAL TO NOISE RATIO (WSNR)

In [4], a different approach to PSNR was presentedthe human visual system (HVS)
is not equally sensitive to all spatial frequenceesontrast sensitivity function (CSF) is taken
into account. The CSF is simulated by a lowpadsaodpass frequency filter.

First of all, the difference of the reference ahd tistorted image is computed. Then
the difference is transformed into frequency domasing 2-dimensional fast Fourier
transform. The obtained error spectrum is weightgdhe CSF resulting in weighted error
spectrum. The last thing to do is to compute thegymf the weighted error spectrum and the
power of the signal (also transformed into frequyet@main).



5 STRUCTURAL SIMILARITY INDEX (SSIM)

This method, presented in [3], is based on compaha structures of the reference and
the distorted images.

Let x andy be two non-negative signals corresponding to #ference and distorted
images, and Ie]ux,/,/y,af,aj and o, be the mean aof, the mean of, the variance ox, the

variance ofy, and the covariance of andy, respectively. Here the mean and the standard
deviation (square root of the variance) of a sigaral roughly considered as estimates of the
luminance and the contrast of the signal.

As in [3], the measure called Structural Simila®S5IM) index is given by
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In this formula, three different measures are iagd! the luminance, contrast and
structure comparison measures as follows:
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The two constantsC; and C, are added to prevent unstable measurement when
(,uf +,u§) or (Uf + Uj) is close to zero. They are given by

C, =(K,L)" andC, = (K,L)’, )

where L is the dynamic range of the pixel values=(R55 for 8-bit gray scale images)
andK; andK; are the same as in [3{; = 0.01 anK;, = 0.03.

The SSIM indexing algorithm is applied for qualagsessment of still images using a
sliding window approach. The window size used inexperiments is 8x8. The SSIM indices
are calculated within the sliding window, which neswixel-by-pixel from the top-left to the
bottom-right corner of the image. This results IB2M index max of an image, which is also
considered as the quality map of the distorted enbging evaluated. The overall quality
value is defined as the average of the quality m#pe mean SSIM (MSSIM) index.

6 TESTING MATERIAL

In our experiments, five different images were udeach of these was subject to five
different types of distortion (jpeg compressionegp2000, gaussian blur, fast fading and
additive white noise) with several levels of degtamh, giving the total of 134 images. The
quality of these pictures was evaluated using tiBEMPSNR, WSNR and SSIM metrices.

All the images were taken from the LIVE image giyaissesment database from the
Texas University [5]. The database provides sulyedesting results (DMOS) for all images.

All the metrices were evaluated using MATLAB. TheSH and PSNR had to be
implemented. The MATLAB code for SSIM and WSNR d¢enfound on the Internet [6],[4].



MSE

S5IM

1400

Fig. 2:

MSE versus MOZ. R = 0.4642

1200 + + ,
+
1000 —
+
800+ B
+
+
600 ,
+
+ +*y
+ Sty
400 + —
+ +
A .
200+ + + +. i
Lt ++++%+ A
4 +
Lo+ e *
a ‘ i N A S .
0 10 20 30 40 a0 =] 70 80
MOS
S5IM wersus MOS. R =-0.7443
1 #‘%— . :
it
o,
08¢ R T b
+ b +
£, n ﬁ-++
08F . +++t£+ s J:r ; J
4 Ty
07k + + o+ 4
+
&
+ ++‘h—
DBt + Yy ]
+ +4
05F -tf’ 4
bl
0.4 + +
L4+ + B
o
. . . . , . + *

Fig. 3:

MO

Scatter plot comparison of the evaluated metrices. MSE (R = 0.4642),
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7 CONCLUSIONS

The results of metric evaluation are shown on BigThe correspondence between
DMOS and the respective metric is presented. Fah egraph, the overall correlation
coefficient R is computed.

As seen on Fig. 3, MSE gives the worst results gmtre proposed metrices
(R=0.4642). We get much better results by compuBR&NR. The correlation coefficient
increases to R=-0.6274. The higher the PSNR, tijeehithe image quality. That's why R is
negative (in DMOS the higher the value, the wotse image quality). The performance of
PSNR is highly increased by weighting the spaciedjdiencies with CSF. The correlation of
WSNR is as high as R=-0.7517. This is comparabthdgaesults of SSIM.
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