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ABSTRACT

This paper uses the propagating scattered context grammars to generate their lan-
guage’s sentences together with their parses (the sequences of productions whose use lead
to the generation of the corresponding sentences). It proves that for every recursively enu-
merable languagé, there exists a propagating scattered context grammar whose language
consists oL’s sentences followed by their parses.

1 INTRODUCTION

Scattered context grammars generate their languages in a parallel ways, thus inspir-
ing us to use them in parsing somehow. Indeed, parsing is inseparable form grammars, and
as parallelism fulfils a crucial topic in its investigation today, the use of scattered context
grammars in relation to parsing surely deserves our attention.

In this paper, we use the propagating scattered context grammars, which contain no
erasing productions, to generate their language’s sentences together with their parses — that
is, the sequences of productions whose use lead to the generation of the corresponding sen-
tences (in the literature, derivations words and Szilard words are synonymous with parses).
It demonstrates that for every recursively enumerable langlagieere exists a propagat-
ing scattered context grammar whose language consi&fs eéntences followed by their
parses. That is, if we eliminate all the suffixes representing the parses, we obtain precisely
L. This characterization of recursively enumerable languages is of some interest because
it is based on propagating scattered context grammars whose languages are included in
the family of context-sensitive languages, which is properly contained in the family of re-
cursively enumerable languages. Simply stated, the use of propagating scattered context
grammars in this paper provides us with parses corresponding to the generated sentences,
which obviously represent useful information, and they incease their power in this way.



2 PRELIMINARIES

For an alphabeY, cardV) denotes the cardinality of. V* represents the free
monoid generated by under the operation of concatenation. The uniVéfis denoted
bye. Setvt =V*—{e}. Forw € V*, |w| and reversdiv) denotes the length ef and the
reversal ofw, respectively. Fot) C 'V, occufw,U) denotes the number of occurrences of
symbols fromU in w. Forv e V*, rm(v) denotes the rightmost symbol of ForL C V*,
alph(L) denotes the set of symbols appearing in a wortl.oA homomorphismg, over
V*, represents an almost identity if there exists a symbal M such thato(a) = a for
everyac (X — {#}) andw(#) € {#¢}.

A scattered context grammaa SCG for short, is a quadrupté,= (V,P,S T), where
V is an alphabetT CV, SeV —T, andP is a finite set of productions such that each
production has the fornfAy,...,An) — (X1,...,%n), for somen > 1, whereA €V —T,

xi e V¥, for1<i<n. Ifevery(As,...,An) — (X1,...,X%) € P satisfiesq € V' forall 1 <

i <n, Gis apropagating scattered context grammarPSCG for short. IfAq,...,Ay) —
(X1,...,%n) € P,u=u1A1Uz. .. UpAnUn 1, @andv = UpXgUz . . . UpXpUnt1, Whereu; € V¥, 1 <

i <n, thenu= Vv[(Ag,...,Ay) — (X1,...,X)] in G or, simply,u=-v. Let=" and=*
denote the transitive closure ef and the transitive-reflexive closure ef, respectively.
Thelanguage of ds denoted by (G) and defined ak(G) = {x | x e T*,S=" x}.

3 DEFINITIONS

Throughout this paper, we assume that for every SGG; (V,P,ST), there is a
set of production labels denoted by (&), such that cardab(G)) = cardP); as usual,
lab(G)* denotes the set of all strings over (&). Let us label each production iR
uniquely with a label from lafi5) so that this labeling represents a bijection from(@&pto
P. To express thap € lab(G) labels a productiofAy, ..., An) — (X1,...,Xn), We writep:
(Ag,...,An) — (X1,...,X%n). Foreveryp: (A1,...,An) — (X1,...,%) € P, Ins(p) and rhgp)
denoteA1 Az .. A, andxiXz . .. Xy, respectively. Furthermore, I-pgs j) and r-pos$p, j) de-
noteA; andx;, respectively. To express thatmakes<=-* y by using a sequence of produc-
tions labeled byp1, p2, . . ., pn, We writex="y[p], wherex,y e V*, p=p1... pn € lab(G)*.
Let S="* x[p] in G, wherex € T* andp € lab(G)*; then, x is asentence generated by
G according to parse. Thelanguage of generated sentences with their paisede-
noted byl (G)parseand defined ak(G)parse= {Xp | X € T*,p € lab(G)*,S=* x[p]}; no-
tice thatL(G)parse € T*lab(G)*. Let 1t be the weak identity fronfV U lab(G))* to V*
defined ast(a) = a for everya € V andi(p) = € for every p € lab(G). Observe that
L(G) = T(L(G)parse). LetG = (V,P,ST) be a SCG. FoG, setyG = (1(V),P,ST(T))
with lab(G) = lab(nG) andp: (Ag,...,An) — (T(X1),...,T(Xy)) € nPiff p: (A1,...,An) —
(X1,...,%) € P. G is a proper generator of its sentences with their par#fes(G) =
L(nG)parse Consequently, everye L(G) is of the formx = yp, wherey € (T —lab(G))*
andp € lab(G)*, andS=-* y[p] in xG. Observe that algh (+G)) Nlab(rG) = 0.



4 RESULTS

Theorem. For every recursively enumerable languagethere exists a PSC@&, such
thatG is a proper generator of its sentences with their parses ant(L(G)).

Proof (Sketch). LetL be a recursively enumerable language. Then, there is aGEG
(V,P,ST) such that. = L(G). Set® = {(a) | ac T}. Define the homomorhismfrom

Vio (@U(KV-T)U{Y})" asy(a) =(a) forallac T andy(A) =Aforall AcV —T.
Extend the domain of to V' in the standard manner; non-standardly, however, define

y(€) =Y rather thany(g) = €. Next, we introduce a PSC& = (V,P ,ST), such thatG
is a proper generator of its sentences with their parsed &@8g= 1(L(G)). Finally, set
= {$1,%,%3}. Define the PSCG

= ({SX,Y,Z}Ur uVU®dUlab(G),P,S lab(G) UT)

with lab(G) = {L 0],(1/,12],13], 4]} U=1U=2U=3, where=; = {|pl] | p € lab(G)},
=>={|a2] |aeT},=3={|a3] | a€ T}, andP constructed as follows.

0. If e € L(G), add[0] : (§ — (|0]) to P,
1. Add (1] : () — (X[1]$:Z9) to P;

2. Foreveryp: (Ag,...,An) — (X4,...,%) € Padd

1P1) : ($1,A1,- -, An) — (|1 PLI$1,Y(x1), ..., Y(Xn)) tO P;
in addition, add 2] : ($1) — (|2/$2) to P;

3. Forevenae T, add|a2] : (X,$2,Z,(a)) — (aX, |a2|%$,,Y,Z) to P;
|1a3] : (X,$2,Z,(a)) — (a,|a3]%s,Y,Y) to P;

4. Add|3]: ($3,Y) — (|3],$3) to P;

5. Add|4]: ($3) — (|4]) toP.

Then, ife € L(G), S= |0][|0]] in G, whereas every € L(G) — {|0]} is generated b
in this way:

S= X|1/$:25|1]] =" Xlp] = y[[2]] =" Zo] = u[[a3]] = V[T] = w][4]]

wherea € T, p, 0 andt are sequences consisting fray, =, and=3, respectively.

REFERENCES

[1] Meduna, A.: Coincidental extension of scattered context languages, Acta Informatica
39, 307-314 (2003), Springer, ISSN 0236-0112

[2] Meduna, A.: Syntactic complexity of scattered context grammars, Acta Informatica
32, 285-298 (1995), Springer, ISSN 0001-5903



